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Abstract

I'here has been a g;owing interest in the field of digital filter banks, especially in constructiﬁn
of distortioniree filter banks with linear phase. 1t has been applied especially in design of low-
bit rate speech coder. Filter banks are also valuable when parallel processing is used. Real
time digital filter banks, with internal processing capability, is used in echo cancelling, speech
processing and biomeldica.l signal applications. In thié thesis a QMF {quadrature mirror filter)
based FFIR filter bank has been implemented as a sub-band selector and as an echo canceller.’
Theoretical analysis and computer simulation shows that the digital filter bank splits the input
signal into several frequency bands from which it can reconstruct a delayed replica of the input

signal. When processing is performed in the sub-bands, the filter bank works as a sub-band -

selector and as an echo canceller respectively.



Chapter 1

Introduction

Over the past several ye#rs, Finite Impulse Response { FIR } digital‘ﬁ'iter's, i.e., digital filters
for which the impulse response is of finite duration, have become 'inqreasingly important. ‘The
way of designing FIN filters by different methods provides an efficient means for implementing
high order digital filters. As an additional consideration, F'IR filters with linea_r—phase have

been designed and people are trying to implement them in the various fields of digital system.

In the mid-1960s when the signal processing based on digital technology had emerged as
a new branch, the importance of digital filters for the digital system has arisen. Prior to
this, different types of analog filters such as passive and active filters were used extensively
for the analog/continuous-time system. Switched capacitor filters have then come which are
discrete-time but not digital; i.e., signal values are clocked so that the time is quantized but
the signal amplitudes are represented in analog form. With the developemgnt of digital system,
the nef.essity of digital filters has gained the focus of attention which involves both the time
and amplitude quantization. Gradually different types of digital filters have been designed,
improved and implemented with the developement of digital system. First the Infinite impulse -

responsé ( IIR ) digital filters have been désigned'by transforming the frequency response of the---—---
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correspending a.nalog hltels with the help of different deqlgmng metlﬁ)ds »1' LR h{ters have been ,

'de31gned Irom the R hlters Hlstonmliv the 1deas for. desmmng the rut hlte[s was obtamed :

* from the trunca.tmn or modlhnatmn of the cmrrespondmgr mhmtelv long lmpulse response of-

the HIR filters. This has mt:oduwd a new “mdow mgthod which became the most widely

nsed techmque tor the approximate desxgn of FIiR filters. Bv the - “window” method the use of
a variety of ‘windows including Katser window and the Dolph Chebyshev window have benome
elfective. Bl_lt}-!;ile window method does not permit mdwndu_al control over the appmx:matum
error In d:i‘terent bands. So the néxt approach was to desiglﬂhé FIR filters which have given
better filter result from minimization the ma.xlmum efror or a tlequenw weighted error criteria
on the basis of some a.lgorithms. In the mean tmle Hetrmann ( 1970 )[1}, Herrmann and Schus-
sler { 1970 ){2], Hofstetter { 1971 )[3], Parks and McClellan { 1072 ){4]. Rabiner { 1972 )[5] have
developed different p_rocedurea‘bukl the Parks~McClellan“‘( 1972 )[4] algorithm has become the
dominent method for the optimal approximation design of Fiit filters. Another approach to
FIR filter dpsign corresponds to a non-linear opimization of the filter characteristics proposed
by He-rrma.nn and Schuessler|6] constraining the equiripple frequency chara;cteristiclbv means
of a set of non-hnear equations. In the mean time FlR adaptive hlters have come which use
difterent adaptive algorithms for the adaptation of their‘ coefficients/weights. In recent years,
the QMY filters have been of great interest and are being used in many speech and communica-
tions applications. ‘Lhese filters provide significant improvement over the conventional optimal

equiripple and window designs especially for their usage in the analysis/reconstruction system.

Qur purpose is to design a multiple channel digital filter bank using quadrature mirrot
filters (QMF)[7] and use it in some applications. Digital filters operate on digital inputs and
generate digital outputs. All digital filters restrict to either of two forms: non-recursive and

recursive. A non-recursive filier generates its output by simply weighing the inputs by constants

b
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{ coeffictents ) and then sumnﬁng'the weighted inputs. The coefticients determine the filter.
“L'he second foé;ﬁib'[-digital filter 1s recursive. In this case, the output is not only-a function
of the mputs. but it also depends on the past outputs. ‘They are classified also into Finite
Qlmpulse Respons_é ( FIR ) and Infinite Impulse Response ( IR ) filters, having finite and

infinite length respectively in their impulse response. ‘The QMY's are two filters which have a

cut-off frequency at the quadrature { one-fourth ) of the sampling frequency and where one

of the filters is a mirror or image of the other. In other worde QM is a product of low-pass
and high-pass fillers having the same cut-oft frequency. The digital ﬁltetigsmk splits the signal
into several frequency bands from which the signal can be reconstructed without distortion.
The siQnal has only been delayed and it is possible to know the delay from the direct relation
between delay and the order of the ﬁlter: 'the condition for the perfect IECOIIStIuCtiOEIh%S'tlla;t
. the CQF (conjugate quadrature filters), i.e. the product of the analysis and synthes;:ﬁlters.
should have a linear phase. CQF is a product of two filters which are conjugate to each-other
{ for a real sequence ) and have a cut-off {requency which is quadrature ( one-fourth ) of the
sampling frequency. ‘Lhe use of the filter bank domes when processing is performed in the
subbands. With processing, the filter bank works as a subband selector or as an echo canceler.
Using an encoder in the processor, any of the subbands from the total frequency band can be

selected. Adaptive processing can be done for echo canceling. Echo, an undesired extraneous

signal in telephone systems, cancels out by the adaptive filters in the processor.



1.1 Objectives of the thesis

T'he objectives of the thesis are as follows:

e ‘Lo reconstruct a signal perfectly with only a delay in the absence of any PEOCESSOT.
o ‘Lo split and select the frequency sub-bands from the {requency band of the signal.

o lo cancel the echo of the speech signal for long distance telephone lines.

C g
e sl

1.2 OQutline of the thesis

Ontlining the organisation of this thesis, in Chapter 2 digital filters including their classification,
structures. designs, and applications etc. have been. discussed briefly. ‘I'he basic structure of
the digital filter bank has been described in Chapter 3. ‘Theoretical analysis related to the
exact reconstru.ction of the sgnal are shown there. ‘I'he computer simulation results for both
the ptocessiné and nonprocessing conditions are also given in Chapter 3. ‘Lhe principle of an
echo canceller. an echo canceller using the filter bank, optimal weights of adaptive filters and
the LMS (least mean square) algorithin |8} are presented n Chapter 4. The performance of the
filter bank as an echo canceller is shown in Chapter 5 which presents simulation results 1‘15i11g
noise or speech signal as input. In Chapter 6 the conclusions of the paper with summary and

discussions are drawn:

In the following chapter we are going to describe briefly about the digital filters including

their classification. structures, designs and applications etc.



P
(S

]

i

Chapter 2

Digital filters

" Filters are an important class of linear time-invarient systems. Strictly speaking, the term filter
suggests a system that passes certain frequency components a.nd'totally rejects all others, but
in a broader sense any system that modifies certain frequencies relative to others is also called
a.riilt'er[G]. The filter used in discrete-time systems are digital filters. Digital filters operate on

digital inpnts and generate digital outputs.

2.1 Classification of digital filters

Digital filters can be classified according to the length of their irnpulse response. FIR { Finite
impulse response ) and IIR ( Infinite impulse response ) are the two types of digital filters which
have finite aﬁd infinite length/ duration of impulse response respectively. FIR and IIR filters
can be classified into recursive and non-recursive filters according to their structure. Recursive
filters depend on previous output values ( having feedback with poles and zeros in their system
{unction ) whereas non-recursive filters never depend on previous output values ( no feedback

with zeros and poles only at z = 0 or z = oo in their transfer function ). They can be said



the memoryless filters. 1’1 ﬁlte;s alre also called tappe;i delay line or transversal filters when
the coeflicients of the FIR filters are automatically changed by means of a step- by - step
process, that minimizes r.m.s. diflerence between the received signal and the desired signal.
According to the.degrees of freedom, FIR filters are classified into 1-D ( 1-dimentional ) and

2D (2- dlmentlonal ) filters. The spectrum of the 2-D digital filter 1s shown below:

o,

Flgule 2.1: 2-D digital filter ( low-pass )[9].

in {des‘crlblng’;}dmtal filters, one usually comes across the following specially named

digital filters.

Analysis filters:
In the digital system the filters wliich split/divide the frequency band of the signal into several

frequency sub-bands are called analysis filters.

Synthesis filters:
Tn the digital system the purpose of synthesis filters is to combine the splitted sub-bands of a

signal into a single band.




(,)1\”* tiltera: N BB
QM[‘ (qun(lmture mirror filtets ) are.those filters which are mirror/image to each other and
have a cut- off frequency of one- fourth of the sampling frequency. So, low paSS and high pass
filtcrs having the cut- off frequeney stated above, arc QMF filters.

Symmetrical half-band FIR filters:
Symmetiical hall-band FIR filters have impulse response which are symmetric al and finite in
length having one-half {(1/2) spectral energy.

Adaptaive filters: i
Adaptive filters are a type ol FIR filters whose coefficients/weights ate changed antomatically
in step-by-step process by using certain algonthms The LMS (least mean square ) adaptive
filters automatically change its coefficients/weights to minimize the error between the received
signal and the desired signal.

2,2 Structure of digital filters

“Fhe block diagram of the FIRL and IR filters are given in Fig. 2.2 and kig. 2.3:

b
o n yinl )

xin} L

Figure 2.2: Signal flow graph of the FIR filter.

We can express the above IR and IR filters by the following difference equations and their
corresponding transfer functions.

For FIR filters

M
wn) = Z byae(n — k)

k=0



—— | -
x[n] ' t y(n]
Z_.I 2_1
_ b1 a4
x[n—1] l-——-—-— D (+ - yln-1]
2_1 2_1
| : : [
x(n-2]: Tyln-23
bu-1 on-1 i
2z o !
b
X[n_M] I_'M_ —GdN—l y[n—N}

Figure 2.3: Signal flow graph of the 1R filter of the Nth order system.

with the corresponding transfer function

M
Hiz)=Y bt
L =]
For 11 filters
N M
y(n) =Y apy(n— k)= N bp{n — k)
k=1 k=0



with the corresponding rational transfer function,

(1= ameh)
1R filters, lor example, have the advantage that they can be designed easily using closed form
designed formulas whereas FIIRU filters has an advantage over HR hilter because of its all-time

stability due to the absence of any poles { except at z =0 }n their transter functions.

2.2 Design of digital filters

LR filters can be designed easily using closed - form designed formulas. ‘T'hat is, once the
problem has been specified approximate for a given approximation method { e.g., Butterworth,
Chebyshev or elliptic ). then the order of the filter that will meet the specifications can be
computed and the coeflicients { or poles and zeros ) of the digital filter can be obtamed by
straightiorward substitution into a set of design equations. lmpulse invarience and Bilinear
transformation are the two methods lor the design of HR filters. ‘T'he basis for unpulse m-
varicnce is to choose an rtmpulse response for-tlle discrete - time filter that is stmilar in some
sense to the nupiulse response of the continuous - time filter. It is appropriate only for the
bandlimited signals due to avoid the severe aliasing distortions. Bilinear transformation, an
algebric transformation between the variable s and 2. maps causal suitable continuous tume
filters into causal stable discrete-time filters. Bilinear transtormation of analog filters designed
by Butterworth, Chebyshev, or Elliptic approximation methods is a standard method for the

design of 1R digital filters. 1t is a non - linear transformation and free from the aliasing eflects.

Closed-form design equations do not exist for FIR filters. FIR filters are almost entirely
restricted to discrete-time implementations. Consequently the design techniques for FiR filters

are based on directly approximating the desired [requency respense of the discrete - tume system.

9



The simplest method ol FIR filter design is called the window method. 'This method generally

begins with an ideal desired frequency response that can be represented as

Hd('e"")= Z hd(nv)(e-]un),

/ n=--c0

where hg{n} is the corresponding impulse response sequence, which can be expressed in terms

of Hale!') as |
1o
ha(n) = ﬁ/ Ha(e"")dw

‘Yhe impulse response above is non-causal and infinitely long. The most straightforward

approach to obtain a causal F1R. approximation to such systems is to truncate the ideal response.

The sunplest way to obtamn a cansal FIR filter from hq4(n) is to define & new system with

impulse response hin) given by

A(n) =hg(n), 0<n <M
= (), otherwise (2.1

More generally, we can represent -i(n) as the product of the desired impulse response and a

finite-dniation “window” w{n) ; Le..
hin) = ha(n)uin),

where for simple truncation as i kq.2.1, the window is the rectangular window

wn) =1, 0<n <M,

. (2.2
=0, - otherwise. (2.2)
tt follows from the modulation or windowing theorem- that
PN T 1 * N L AN T w—R "
H{e’) = — Ha( e W (et Ndf (2.3)

Py

1)



That is. H{e™) is the periodic convolution of the desired ideal frequency response with the

Fourter transform of the window.

Hiel®)

Figure 2.5: ‘I'ypical approximation resulting from windowing the ideal impulse response.

The choice of window is governed by the desite to have w(n) as short as possible in dura-

tion so as to mminimize computation in the implementation of the filter while having Wie}

approximate an unpulse; i.e.; we want W(e) to be highly concentrated in frequency so that

the convolution of liq. 2.3 faithfnlly reproduces the desired frequency response.

11
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—=—=——=—Hanning
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Figure 2.6: Commonly used windows.
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Vigure 2.7; Yourier transform of Rectangular window.
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Figure 2.8: Fourier transform of Barlett window.
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Figure 2.9: Fourier transform of Hanning window.
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Figure 2.10: Fourter transform of Hamming window.
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Peak Transition

Peak . Approximation  Equivalent Width

Sidelobe Approximate Error Kaiser of Equivalent

Window Amplitude Width of 20lopy & Window Katser
Type {Relative) Mainlobe (dB) fi Window
Reclangular —13 dnf(M + 1) -2t 0 1.81n/M
Rarilett —25 BmiM —-25 1.33 2.37n/M
Hanning -3 Ba/M —44 386 501n/M
Hamming — 41 8n/M — 53 4.86 6.2Tn/M
12n/M — 74 7.04 9.19n/M

Blackman — 57

Figure 2.12; Comparison of comtnonly used windows.
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However Kaiser ( 1966, 1974 ) found that a window could be formed using the zeroth-order

modified Bessel function of the first kind, a function that is much easier to compute. 'The

Kaiser window is defined as

BLRO — [ = @)D

win] = Lo(F) ,

otherwise,

where a = M(order)/2, and Iy(.) represents the zeroth - order moditied Bessel function of
the first kind. In contrast to the other windows, the Kaiser window has two parameters; the

length ( M + 1 ) and a shape parameter §. By varying ( M + 1 ) and §, the window length

and shape can be adjusted to trade sidelobe amplitude for magnitude width.
12 e e i s anam . R -“‘
-;‘7 "";..
08 |- e o
/,/ \\\‘
'%:: »/ // \\ \\ ——§=0
- I NN -
< /S NN
’, I, . \\ N,
03 7/ , : N .\\
/l \\
rd ~
-7 | | ! e
0 5 10 15 20
Samples

Figure 2.13: Kaiser windows for § = 0,3, and 6 and M = 20.

‘Y'he design problem for FIR filters is much more under control than the HR design problem

hecausé of the existance of optimality theorem for FIR filters from which Park-Maclellan ( 1972

15
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= M= 40
~75 |-
-100
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' Figure 2.14: Fourier transforms of Kaiser windows with # = 6 and A = 10,20, and 40.

4] algorithm' is used for the design of FIR filter especially lower order filters. Design techniques
for FIR filters with out linear phase have been given by Chen and Parks ( 1987 )[12], Parks

and Burrus { 1987 )[13], and Schussler and Steffen { 1988 N14].

2.4 Decimation

‘T'he operation of reducing the sampling rate is called decimation /downsampling. If the sequence

of the signal 1s #(n), after downsampling by M(] M ),the sequence will become as

zan)=z(Mn)n=012.n

which means that it takes every m-th sample valne,

‘I'he downsampling causes the overlapping of the signal if the signal is not sufficiently band-

limnited.

16



X{(n)
| >
o 1 2. 3 -4 5 6
Samplen
Figure 2.15: Sequence ol sigha.l 'befor_e downsampling. 2
Xg(n) "

| )

o . 2 4 6
Samplen
Figure 2.16: Seqnence of signal after downsampling (by 2 ).

2.5 Interpolation /

OO
The operatron of increasing the sampling rate w:ll be called interpolation/ upsampling. I the

sequence of the ‘;Immi is z(n), after upsamplmg by L(] L), the sequence will be as follows:

zi(n) =&(nfL). n=0.L, 2L
=0, otherwise

:4.

s

l

L
2
- RT

L s
) Interpolation/upsampling relates to the digital to analog ( D/A ) conversion during the

reconstruction of the signal.



X(n)

| | ,
o 1 2 3 4 5 6
Samplesn -

Figure 2.17: Sequence of signal before upsampling.

Xin)

o 1 2 3 4 5 6 7 8 9.10 11 12
Samplen
Figure 2.18: Sequence of signal after upsampling.

2.6 z-transform

‘I'he z-transform for the discr'ete-time signals is the connter-part of the Laplace transform for
continnous-time signals, and they each have a similar relationship to the corresponding Fourier
transform. ‘The z-transform has several advantages over Fourier transform. Foutier transform
does not converge for all sequences like the z-transform. A spcond advantage is that in analytical

problems the 'z transform notation is often more convenient than the Fourier transform notation.

The Fourier transform X(e™) of a sequence x(n} is defined as '

X(e)y= >, @(n)e "

n=—0D
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The z- trans{r)rm X{z)ola qequencc z(n) is defined as

s e . Amn)]#}( . 2 £ e (2.4)

ﬂ"—-OCI

i) he conr’spondnnc e bctheen a sequen:.e and its z—hansfolm 15 indicated by the notation

L i .
-J:(n.\ — X(2)
Y PR '\t;-:_ pid tes Y, T " ?_’.

‘I'he z‘._t_l:ansfémi as we have dgﬁnéd it in Bq. 2.4 with the complex variable /¥, then the

z-transform reduces to the Fourier transform.
‘ S R ga

2.,7 'Applications of digital filters

1n digital signal processing techniques digital filters are widely used. It is useful in many impo:—
tant areas such as speech signal processing, digital telephony and commumcatlons, facslmlle and
‘I'V image processing, radar - soner systems, biomedicine, space-research and geoscience, etc.
1-1 and 2-D digital filkers and adaptive filters are used in several specific areas stated above.

‘They can'be applied iIn many and difterent parts of signal and image processiong transmission

systemns[9] .

Two typical examples of systems in which digital filtering can be inserted are:

o Local digital processing system.

¢ Digital communication system.

‘Ihe 1-1) or 2-1 digital filter in the first sysiem of Fig.2.19 help to get some specific frequencies
by using suitable transfer functions. I the second system of Fig. 2.20, the 1-D or 2-D digital

filters are required to select and delimit the bandwidths or to perform suitable corrections on

the signals.
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Chapter 3

An exact reconstruction digital filter
‘bank

3.1 Basic structure of the digital filter bank

'the two channel digital filter bank, shown below, has two individual sections which may be
or may not be separated by the processor according to our demand. 'the first part is the
analyser and the second part is the synthesizei. The analyser has two QMF ( quadrature
mirror filters ) Ifg(zj and H;(z), a low pass and a high pass filter respectively, followed by a
decimator. The purpose of Ho(z) and Hi(z) is to separate the input signal into two irequency

bands { lowpass and highpass ), being as independent as possible. The processor has suitable

processing, according to the application.

The synthesizer has two interpolators followed by the two filters Go(z) and Gl(z) which
eliminate aliasing caused by the decimator-interpolator system. ‘The filters used in the filter
bank are FIR ( finite impulse response ) filters. The filters ( the analysis and synthesis filters
) should be {ssymmetrical, even and hnear phase. Then it 18 possible to have an output which

is & deléyed replica of the input. Supposing that the input is an impulse, the output ideally
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Figure 3.1: 'I'wo channel digital filter bank

is a delayed impulse. ‘I'he following figure shows the frequency response of the input signal
schematically at every step of the filter bank. It is a maximally decimated 2-channel quadrature
mirror filter { QMF ) bank. The analysis filters Hy(z) split the mput signal mto 2 subband
signals which in turn are decimated by 2 in the analysis bank and then transmitted. At the
receiving end, the 2 subbands signals are interpolated and recombined using the synthesis' filters
Ge{z) in the synthesis bank. Alasing effects due to decimation are c;a.ncelled by the maging

effects due to interpolation and so that a perfectly reconstructed output signal has found.

3.2 Condi‘tions for exact reconstruction

We want to show the conditions for the perfect reconstruction of the signal. If we t.a.ke any
path of the filter bank, we find a decimation there. Decimation/ downsampling relates to the
operation of reducing the sampling rate of th;e sequence. Decimation causes a compression in
the time domain and stretching in the frequency domain. H the input signal z{n) is decimated

by 2 then we can write the result in Z- domain ( output Y(z) ) [3].
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Figure 3.2: Filter bank with frequency functions for the signals and filters.

Y(z) = %[X(z-%) + X(~25)] 3

‘The first term in the above expression is X(zj?_), which is a stretthed version of X(z) and the
second term 1s X(—-—zlf), which is a stretched version of the frequency shifted version of X(z)
{ shifted by amount 7 ). In the path there is also interpolation. Inte.rpolation}upsampling is
opposite to decimation /downsampling. It relates to the operation of increasing the sampling

rate. It causes stretching in the time domain and a compression in the freq',iency domain. If

the signal z{n) 1s interpolated by 2 then in Z- domain, we can write

V(z)‘ = X(z%) (3.2)

Y(z) has no aliasing term and X(z*) is the compressed version of X(z).

1}



—— H(z)
X(z) k

sl Ll 2 L wlG
-T|£Z) : Sk(—z) . Rk(z)" K ersz)

Figure 3.3: Calculation of conditions for exact reconstruction

Let in Z- domain X{z) and H,(z) mean the transfer function of the input signal and the
analysis filter banks respectively ( see Fig. 3.3). After filtering the output T(z) becomes the

product of X(z) and Hi{z).
T;(z) = X{(z)H(z) (3.3)
Then Ty(z) is decimated by 2 and according to Eq.3.1, output S3(z) can be calculated as
- 1., 1 L ..t L
Si(2) = 5 [X(e)Hu(a4) + X(=25)Hy(=27)) (3.4)

When the signal come to the synthesizer, it 18 upsampled by 2. According to £q.3.2 the output

Ti( z) alter upsampling becomes:
. . '
Fi(z) = E[X(z)Hg(z)+J£(—2)Hg(—z)] (3.5)

Let Gi(z) is the transfer function of the synthesis filter. Then after final filtering the output

Yi(z) of the filter bank is the product of Ri(z) and Gi(2).
. 1. . ~
Vi(z) = SIX(2)Hu(2) + X(~)Hi(~2)] Ga(2) (35)

\f we stmplify the above expression for a two path filter bank, we can get the output as

follows:

Y(z) = Yo(2) + Yi(2) = %[Hg (2) Go(2) + Hy (2) G1(2)] X (2) (3'7)
+3 [Ho(—2)Go(2) + Hy(—2) Gy (2)] X(—2) Az
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‘I'he second term stands for aliasing. Under the following conditions the second term be-

comes zero, which means that there is no aliasing effect in the over-all system.

) H1(Z) = Hn('—z) :
Go(z) = Ho(z) , (3.8)
Gﬂz) = ~Hy(2) '

and the overall transfer fuction becomes

;((; - %[Ho(z)Go(.z)'+ Hi{z)Gi(2)] = % |[Ha(z) + (=~ Hi(~2) (3.9)

For perfect reconstruction the magnitude of the overall transfer function must be unity.

'I'his is achieved by the following demand, written for the frequency function of the filter:

1
| Holo) P 41 Holv = 2) P= 2 (3.10)
where v = £ 1s the normalized frequency.

3.3 The delay in the filter bank

In this section the delay in the filter bank is calculated. 'The delay in the two channel filter
bank is equal to the order N of the filter[l]. We can verify this by using the Fourier transform.

Let H{z) be a symmetrical half-band FIR filter. Then the impulse response h{n} satisfies the

following relation:

h(n) =h(N—-n), 0<n<N
=0, otherwise (3.11)



The Fourier transform H(e'™) can be expressed in terms of its magnitude H{w) {3]:
H(e") = H(w)el 71N/

Substituting in Eq. 3.9 and letting z = & ( for unit circle ) gives:

V() = S[HA) - BY—] X (o)
= L[A%e) - B3] X(e) (3.12)
= |H}w) — H(w + Jr)exp""”] e ¥ X (&)

We can show the following two cases irom the expression of Y(e™).
If the order of the filter N is odd, i.e. the length L(= N +1)is even, then the expression Y(e)

becomes: 7
Y(e) = L[HYw)+ H w + 7)] eV X ()
X(e"")e""’w‘

in 4-transform the above final expression becomes:

V(z) = X(2)sV | (3.13)

or in time domain y(n) = z{n — N)

I N is even, ie. the length L' (=N+1) is odd, then Y(e/) becomes:
1 -
Y(e”) =3 [H(w) — Hw + r)| e~ " X(e™)
In this case the original signal can not be perfectly constructed because

[Hw) — H¥w + ,/2)] # 2 or can not be constant for all w. At w = w, /4, the amplitude is

always zero.
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Figure 3.4: Calculation of the delay
We can write according to £q.3.9 with notations from Fig.2.4
. i . '
Xa(2) = 5 [H2(2) = H} (=2)] X1(2) (3.14)
where
1
Xi(2) = 5 [Ho(zD)X(24) + Ho(=24)X(~27)] (3.15)
Combining Eqs.(3.2), (3.10) and (3.14), we get
Yi(z) = Golz)- Xn(2) ' (3.16)

= Go(z) - {H3 () — Hi (=)} - 3 [Hu(2)X(z) + Ho(—2)X (=2)]

Since the product filters have a linear phase, the phase of [H] (2) — Hy (—z)] is 2xv N, where

N is the order of the filter. That is |1}
1 ' -
5 [H3 (2) = Hy (=2)] = (1}~ (317)
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From Fig.3.3,

Xo(z) = Xg(2?) = X (2?)273N

According to Eq. (3.1)

Xi(z) =2 [Xa(27) + Xo(—27)|

2

and Eq.(3.18) yields
Ke(z) = 3UH2() X (2) 4 Hy (=) X (~2)) 5~

‘T'herefore ,
= Gif2)- Xal2)
= 1Gy(2)[H1 (2} X (2) + Hi(=) X (=2)] =~V

Ya(z)
Adding Eq. {3.16} , (3.19) and then simplifying,
Y(z) =4[Gol2) MHE (A~ HE(—)Ho(2) + Hi(2) Gi(2) 27| X(2)
+3 [‘3'0(‘3) HH (2 = HE (=) Ho(—2) + Hi(—2) Gy (z)\z“zN] X(=7)
Using Eq:{3.17), Eq.(3.20) becomes

Y(2) = [Ho(2)Golz) + Hy (2)Gil2)] 27N X (2)

! 2

+3 [Ho(—2)Go(2) + Hi(~2) Gi (2)] 27"V X(~2)

From the relations in Eq.- (3.8), Eq. (3.21) finally becomes

Yiz) =4[B3(z) ~ B} (~2)] =V X(2)

X(z)z=*N

Relering to the Eq.(3.22), the delay in the filter bank is 3 times order of the filter.

(3.18)

(3.19)

(3.20)

(3.21)

(3.22)

Similarly, |



Figure 3.5: Calculation of the total dela&' for the four channel filter bank |

taking Eq.(2.2), (2.14), (3.22), (3.17) and then simplifying,

we get with notations from Fig 3.5,

Ya(z) = Go(z)-Yi(2) '
= 1[Ho(z) X(2) + Ho(—2) X(—2)] Go(2)z™"" (3.23)
and from Eq.(2.2),l'('52.14)

Ye(z) = Gi(z)-Yi(2) (3.24)

= L{Hy (s) X (2) + Hn (—2) X (=2)] Ga(2)a=*"
Adding Eq.(3.23), (3.24) and simplifying, we get

X(2) = L[Ho(2) Golz) + Hi(2) G (2)] 27V X (2) (3.25)
+1{Ho(—2) Go(2) + Hy (=2) Gy ()} 27" X(=2) O

Using £q.(3.8) and (3.17) finally we get

X(2) = 2" X(2) (3.26)

Referring to Eq.(3.26), the total delay for the four channel filter bank is 7 times order of the
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filter. More general, we can find the following expression for the delay.
A=(2F —1)N (3.27)

wlere A and N stand for delay and the order of the filter respectively

and L =1,2,3, 4,5, ... represents the depth of the filter bank.

3.4 Using the filter bank as a selector of sub-bands

2 The four channel digital filter bank splits an input signal into four difterent frequency sub-

(S Hy fr— b2 —> " i

sSPLIT METYE

ligure 3.6: Defination of the ‘SPLI'T" and ‘MERGE'.

bands in the analyser and recombine these four sub-bands into a single band in the synthesizer,
but one can easily select one or more frequency sub-bands at the output by using a selector.
T'he filter bank then acts as a sub-band selector. Defining the analyser and synthesizer by

‘SPLI'I"and ‘MERGE’. { see Fig. 3.6 ), sub-band selector can be represented as in Fig.3.7.

If an ‘ﬁg}it imputse is used as an input to the sub-band selector and all bands are selected,
the outpuf will be -a delayed impulse which is shown in Fig. 3.8. The delay of 889 samples in
Fig.3.9 certifies our calculation of total delay lor the four channel filter bank which is 7 times
the order { N ) of the .ﬁlter. Fig. 3.10 shows the output when the mput is an impt;lse and the

order N is even.
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Fig. 3.11 shows the different frequency subbands in the subband ‘selector filter bank. By
using different gain in the selector paths, one or more subbands of difterent magnitude can be
selected. If we constder the described four channel filter bank, the first to last subbands in
the figures are related to the output of different channels of the filter bank which are low pass,

band pass, band pass and high pass in nature respeétively.

Fig. 3.12 and 3.13 show the speech signal and its delayed output when all*channels are -
selected. 'Then it works like an all-pass system. Fig. 3.14 - 3.17 show outputs of the speech
signal when low pass, band pass, band pass and high pass channels are selected respectively.
It means that one input signal can be splitted into four output signals of different frequency

relating to the channels in the filter bank.

150 . R

. ‘ . . . . .
nz 04 06 OR 1 ¥ 1.4 16 IR
G T

Samplos -

Figure 3.12: Speech signal.
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Chapter 4

Filter bank in echo cancelling

4.1 Prinéiple of echo canceller

When we transmit speech through the telephone line, the primary problem is undesired feed
through of the transmitted speech into the receiver through the hybrid. ‘The extraneous signal
is called echo. The echo canceller is an adaptive finite impulse response ( FIR, } / transversal
filter that adaptively learns the response of the hybrid filter, and generates a re%!jc:a of the

response which is subtracted from the hybrid output to yield an echo-free received signal.
‘This can be explained by using local transmitter and local receiver as follows:

The local transantter signal y(t) al port A generates the undesired echo signal ©(t}). This
signal is superimposed at the outpul of the hybrid (port D) with the far transmitter signal
x(t). The canceller generates a replica of the echo, #(t) from the knowledge of local transmitter
signal. This replica is subtracted {rom the echo plus far transmitter signal to yield é{l), which

ideally contains the far transmitier signal x{t) alone.

The echo canceller is usually implemented in discrete-time as a Fiit filter. Fig.4.3 is a block
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Figure 4.1: ‘T'he principle of an echo canceller.
diagram of the common structure of an echo canceller.
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Figure 4.2: A transversal filter echo canceller,

4.2 Echo canceller using the filter bank

-
2V

¥
ISR

&

Following figure shows the block diagram of an echo canceller using the filter bank.The filter

bank echo canceller can be divided into two sections. One section of the echo canceller consists

of two parallel paths. One path has the analysis bank_o'l' the filter bank and the set of transversal

3%
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adaptive filters respectively: Another path consists of a hybrid filter and the analysis bank of
the filter bank respectively. Another section of the filter bank echo canceller has the synthests
bank of the filter bank. ‘The input signal follows the two paths for the adaptation process in
the echo canceller. ‘The echo path consists of the hybrid filter and an analysis bank. ‘I'he other
path consists of an analysis bank and the transversal adaptive filter. Adaptive processing is
performed separately in every channel of the filter bank. After the adaptive process, the error
signals of all channels pass through the synthesis bank. The output from the synthesis bank
15 in the ideal case the desired echo-free signal. In the Fig. 4.3 Wy, W, W3, Wy represent the
weights of the transversal adaptive filters for the four channels of the filter bank respectively.
It can be mentioned that lybrid filter, widely used in long-distance telephone lines is a two-
wire/ four-wire device which ideally receives and transmits the signal to the transmitting-
end with out any reflection/leakage of the transmitied signal to the receiving-end. Dut lor
miany reasons, the hybrid device can not provide -ideal performance due to the variations in

instrment characteristics. loop length, impedence etc and produces an echo from the leakage

of the transmitting signal.
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Figure 4.3: Block diagram of a filter bank echo canceller.
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4.3 Fiiiding the optimal weights.

In this section the optimal weights of the adaptive filters in the echo canceler are calculated.

First we study path number 1, in search for the optimal weights W;.

X

l

Figure 4.4: Calculation of the optimal weights.

Let the input signal be X{z), the output signals from the echo path and the canceler path
l'espéctively are }':[(Z-)]‘}"_)(Z) and let the optimal weights be W,(2),{ see Fig.4.4).

‘I'he outputs then can be calculated as follows:

() = % [F(z5)Hy(25)X (2}) + F(=2h)Hy(~28) X(~21)] (4.1)
and
Vo(z) = 3 [(z)X(h) + (=23 X (=) Wi(2) (42)

For the optimal weights Y)(z) and Y3(z) are equal. Equating Eq.(4.1) and (4.2), we get

[F(zD)H(29)X(23) + F(—28)Hy(~28)X(=21)]
[ (25)X (2t ) + Hy(—2) X (=z})] |

Wi(s) = (1.3)
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When we want to find the optimal weights W5, we can draw Fig.4.5 for path number 3.

Following the notation of Fig.4.5, we can express the two outputs as follows:

4
| A
Ho F
‘ v ~
l2 2
HO
— :
Ho $2
§2 He
; ¥ L 4
H, 2
L 2 ._L_{
l2 m
Lt ¥
% 2
4 /;\ |
Y, Y,
y

Figure 4.5: Calculation of the optimal weights W,

Ys(z) = %-'[(Hl(z%) + Hy(=21)) (Hi(z3) + Hy(~2%))]
(

L L 1, L L L {4.4)
F(zh)Ho(78)X (28) + F(=r8)Ho(=78)X (=2 ¥)) ~

€)= 3l + ﬁl(—zk)) 6;(Hf(z£{+- H(=h))] (4.5)
[(Ho(z8)X (2%) + Ho(—24)X (=21)) | Wa(z)

We equate Y3(z) and Y,(z) and find the expression of W,

[F(jz%)Hl(zé)X(z%) + F(j..z%)Hl(_.z;.)X(_z;)]
[Hl(z%);f(z%j) + Hl(—zé)f‘((_z!;)]

Wi(z) = (1.6)
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In the similar way, we can find the expression for W3 and W,.
[F() ()X (24) + F(=24) Ha(=25)X (=)

3 1.7
[H(HX(Eh) + B(=h X (-5 (1.7)

WZ(Z) =

{F(z%)Ho(z%)X(z%) + F(—Z%)Ho(—.?%),}((—z%)]
[Ho(e4)X (oF) + Ho(—2h) X (=24)]

If we look for the expression of weights, we see that these weights depend on thedinput signal,

(1.8)

W{(Z) =

the hybrid filter, the analysis filter, and the decimation factor. It is also noticed that for
X{z)=1( when the input signal #(n) is an impulse ), the optimal weights depend only on the

hybrid filter and the decimation factor and the depth of the filter bank and it is as follows:

where L is the depth of the filter bank.

4.4 LMS algorithm

The LMS ( Least mean square ) algorithm is an implementation of the method of steepest
descent [2]. According to the LMS method, the * next weight ' vector W+ 1) of the adaptive

filter is equal to the ¢ present weight * vector W(j) plus a change to the negative gradient:

Wi +1) = W(j) - po(4)

where
W(j) current weight vector.
W(j + 1) = weight vector at next time instant,
i = a factor that controls stability and rate of the convergence ( stepsize )
7 = estimate of gradient of the mean square error with respect to w.
7 = iteration number of the adaptive process. '
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Figure 4.6: Digital implementation of LMS weight adjustment algorithin.

‘The method for obtaining the estimated gradient of the mean-square-error function is to

* take the gradient of a single time sample of the squared error,

V(i) =vIP0)
= 2e(3) v [e(5)]

"Error vector e(7} -is.' the difference between the desired response d{j) and the output Y(7).

e(j) = d(3) = Y (7) = d(5) = W ()X (5)
KN |
#q)
. 3]
Xh=1] . |,

Tnj |
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'I'he followill'i.'g figure represents the £4.4.9 in terms of block diagram.

Weight Setting

Multiplier W (j+1) W)
X (i) Unit Delay
e(]) ¢
Error Signal

Figure 4.7: Block diagram representation of the LMS algorithm
Ry ]
'lej
3]

w(j) =

WeJ |

‘I'hus the expression for the gradient estimate simplifies to
C V() = —2e(5)X(7)

Using this estimate in place of true gradient yields the LMS algorithm:

W5 + 1) = W(5) + 2ue(3 ) X(5)

‘I'his 1s directly usable as a weight adaptation formula.

(4.9)

The LMS algorithm is simplé and generally easy to implement. Although it is based on

gradients of mean-square-error functions, it does not require squaring, averaging, or differenti-

ation.

The gradient estimate used in the LMS algorithm is unbiased ( the mean value 1s not zero

) and the expected value of the weight vector converges to the Wiener vector or the optimal
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vector W, :’vhich can be caleulated by setting the gradient of the mean- square-"error function
to zero. If R and P are auto-correlation matrix of the input signal and cross correlation matrix
of the input signal and the desired signal respectively, the optimal weights can be writtén
W = R-'P. Starting with an arbitrary initial weight vlector, the algorithm will converge and
will remain stable, given that the parameter p is greater than zero and less than the reciprocal
of the largest eigenvalue An.. of the matrix R. We can see that Amaz can not be greater than
the trace of R which is the sum of the diagonal elements of R. Furthermore, a tiansversal
adaptive filter gives tr [R) as just L ( length of the filter ) times the input signal power. Thus

convergence of the weight vector mean is assured by:

In general 0C<p< ﬁ%ﬂ
Transversal filter 0 < p < Mw :

'The more weights used in the transversal filter, the closer its impulse response will be to
t‘ha.t of the optimal Wiener filter { if the optimal filter is not finite ). Increasing the number
of weights, however, slows the adaptive process and increases the cost of implementation and
introduces noise. So the performance requirments should be carefully considered before a filter

1s designed for a péirﬁcular application.



Chapter 5

Simulations

In this chapter we describe the echo cancelling system and the results of simulations when white

noise and speech signal are used respectively as the input to the system.

The system according to Fig. 4.3 is implemented in MATLAB, an interactive system for
matrix calculations and signal processing. The analysis filters (Ha and Hi) have been chosen
as hall-band Hamming window FIR filters with 128 ( even number ) coefficients and a -3 dB
cut-oft frequency of 0.25 times the sampling frequ—ency. We have selected a hybrid filter which
15 a lowpass, 32 coeﬂicient VIR filter and has a cut-off frequency of 0.4 times the sampling
frequency. Adaptive filters wzth 32 weights have been chosen, the LMS algorithm is used for
the a,da,ptation ‘I'he maximum value of the step size fyac has been calculated from the level
of the variance of the input signal and the number of weights of the adaptive filter. A suitable

iractional value of pa. has been taken to guarantee the stability of the adaptive filter.

‘The following figures show the impulse response and the frequency response of the filters

which are used in the system:

Fig. 5.1 shows the impulse response of the low-pass analysis filter. 1t has 123 number of
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coeflicients and is symmtrical.

Fig. 5.2 represents the frequency response of the low-pass analysis filter in terms of normal-
ized frequncy which has a cut-off irequency of (1/4) times the sampling frequency. It has also

highly attenuated { 60 dB } ripples in the stop-band.

Fig. 5.3 shows the impulse response of the high-pass filter. 1t has 128 number of coeflicients

and is symumetrical. §1

Fig. 5.4 is the frequency response of the high pass analysis filter in terms of normalized fre-
quency. It has a cut-ofl frequency of (1/4) times the sampling frequency and highly attenuated

{ ‘60 dB ) ripples in the stop‘band.

Fig. 5.5 shows the impulse response of the hybrid filter which has 32 number of coeflicients

and is symunetrical.

Fig. 5.6 represents the frequency response of the hybrid filter in terms of normalized ire-
quency It has a cut-oft frequency of (2/5) times the sampling {requency and highly attenuated

{ 60 dB ) ripples in its stop band.

5.1 Echo cancelling using noise.

In this section the results of simulations using noise as input will be presented. 'I'he noise 1s

white gaussian with a variance of 1.

Tig. 5.7 and 5.8 show the input ( white nose } and the output after simulation for the noise
of 7000 samples respectivety. It was found that the convergence/reduction of noise is quite fast.

After 2000 samples (i.e. 0.25 second when samphng rate 3 kHz is used ), the output comes
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close to zero.
¥ig. 5.9 - 5.12 show the error signals after the adaptation in every channel of the filter
bank. ‘Lhe different length of the error signals are due to the different amount of decimation

preceeding the adaptive filters.

l' ig.5.13 - 5.16 show the weights of the adaptive filters for every channel of the filter bank.
The adaptive filters adapt all the weights ( 32 weights ) of the hybrid filter m every channel.
Duriug adaptation we used 16 samples delay preceeding the hybrid filter. I'his means that the
maximum value of the hybrid coefficients will be at 16 + (1 Jength of hybrid = 32. Due to the
decimation the weights in Fuz 5.13 have their maximum valne at sample number 16. For the
pathq with larger deumation factor the influence of the delay will be less t.e. the maximum

valne will oceour at sample number 8 and 4 respectively.

Fig.5.17 shows the ratio between the short‘tefm energy { STE ) of the echo and the STE
of the signal after echo cancellation. 'This is a measurement of the performance of the echo
canceller, and a high value means a large echo suppreésion. ‘I'he figure shows that the ratio
15 growing to a ceria.;n level ( approximately 70 dh ) during the first 3000 samples, then the
increase is stopped e;.ud the level remains constant. ‘The slope of the curve can be changed by

varying the stepsize {u). As the stepsize increases the slope of the curve decreases and vice

velsa.
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5.2 Echo cancelling using speech signal

In this section the results of simulations using speech signal as input will be presented.

1.5 T T T T T T L

_]5 . L ! ‘ L
-0

0z 04 06 - 08 1 12 14 16 18
' Samples SRR P

, x104
Figure 5.18: Speech signal. -

The speech signal of 17000 samples ( 2.1%53¢c ) is used here. Fig. 5.18 refers the speech
signal whereas Fig. 5.19 shows its output signal during cancelation. In the Fig. 5.19 we find
that the suppression of the speech signal occurs at all frequency bands. In the speech signal
frequency bands have different amount of energy which caus different step size { p ) for best

adaptation. Yor this reason the u value is normalized by the power in each band.

1'he suppresion of echo can be recognized significantly if we compare the magnitude of the
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Figure 5.19: Output versus iteration number using speech signal as input.

input and the outpnt of the speech signal in Fig. 5.18 and 5.19 respectively. We find that the

adaptation goes only during the presence of information content but not during the pause in

the speech signal.’
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¥ig.5.20 - 5.23 refer the error signals after the adaptation in every channel of the filter bank.
It is also noted that the different length of the error signals are due to the difterent amount of

decimation preceeding the adaptive filters.

0.6 - ; Y

0 5 10 15 20 25 230 35

Somples
Figure 5.24: Weights for high pass channel{ Wy).

Fig. 5.24 - 5.27 show the weights of the hybrid filter in the four channels. During adaptation
we use 16 samples delay preceeding the hybrid filter. ‘This means that the maximum value of
the hybrid coefficients wiH be at 16 + (%)length of hybrid= 32. Duer to the decimation the
weights in Figure 5.24 have ther maximum value at sample number 16. For the paths with
longer decimation factor the influence of the delay will be less, t.e. the maximum value will

occur at sample number 8 and 4 respectively.

Fig.S..gBi‘shox_vs the ratio between the short term energy ( STE ) of the echo and the STE of
the signal after echo cancellation. The variation of the curve in l*‘ig.l 5.28 is quite remarkable.
This happens due to the variation of energy of the speech signal ( echo ). Due to the high and
low energy of the speech signal or the echo, the echo sﬁpp:ession ratio becomes high and low
respectively. Thats why during the pause in the speech signal there are no energy and it makes
the echo suppression ratio zero and sometimes slightly below zero. Negative suppression ratio

occurs due to the variance in the estimation of the $''E or due to the the aliasing effects in the

61



Helghts

\
0.8 —%— - . —— - ,
0.6} |
0.4
0.2+
0OF
'0.2 L - .' - L L L1 . 1
0 2 4 6 8. 10 12 14« 16
' . Samples : -
Figure 5.25: Weights for band pass channel(W,).
1 L3 T T - . ¥ T T‘
P 0.5}
5
= 0
_0.5 1 A i 1 1 1 L
1 2 3 4 , 5 6 7 ' R

Saples

Figure 5.26: Weights for band pass channel(W3).

analysis bank. ,

62 -

‘e



da {24

Wt s

50

45

A0}

35

25

20

15

10

1 2 3 4 5 6 T 8
Saples
Figure 5.27: Weights for low pass channel{1¥,).
- i
O ran le Ml i - — 1 | -
0 0.2 04 0.6 08 - 1 12 14 1.6 1.8
Samples o x'IO“'

e

Figure 5.28: Kcho supression ratio for speech signal input case.

63



Chapter 6

Discussions

We have derived in this thesis the design of a FIR digital filter bank and its implementation
by computer simulation using MATLAB ( matrix laboratory ) program. The filter bank is of

importance for among others the following reasons:

o to split the frequency band of the signal into several sub-bands.

e to cancel the echo of a speech signal for telephone lines.

‘I'he FIR filter bank consists of three sections: analyser, processor and synthesizer. ‘I'he
QMF's { quadrature mirror filters ) in the analyser should have a finite even number of coef-
ficients and be symmetrical half-band filter for perfect reconstruction of signals. Symmetrical
but odd number of coefficients filters can not reconstruct a signal perfectly. T'he delay in the

filter bank depends upon the order of the filter and the depth of the filter bank.

‘The filter bank can split the frequency band of the signal into different sub-bands. ‘The
number of sub-bands and their size depend upon the depth of the filter bank. As the depth

increases, the size of the sub-bands decreases. 'I'he quality of the division into frequency bands

64



depends on the lengths of the QMFE filters. When narrow bands with little overlapping is

wanted long filters has to be used.

When adaptive filters are used for each channel of the echo canceller filter bank, they adapt
with satisfactory and cancel the echo from the hybrid filter. ‘I'he echo supression is quite high
especially when the input is noise. The Least-Mean-Square ( LMS ) algortithm 1s used for

adaptation which provides a simple implementation for echo cancelling.

We use a four channel ( depth = 3 ) digital filter bank but a filter bank with any number

of channels can be used for the applications studied.

~ ‘I'he filter bank echo canceller has an advantage over the ordinary echo canceller I'he ordinary
echo canceller suppresses echo by using only one adaptive filter to adapt information at all
frequencies while the filter bank echo canceller has adapﬁve filters in several frequency bands.
‘T'his mneans that it can adapt information of different frequency separately using different
number of weights determined by considering the information content or the energy of the
signals for the different frequency bands. If the information contént or the energy of the signals
is low then less number of weights for adaptation are required and vice versa. ‘I'hats why filter

bank echo canceller could be much faster than the ordinary echo canceller.

Finally it can be mentioned that this FIR filter bank could be implemented in other im-
portant applications. As an example, it can be used in some acoustic applications such as
cancelling interference from different kinds of sources. 1t can also be apphed for echo cancelling

of high frequency signals.
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APPENDIX--A
__WIDROW$DUAO:[TﬂUSER.FS.BANK]BANK.M;4

% Bandpass filter bank. i
%$The impulse response B and the input signal in (column vectors!)
gmust be defined before this program is run. .

2

2]

c= input (’Give the four coefficients!’)
%analysis

a

lh=length (B) ;

n={0:1h-1]1";

Bl= (-1)."n.*B{lh-n):
[outl,out2] splitl{in,B,Bl);
[out3, cutd] splitl {outl,B,Bl);
[out5,0uts] splitl (out3,B,Bl);

%

%Processing step
%

.outS = c(l) *out5;
outfé = c(2) *outs;
outd = c(3)*outd;
out2 = c(4)*out2;

||

%

$Reconstruction

=Y

G = B(lh—-n);

Gl = —-{-1)."n.*B{n+l);

m3 = mergel (out5,outé,G,Gl);
d4 = [zeros(lh-1,1);out4l;

mZ = mergel (m3,d4,G,Gl):

A2 = [zeros(3*{1lh-1),1);out2]:

out = mergel (m2,d2,G,G1);
disp( ‘The output of the filterbank is in the vector out’)



function [outl,out2) = splitl(in,b0,bl)

9

% function [outl,out2] = splitl{in,b0,bl)

% For use together with mergel and bank to realize a filterbank.

xl= conv(b0,in);
x2= conv(bl,in);
outl= x1{1:2:1length({xl});
out2= x2(1l:2:1length(x2});

[N
=



-

function out = mergel(inl,in2,b0,bl)
% :
% function out = mergel(inl,in2,b0,bl)

% For use together with splitl and bank to realize a filterbank.

%

% Upsampling:
yl{1:2:2*%length(inl))=2*inl; "
y2{1l:2:2*length{in2))=2*in2;

%

% Filtering:
zl=conv(bl,yi); .

© z2=conv({bl,y2};

%
% Addition: ' :
maxlen=max([length{(zl) length{z2)1};

211 = [z1’;zeros{maxlen-length(zl),1)];
z22 = [z2';zeros{maxlen-length{z2),1)];
‘out = zll+z22; -

e



APPENDIX-B
_SHANNOS$DUAO:[TTTUSER.FS]|BANK210.COM;1

5 matlab

rand (‘normal’) ;

in =rand{(1:7000) ;

F =firl{32, .8);

B=firl (127, .5059)";

realfilefast

7000

0.008

32

16

quality

erlel= qualityx{out22,el);

erle2= qualityx{outdd,e2);

erled= qualityx{out66,e3);

erled= qualityx{out55,ed);

save speech210 out el e2 e3 e4 xf hl h2 h3 hd mu len 1 d1 F B
save erle2l0 erle erlel erle? erle3 eried
exit
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_SHANNOS$DUAOQ:[TTTUSER.FS]REALFILEFAST.M;18

len=input (' Length’);

mul=input {* Stepsize mu0, 0<mu0<1, normalized! 7};
f¥mu=input {' Stepsize mu'’);
1=input ("No of weights’);
dl=input {'Delay’);
disp{’Analyzing......... );
$rand{'normal’);
-din=[zeros(dl,1):in’];
xf=Filter(F, 1,din); :
clear din $We don’t need din anymore. Save space!
lh=length{B} :

n=[0:1h-1]":

Bl=(-1)."n.*B(1h-n);

{outl,out2]=splitl (in,B,Bl}:

clear in $We don’t need in anymore. Save space!
[out3, cut4]=splitl (outl,B,Bl);

[outS, out6)=splitl (out3,B,Bl);

[outll,out22]=3plitl (x£f,B,B1);

fout33,out44]=splitl (cutll,B,Bl);

[out55,0ut66]= splltltout33 B,Bl1);

clear outl

clear out3

clear outll
clear out33

% : .
% Adaptive filter and IMS simulation step;
%

powl=gum(out2."2} /length{out2);
powZ=sum(out4."2) /length (out4) ;
pow3=sum(out6.”2) /length (out6) ;
powid=sum(out 5. ”2) /length{out5) ;
mul=muQ/ (powl*1)

mu2=mul/ (pow2*1}

mu3=mul/ {pow3*1)

mud=mu0/ {powd*1) .
disp(’Adapting......... ")

[hl,el]l=1msf {out2,0ut22,mul, 1,1, len);
fh2, e2]=1maf {(out4, out44,mu2,1,1, len);
[h3,e3]=1msf(outG,outGG,mu3,l,l,len);
[h4,ed]=1msf {out5, out55,mu4, 1,1, len) ;
%

L]

%Reconstruction

%

disp(’Reconstructing......... )y
G=B{lh-n);

Gl=-(~1) .*n.*B(n+1);

m3=mergel (e4,e3,G,G1);
dd4={zeros(1h-1,1);e2’];
m2=mergel (m3,d4,G,G1) ;
d2=[zeros (3*(lh~1),1);el’];
out=mergel (m2,d2,G,G1) ;
disp (' The output of the filterbank is in the vector out’)



_SHANNOS$DUAO:[TTTUSER.FS]LMSF.M;2

function {h, e} = lmsf{y,x,mu,n,11,12});
function [h, e] = lmsf(y,x,mu,n,11,12};
Transversal filter simulation algorithm that runs the
IMS-algorithm on the input signal y, modifies the weights h
"to make the output signal follow the desired signal =x.
ma is the stepsize and n denoctes the order of the
transversal filter. Output is the weights (h) and the error (e).
Observe that the
algorithm starts updating coefficients at time=max(n,1l) and
finishes at time=min(length(y),length(x),12).
disp{'iteration startar’)
h = zeros{l:n); .
ny = min{length(x),length(y}}:
nny=min{ny,12); ’ ' .
e = []; )
for i=n:ny,

xhatn = h*(y(i:~1:{i-n+1)))";

en = x{i)-xhatn;

if 1 >= 11

if i <= 12
h = h + 2*mu*en*y(i:-1:(i-n+1}};
end;

end;

ii=i-n+1;

e(ii) = en;
end
disp(fiteration klar’)
end

of o of of oOf OB g AP @
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_SHANNO$DUAC:[TTTUSER.FS]JQUALITY.M;12

% PROGRAM ERL
% .
%
xxf=filter(ones(128,1)/128,1,abs(xf.”2));
o=filter (énes (128,1)/128,1,abs(out.”2));
0 = o{7T*length(B) :length{o}) %Adjust for the delay of the Filter Bank
o= o+0.00000001;
1xxf=length (xxf);
lo=length{o) ; o
minl = min{lo, 1xxf);
=xxf(l:minl) ./ o(l:minl);
erle=10*10gl0 (abs{r)+,.000000001);

vii



_SHANNOS$DUAO:[TTTUSER.FS]JQUALITYX.M;5

function erle=qualityx(x,e)
% function erle=qualityx{x,e)

%

P
x=filter{ones (128,1) /128, 1,abs (x."2));
e=filter {ones (128,1)/128,1,abs(e.”2)):
e=e+,000000001;

ml=min {length(x},length(e)):

e=e{:);

r=r{:);

r=x(1:ml) ./ e(l:ml);
erle=10%*)ogl0{abs{r)+.000000001);
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APPENDTX-C

_SHANNO$DUAOQ:[TTTUSER.FS]JREALFILEFAST1.M;4

len=input (' Length’);

mu0=input (‘ Stepsize muQ, O<mu0<l, normalized! ');

smu=input {’Stepsize mu’);

l=input {'No of weights’)};

dl=input (‘Delay”’);

disp(’Analyzing......... ");:

%rand (' normal’); ’ : o
din=(zeros{dl,1l);:;in"};

xf=filter(F,1,din); :

clear din %We don’t need din anymore. Save space!
lh=length (B) ;

n=[0:1h-1]":

Bl={(~-1)."n.*B{1lh-n);

foutl, cut2]=splitl(in,B,Bl};

clear in %We don’t need in anymore. Save space!
fout3, outd4]=splitl(outl,B,Bl);

[out5,out6l=splitl{out3,B,Bl);

[outll, out22}=splitl (xf,B,Bl);

[cut33,0utd4}=splitl {cutll,B,Bl};

[out55,0ut66]=splitl (out33,B,Bl1);

clear outl

clear out3

clear cutll

clear out33

%

% Adaptive filter and IMS simulation step;

% ‘ )
powl=sum{cut2."2) /length (out2) ;
pow2=sum{out4."2) /length (outd) ;-
pow3=sum(out6."2) /length{outé) ;
powd=sum(out5."2) /length (out5) ;
mul=mu0/ (powl*1)

mu2=muQ/ {pow2* _ 5%1)

mu3=mul/ (pow3*, 25*1)

mud=mul/ (powd*.25%1) *
disp(’'Adapting......... y:

[hl,el]=1lmsf (out2,out22,mul, 1,1, len):;
[h2,e2]=1msf (outd,ocutdd, mu2, 5*1 1,len);
[h3,e3]=lmsf(out6,out66,mu3,.25*l,l,len):
{h4,e4]=1msf (cut5, out55, mud, .25*1,1, len);
9

%Reconstruction

o

disp({’Reconstructing......... y;:

G=B{1lh-n};

Gl=-{(-1) .*n.*B(n+l);

m3=mergel (e4,e3,G,Gl};

dd=[zeros{(lh-1,1):e2’];

m2=mergel (m3,d4,G,Gl) ;

d2={zeros {3*{1lh-1),1});el’};

cut=mergel (m2,d2,G,Gl};

disp (' The output of the filterbank is in the wvector out’)

ix
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$ matlab

rand{ normal’)

load farook; , -
= (farook/1000) ' ; : .

clear farook: - .

F =firl{32,.8);

B=firl {127, .5059)/;

realfilefastl

17000

0.005

32 .

16

quality

erlel= qualityx{out22,el);

erle2= qualityx(outdd,e2);

erle3= qualityx{outé66,e3);

erled= quality=x{out55,e4d);

save speechdld out el e2 e3 ed xf hl h2 h3 h4 mu0 len 1 d1 F B

save erledld erle erlel erle2 erle3 erled mul mu2 mu3 mué

exit




APPENDIX-D

_ WIDROWS$DUAO:[TTTUSER.FS]H00.;1

1.5308859%¢-04
-3.8216094e-04
~-1.4781471e-04
4.2257955e-04
1.4861901e-04 -
-4.8890645e-04
-1.5340511e-04
5.8408147e-04
1.5971302e-04
-7.1100694e-04
-1.6471336e~04
8.7254241e~04
1.6520000e-04
-1.0715072e-03
-1.5757963e-04
1.3106930e-03
1.3785600e-04
~1.5928891e-03
-1.0160575e-04
1.9209233e-03
4.3942216e-05
-2.2977237e-03
4.0538502e-05
2.7264070e-03
~1.5783627e-04
~3.2104011e-03
3.1466096e-04
3.7536157e-03
+5.1859656e-04
-4.3606764e-03
7.7833692e-04
5.0372493e-03
-1.1040257e-03
-5.7904959e-03
1.5077499e-03
6.6297180e-03
-2.0042655e-03
-7.5672936e-03
2.6120820e-03
B.6200650e-03
-3.3551191e-03
-9,8114593e-03
4.2653070e-03
1.1174838e-02
-5.3868052e-03
-1.2759004e-02
6.7831342e-03
1.4637692e-02
~8.5498460e-03
-1.6926888e-02
1.0838475e-02
1.9818743e-02
-1.3905496e-02
~2.3654201e-02
1.8223137e-02
2.9098108e-02
-2.4767502e~02
-3.7637535e—02
3.5935318e-02
5.3408839e—-02
~5.9603802e-02
-9.3794482e-02
1.4566938e-01
4.5434241e-01
4.5434241e-01
1.4566938e-01



__WIDHOW$DUAO:[TTI'USEH.FS]HOO.;1

-9
-5

.3794482e-02
.9603802e-02
.3408839%e-02
.5935318e-02
.7637535e-02
.4767502e-02
.9088108e-02
.8223137e-02
.3654201e-02
.3%05496e~02
.9818743e-02
.0838475e-02
.6926888e-02
.5488460e-03
.4637692e-02
.7831342e-03

.2758004e-02

.3868052e-03
.1174838e-02
.2653070e-03
.8114593e-03
.3551191e-03
.6200650e-03
.6120820e-03
.5672936e-03
.0042655e-03
.6287180e-03
.507748%e-03
.790495%e-03
.1040257e-03
.0372493e-03
.7833692e-04
.3606764e-03
.1859656e~04
.7536157e-03
.1466096e-04
.2104011e-03
.5783627e-04
.7264070e-03
.0538502e~-05
.2977237e-03
.3942216e-05
.9209233e-03
.0160575e-04
.5828891e-03
.3785600e-04

.3106930e-03 .

-5757963e~04
.0715072e-03
.6520000e-04
.7254241e-04
.6471336e-04
.1100694e-04
.5871302e-04
.8408147e-04
.5340511e-04
.8890645e-04
.4861901e-04
.2257955e-04
.4781471e-04
-8216094e-04
.5308859e-04

xii
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_WIDROWSDUAQG:[TTTUSER.FS]H1.;1,

.5308859%e~-04
.8216094e-04
.4781471e~04
.2257955e~-04
.4861901e-04
.B8890645e-04
.5340511e~-04
.B408147e-04
.5971302e-04
.11006%4e-04
.6471336e-04
.7254241e-04
.6520000e-04
.0715072e-03
.5757963e-04
.3106930e-03
.3785600e-04
.5928891e-03
.0160575e-04
.9209233e-03
.3942216e~05
.2977237e-03
.0538502e-05
.7264070e-03
.5783627e-04
.2104011e-03
.1466096e-04
.7536157e-03
.1859656e-04
.3606764e-03
.7833692e~04
.0372493e~03
.1040257e-03
.790495%e-03
.5077499%e-03
.6297180e-03
.0042655e-03
.5672936e-03
.6120820e-03
.6200650e-03
.3551191e-03
.8114593e-03
.2653070e-03
.1174838e-02
.3868052e-03
.2759004e-02
.7831342e-03
.4637692e-02
.5498460e-03
.6926888e-02
.0838475e-02
.9818743e~02
.390549%96e-02
.3654201e-02
.8223137e~02
.9098108e-02
.4767502e~-02
.7637535e-02
.5935318e-02
.3408839%e-02
.9603802e-02
-3794482e-02
.4566938e-01
.5434241e-01
.5434241e-01
.4566938e-01

|—I.

-



_WIDROWSDUAO:[TTTUSER.FS]H1.;1

-9

5
5

-3.
~3.
2.
2.
~-1.

-2

1.
1.

-1

~1.
8.
1.
-6.
-1.

.3794482¢-02
.9603802e-02
.3408839e~02
5935318e-02
7637535e-02
4767502e-02
9098108e~-02
8223137e-02
.3654201e-02
3905496e-02
9818743e-02
.0838475e~02
6926888 -02
5498460e-03
4637692e-02
7831342e-03
2759004e-02
.3868052e-03
.1174838e-02
.2653070e-03
.8114593e-03
.3551191e-03
.6200650e-03
.6120820e-03
.5672936e-03
.0042655e-03
.6297180e-03
.5077499e-03
.7904959e-03
.1040257e~03
.0372493e-03
.7833692e-04
.3606764e-03
.1859656e-04
.7536157e-03
.1466096e-04
.2104011e-03
.5783627e~04
.7264070e-03
.0538502e-05
.2977237e-03
.3942216e-05
.9209233e-03
.0160575e-04
.5928891e-03
.3785600e-04
.3106930e-03
.5757963e-04
.0715072e-03
.6520000e-04
.7254241e-04
.6471336e-04
.1100694e-04
.5971302e-04

.8408147e-04
.5340511e~-04

.8890645e~04
.4861901e-04
.2257955e-04
.4781471e-04
-821609%4e-04
.5308859%e-04

Wi

xiv
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_WIDROWS$DUAO:[TTTUSER.FS]HYBRID.;1

.3427708e-04
.0611036e-17

.5350895e-03
.6635038e-03
.4101162e-03
.8317021e-03
.1335696e-17
.3481367e-03
.0407843e-02
.7199294e-02
.2299150e—02
L47717760e-17
.0420055e-02
.2966646e-02
.4587595e-01
.8520384e-01
.9896336e-01
.8520384e-01
.4587595e-01
.2966646e-02
.0420055e-02
.47717760e-17
.2299150e-02
.7199294e-02
.0407843e-02
.3481367e-03
.1335696e-17
.8317021e-03
.4101162e-03
.6635038e-03
.5350895e—03
.0611036e-17
.3427708e-04

xv
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