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Abstract

A decomposed load flow analysis method has been proposed in

which the active and reactive Jacobian matrices of the fast

decoupled algorithm are also space decoupled i.e. intersubsystem

coupling through tie lines has been consi~ered only in the diagonal

elements of subsystems. This enables parallel solution in all the

subsystems for a system of any size and avoids ~eparate

computations involving tie line models saving extra CPU time and

memory. Also the proposed technique avoids the singularity problem

of subsystem active Jacobian lnatrices without requiring assignment

of temporary slac~ buses in the subsystems. The performance of the

proposed method has been extensively investigated considering

various operating conditions and decomposition schemes of IEEE 14,

30, 57 bus systems and a practical 81 bus (BPDB) system. Also the

performance has been compared against the integrated fast decoupled

load flow solution of the same systems
Sparsity has been exploited in both

integrated methods.
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LIST OF PRINCIPAL SYMBOLS AND ABBREVIATIONS

Specified active power generation at bus i.
Specified active load at bus i.
Specified active power injection at a P-V or P-Q bus i
and equal to (PGi - PLi) '.

Series conductance of the branch i-k.
Series susceptance of the branch i-k.
Difference between phase angles of buses i and k
i. e. 9i - 9k.

Specified reactive power generation at bus i.
Specified reactive load at bus i.

Specified reactive power injection at bus i and equal to
(QGi - 0Li)'

Half of the charging susceptance in line i-k.
Active power mismatch at bus i.
Reactive power mismatch at bus i.
Active Jacobian matrix of subsystem i.
Reactive Jacobian matrix of subsystem i.
Newton-Raphson.
Fast Decoupled.
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CHAPTER 1
INTRODUCTION



1.1 General Considerations

Load flow analysis is a digital computer method of solving a

set of nonlinear algebraic equations for the unknown bus voltage

magnitudes, phase angles and line flows in a power system in the

steady state when the power injection and/or voltage magnitudes are

specified at an equal number of buses. Load flow also known as

power flow solution is necessary for a number ~f other application

functions in modern power system analysis. These are, for

instances, (i) sys'tem planning l. e. analysing the effects of

addition of generation and transmission facilities, (ii) system

operation like "economic dispatch (generation scheduling) and

security analysis i.e. to foresee the effects of contingencies like

loss of a generator or outage of a transmission line and (iii)

transient stability analysis requiring a pre fault run of the load

flow solution for setting the initial conditions. Therefore it is

important that the load flow solution must be fast enough so t~at

the subs~quent computations can be accomplished and decisions be

implemented within the stipulated time specially for real time

operation and control of a present day's sophisticated power

system. But with the continued growth in demand for electricity and

hence an increase in system size as well as a tendency to

interconnect two or more areas or utilities, the dimensionality of
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the load flow and the other power system problems increases. So to

reduce the on-line time for the control actions a recent approach

being adopted by the power utilities is decentralized control with

distributed computer system. In this approach a system is divided

into a number of already existent areas or suitably chosen

subsystems and then the problem is solved for all the areas

parallelly on respective computers followed by a coordination on

one of the area computers or a separate central computer.

1.2 Review of Previous Works

A great deal of research effort has been put into evolving

efficient power flow solution algor ithmsl-2• The firstone was the

slowly convergent Gaus~-Seidal iterative method based on the sparse

bus admittance matrix [Ybus] without requiring its inversion. Then

the transition was through the bus impedance matr ix [Zbus] method

which takes relatively less number of iterations but requires the

full inverse of the bus admittance matrix or a complicated [ZbusJ

building algorithm. The finally evolved one was the Jacobian [J]

matrix based basic Newton-Raphson (N-R) method and its subsequent

improved versions are like the decoupled N-R (separation of active

and reactive variables) and the fast decoupled (constant active and

reactive Jacobian matrices) N-R methods. By now the fast decomposed
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N-R algorithm is the most efficient one in terms of iterat ions,

computation time and memory requirements. However, all these

algorithms solve a system in a single piece and hence termed

integrated load flow analysis.

But with an increase in the system srze the integrated

approach can not satisfy the on-line CPU time requirement despite

A making use of the fast decoupling and sparse matrix factorization)

techniques instead of explicit inversion. To overcome this drawback

of the integrated approach three major decomposed load flow

analysis algori thms have been proposed in the Iiterature4-6. These

are respectively based on the basic N-R4 and the fast decoupled N-
HR .

In the decomposed basic N-R method each subsystem's Jacobian

is formed excluding the admittances of the tie lines between

subsystems and its bus vol tages and phase angles are solved for

separately. Then the subsystems' solutions are modified in each

iteration through a six step algorithm considering a tie line

current vector and the bus impedance submatrices for the subsystem

and tie lines. Though a convergence close to that of the integrated

method is expected the main drawbacks of this method are use of
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both Jacobian and bus impedance matrice's and extra CPU time for tie

line coordination.

In the fast decoupled decomposed methods5-6 a temporary slack

bus (TSB) is assigned in each subsystem excepting the one

containing the original system slack bus to overcome the

singularity of the subsystem Jacobian matrices specially the active

Jacobian matrices. Though a convergence same as that of the

integrated method was reported, the way the subsystem solutions are

coordinated taking into account the TSB's and tie lines is

complicated requiring explicit inverses of some of the matrices and

a high amount of ~ata transfer between subsystem and coordinating

computers. Moreover" one of the methods6 required special way of

tearing a system'and assigning TSB's.

1.3 Purpose of the Present Investigation

It appears that the existing decomposed load flow algorithmsH

suffer from the drawbacks of complicated and time consuming

computations and excessive data transfer due to a separate

coordination step in each iteration considering the tie line and/or

temporary slack bus (TSB) models. The present research project has

the following objectives.
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i). To improve the computat ional performance of the decomposed

fast decoupled load flow analysis by including tie line

admi ttances in diagonal elements of the subsystem Jacobian

matrices and considering the tie line flows in the subsystem

power mismatch vector. This wi 11 decouple the subsystems

completely and eliminate the need of assigning TSB as weil as

separate coordination of the tie line models. All the

subsystems'computations will go on parallelly and provide the

final solution for voltage magnitudes and phase angles.

ii) To compare the performance of the proposed decomposed load

flow technique against that of the integrated method through

extensive test on IEEE test systems and a practical grid

system of the Bangladesh Power Development Board (BPDB).

1.4 Organisation of the Report

The present at ion of the material studied in the present

research project is organised as follows.

Chapter 2 highl ights the principles of the fast decoupled

Newton-Raphson load flow for the integrated approach and the

sparsity directed bifactorisation technique.

6



I
chapter 3 provides the theory of the proposed decomposed load

flow analygis using the fast decoupled N-R technique.

Chapter 4 presents a quantitative comparison of the solution

and computational performance of the proposed decomposed technique

against those of the integrated technique.

Chapter 5 provides a summary of the main results achieved in

the present project and suggestions for further research.

The appendices include the data for various test systems.

7
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CHAPTER 2
OVERVIEW OF INTEGRATED LOAD FLOW ANALYSIS



I
2.1 Introduction

The formulation of the load flow analysis probl~m is

nonlinear! though the power transmission network is linear. This is

because of the fact that power is a product of voltage and current

i.e. proportional to the square of the voltage when both voltage

and current in an a.c. network are complex quantities having a

magnitude and an angle in the polar coordinate; So the load flow

analysis needs the solution of a set of nonlinear and

transcendental algebraic equations. In the fast decoupled (FD)

method, the most efficient algorithm for load flow analysis, the

set of nonlinear equations are solved as two subsets and

iteratively through successive linearisation by the Newton-Raphson

technique with a suitable choice for the initial values of unknown

vol tage magnitudes and phase angles in the first i terat ion. One

subset relates the changes in phase angles to the changes in

calculated active powers from their specified values through a

constant Jacobian matrix whi Ie it neglects the weak coupl ing

between voltage magnitudes and active power changes. The other

subset relates the changes in voltage magnitudes~fb the changes in

calculated reactive powers from their specified values through a

constant Jacobian' matrix while it neglects the weak coupling

between the phase angles and reactive power ,changes. As the
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Jacobian matrices of the FD method are made constant i.e. dependent

upon only network admittances taking advantage of the

characteristics of a high voltage power transmission system, they

need to be inverted only once prior to the start of iteration.

However, due to the inherent sparse structure of a power network,

the Jacobian matrices of a system are also sparse and stored and

inverted through sparsityJ exploited bifactorisation method instead

of a conventional explicit matrix inversion method. This increases

further the CPU time and memory saving of the fast decoupled

method.

The mathematical model to be developed for load flow analysis

requires a prior classification of the buses of a power system into

three categories depending upon the known and unknown quantities at

a bus. One of these is slack or swihg (V-B) bus with a generator

connected to it and a specified voltage magnitude and zero phase

angle. The purpose of the slack bus is to provide a reference for

the phase angles of other buses while the voltage magnitudes at all

the buses are with reference to the ground. Also as active and

reactive powers at the slack bus are unknown, the generator

connected to it can be used to supply the difference between the

total of specified powers at other buses and the total of system

10



demand (load) and losses. The other two categories are respectively

generation (P-V) and load (P-Q) buses. At each P-V bus active powet

injection and voltage magnitude are specified while reactive power

and phase angle are to be determined. At each P-Q bus both active

and reactive power injection are specified while the voltage

magnitude and phase angle are to be determined. The term injection

denotes the difference b&tween the specified generation and the

specified load of a bus.

2.2 Fast Decoupled Newton-Raphson Load Flow Analysis

The set of nonlinear and transcendental equations for buses

with specif ied active power injection is given!,2 as follows.

Pi = vI E gik + E Vi Vk (-gik COS6ik - bik sin6ik)
ke "! ke Cl1

where,

i 1, 2 No, of P-V and P-Q buses,

(2.1)

set of buses directly connected to bus l by a

transmission line,

Pi specified active power injection at a P-V or P-Q bus i

and equal to (PGi - PLi)

J
specified active power generation at bus i,

PLi specified active load at bus i,

11



gik series conductance of the branch i-k,

bik series susceptance of the branch i-k,

Vi voltage magnitude at bus i,

elk difference between phase angles of buses 1 and k

The set of equations for the buses with specified reactive power

injection i.e. P-Q buses given1,2 by

(bik + Sik) + E. Vi Vk (-gik sin6ik + bik COS6ik)
k E «1

(2.2)

where,

i 1,2 No. P-Q buses,

specified reactive power. injection at bus i and equal to

QGi specified reactive power generation at bus i,

QLi specified reactive load at bus i,

sik half of the charging susceptance in line i-k.

The other notations in equation (2.2) have the same meaning as

those used for equation (2.1)

The nonlinear equations (2.1) and (2.2) are linearised by the

Taylor's series expansion around an initial point (vO, 00) and the

12
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higher order terms are neglected to result in the following

equations.

- v2) (2 .3)

(2.4)

Since. the changes in active powers due to changes in voltage

magnitudes and the changes in reactive powers due to changes in the

phase angles can be neglected, equations (2.3) and (2.4) can be

rewritten as follows.

01', (2.5)

OJ - OJ (vO,eO) - v~)

(2.6)

In equation (2.5) APi denotes the difference between specified and

calculated active power injection i.e. active power mismatch

at bus i. Similarly in equation (2.6) AQi denotes the reactive

13



power mismatch. The notations AOk and AVk respectively denote the

changes in phase angle and voltage magnitude from the initial

values.

Eq~ations (2.5) and (2.6) can be reformulated in matrix form

for a generalized iterative sequence as follows.

[APi]mtl= [Jp9]m [AS ]mtl

[AQ ]mtl= [J
Q
]m [AV]mtl

1 v

where,

m: iteration number

( 2 . 7 )

( 2 .8)

( 2 . 9 )

is the active Jacobian matrix in m-th iteration.

[J ]m _oQ(v,S)
Qv ov v = vm.

S = Sm
(2.10)

is the reactive Jacobian matrix in m-th iteration.

Apmt1 = p.(vmt1 emt1) _ p.(vm em) (2.11 )1 1 ' 1 '

AQ.mt!= Qi(vmt!, emt!) _ p.(vm em) (2.12)1 1 '

[AS]mt! = [S]mt!_ [S ]m (2.13)

[Av]mt! = [v]mt! - [v]m (2.14)

14
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In equations (2.11) and (2.12) Pj(vm, em) and Qj(vm, em) respectively

denotes the active and reactive powers calculated at bus i using

equations (2.1) and (2.2) and substituting vm and em for v and e .

The elements in active and reactive Jacobian matrices of

equations (2.7) and (2.8) also depend upon the bus voltage

magnitudes and phase angles and hence the matrices need to be

formed and then inverted in each iteration. In the fast decoupled1,2

method a number of simplifications and assumptions based on the

physical characteristics of a high voltage power transm.ission

network are applied to make the Jacobian matrices constant 1.e.

independent of voltage magnitudes and phase angles requiring only

one time inversion before the iterative process. These are as

follows.

i) Equations (2.1) and (2.2) are divided by the corresponding

voltage magnitude.

ii) Bus voltage magnitudes are assumed at their nominal. values

i.e. 1.0 per unit.

15



iii) As the angle difference across transmission lines are small

under normal loading conditions it is assumed that sin91k ~ 0

and cos9ik::::;1.0.

iv) Resistance to reactive ratios of the branches i.e. r/x « 1 so

that the series resistance can be neglected in the susceptance

terms i.e. bik lZ l/xik'

The application of these simplifications and assumptions make

the elements of Jacobian matrices constant as in Table 2.1.

Table 2.1 Elements of Jacobian matrices in fast decoupled
method.

Jacobian matrix Diagonal element Off-diagonal element
.

ap' . 1 aPi
, 1

[Jp6 ' ] 1

aai
= E - = --kEQ. Xik aak Xik1

[JOY']
aQ'. 1 aQ. ' 1

1 1

= - E ( +sik) = --aVi kEQ. xik aVk Xik1 .

In Table 2.1 the superscript prime (') implies reformulation

of the equations (2.1). and (2.2) due to their division by the

corresponding bus voltage magnitude.

16



Equation (2.7) and (2.8) can be rewritten for [49] and [4v] as

follows.

[A6] m.l (2.15 )

when

(2.16 )

(AQ)r1 = Qi
v Vi

(2.17)

(2.18)

A flow chart of the fast decoupled algorithm for integrated

load flow analysis of a system is shown in Figure 2.1.

2.3 Bifactorisation of Sparse Jacobian Matrices

A power sy~tem network has a sparse topology i.e. on the

average one or two branches is connected to a bus so that the

symmetrical Jacobian matrices [J' JPi in equations (2.15) and [i'Qi]

in equation (2.16) are also sparse i.e. with a great number of

zeros in off-diagonal positions. Hence significant savings in

storage and computation time can be achieved by storing and

operating upon only the non-zero elements during inversions of the

17
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Jacobian matrices. For this, a technique known as bifactorisation

methodJ is used instead of explicit inversion through Gauss Jordan

elimination or some other conventional method.

The process of inversion through sparsity directed

bifactorisation of a symmetrical Jacobian matrix can conveniently

be dividedJ into. four steps viz i) storing, ii) ordering i.e.

establishing the elimination sequence or selection of the pivotal

columns, iii) reduction i.e. obtaining the 2N number of factor

matrices. called left and right hand factors, N being the order of

the Jacobian matrix and iv) solution i.e. multiplying the right

side known vector [AP/v] or [AO/v] by the 2N factor matrices one

after another so that at the end [AP/v] or [AO/v] become the

solution vector [Ae] or [Av].

The factor matrices are such. that for a symmetrical matrix the

left and right hand factors of the same .order i.e. [Lk] and [Rk]

have the same off-diagonal non-zero elements excepting the diagonal

element which is nonunity for the left hand factor while unity for

the right hand factor. Moreover, the non-zero off-diagonal elements

are only in the k-th column and below the diagonal element of the

k-th left hand f&ctor while only in the k-th row and right to the

19



diagonal element of the k-th right hand factor. So it is sufficient

to determine and store only the non-zero elements of a single

column i.e. the k-th column of each left hand factor matrix [Lk].

The storing of the non-zero eiements is done using a one

dimensional array while the indexing for their identification and

retrieval is done using only five more integer type arrays of same

or shorter size.

2.4 Concl us ions

In the fast decoupled method the nonlinear load flow analysis

is divided into two subproblems viz: active power-phase angle

(P-8) and react ive power-voltage magnitude (Q-V) problems

-"\

neglecting the weak coupling of P-V and Q-8 quantities. But in each

iteration the two subproblems are solved with constant Jacobian

matrices which need to be involved only once outside the iterative

loop. However, to save further CPU time and memory this inversion

is done using the sparsity directed bifactorisation method instead

of the inefficient conventional methods which makes a sparse matrix

full after its explicit inversion.

20
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In the integrated approach the active and reactive Jacobian

matrices are formed considering the whole system as a single piece.

Though sparsity is exploited the CPU time and storage requirement

for a large. system may st i11 be high unless the fast decoupled

method is considered together with decomposition of the system into

a number of subsystem.
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CHAPTER 3
DECOMPOSED LOAD FLOW ANALYSIS

THROUGH SPACE DECOUPLING



3.1 Introduction
The dimensions of the active and reactive Jacobian matrices of

the most efficient integrated load flow method i.e. the fast
decoupled technique increase with the size (number of buses) of a
power system so that even sparsity exploitation in those matrices
may not be enough to achieve on-line computability. This
necessitates system decomposition. As mentioned in chapter 1 the
existing decomposed load flow analysis algorithms are mainly based
on separate solution of the model comprising the tie lines between
subsystems and also the temporary fictitious slack buses in
subsystems (for some of the algorithms). In the present research,
project an investigation has been made for combining the tie lines
in subsystem models.

3.2 Proposed Technique of Space Decoupling
The underlying principle of the proposed decomposed load flow

analysis can best be illustrated through an example. L~t a system
be divided into two subsystems as in Figure 3.1.

Then the active Jacobian matrix for using the fast decoupled
algorithm in the considered system will have the structure shown in
Figure 3.2.

23



i-
Bu.bsystem - i ,

Figure 3.1 Decomposition of a system into two subsystems

1

2

3

4-

5

7

1234567
I

[dPJ i[apJ
d8 11: de 12

I-----~-l------

[ dP J : [dPJ
'd8 I de ,

21 . 2

Figure 3.2 Structure of active Jacobian matrix
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In Figure j.2 the subscript 11 refers to the derivatives of

active powers iri subsyste~-1 with respect to the phase angles of

the nodes only in the same subsystem whi Ie 12 refers to the

derivatives of active powers in subsystem-l with respect to the

phase angles of the nodes in subsystem-2. Similar significance

holds good for the subscript 21 and 22.

In the proposed technique the off-diagonal blocks

representing the coupling of subsystems 1 and 2 through
1

the tie lines are not considered so that the Jacobian structure is

as in Figure3~3.

1 7. :5 4- 5 b 7
1
2 [~:JI

I
3 I

I11 I4- I------1-- ---
5 : [ dP]6 I ae
7 I 22

Figure 3.3 Structure of the space decoupled
Jacobian matrix
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Since in Figure 3.3 the two subsystem Jacobian submatrices

have been space decoupled the equation (2.15) for the phase angle

solution can be written subsystemwise as follows.

[a6]~+1

[a6] ~+1

(3.1)

(3.2)

In equations (3.1) and (3.2) subscripts 1 and 2 corresponds to
subsystems 1 and 2 respectively. It should be noted that equations

(3.1) and (3.2) can be solved simultaneously ln respective

subsystem in each iteration.

It is worthnoting that for the example shown the admittance. of

the tie line between nodes 1 (subsystem-I) and 7 (subsystem-2) has
been included in the element ~:.••.of the subsystem-l Jacobian matrix

1
[Jpe]l1 i.e.[ ~~]11 and in ~~10f the subsystem-2 Jacobian matrix

7
[Jpe]22 i.e. [ ~~]22' Similarly the other tie lines 2-6 and 4-5 have
been treated.

The proposed way of space decoupling and tie line modelling

has an added advantage of overcoming singularity problem in the

active Jacobian matrices of those subsystems which do not contain

the system slack bus.

26



The example can easily be extended for a more generalized case

of system decomposition with more than two spbsystems.

Space decoupling has been introduced by the present metllod for

reactive Jacobian matrix in a way simi lar to that shown for the

active Jacobian matrix so that equation (2.16) for the voltage

magritudes solution can be written subsystemwise as follows.

(3 .3)

where,

i = 1,2, No. of subsystem.

mtl 1 2 3 4 5 6 7 m+l
.681 X X X X X x X 1 X

.6.82 X x x x X X X 2 X

.683 >< X X J:/-')(1 X X 3 x.

.6.84- X x x X >< 4 .6.PJv
P8

.6.e5 X X x X X X X 5 X

,6,86 X X x X X X X 6 x

687 X X X X X X X 7 X

Figure 3.4 Solut ion of the equat iOlj [All] = [JP8'r1 [AP/V]
for the system of Figure 3.1 in integrated
m",nrer
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The effects of proposed space decoupl ing upon the solut ion

quality can be illustrated with respect to the example system of

Figure 3.1. When this system is solved in integrated manner using,
the fast decoupled method, the solution for phase angles become as

in Figure 3.4.

It is evident that due to the integrated approach the effects

of [AP/V] elements corresponding to the nodes 5, 6, 7 in the

subsystem-2 also spreadO to phase angle solution of each node in

subsystem-l through the product [Jpa')"' [AP/V], though all of them

m+1 i 2 3 4, 5 (, 7 11)+1
.681 X X >< XI 1 )<

<1/-1 I 2.682 >< >< X X I LSP
Li03

X fe11 X I 3 ViX I
.694 )( >< )( )< I 4 X

I---- ------------- ----
Lles

I X X X 5 X
I J/-1~e6 I 6

.6.p
X x X V2I P822

L:.G7 I X X >< 7 X
I

Figure 3.5 Solution of the equations (3.1) and (3.2) for
the system of Figure 3. I in the space
decoupled method
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are not connected through tie lines to the nodes in subsystem-2.
Similarly the effects of subsystem-1 elements in [~P/V] spread to
subsystem-2. It should be noted that [Jp6' r1 has been shown as
explicit inverse in Figure 3.4 for. the ease in understanding.
Otherwise [Jp6' r1 is always stored as 2N factor matrices in the
bifactorisation method and the multiplication [Jp6' ]-1 [~P/V]mt1 is
done through these factors as and when needed.

Now when the system of Figure 3.1 is solved piecewise through
space decoupling using equations (3.1) and (3.2) the solution for
phase angles become as in Figure 3.5.

It is evident that though the injection vectors[~~]1 and ~~ ]2

of the subsystem-1 and subsystem-2 respectively are the same as the
corresponding pairs in [AP IV] of Figure 3.4 for the integrated
method, the effects of one subsystem elements in the injection
vector do not spread to the other subsystem's phase angle solutions
through multiplication by the space decoupled Jacobian matrix. The
effects of this non-spreading depends upon the magnitude of tie
line impedances and would more affect the boundary nodes in the two
subsystems than their other nodes. However this dependence would
always be nonlinear and among other things would also depend upon
the number of boundary nodes, the total number of nodes, the number
of tie lines and self lines and the difference between local
generation and demand in a subsystem. The term 'self' implies those
lines only within a subsystem.
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The foregoing comments on effects of

node's inject ion to the other nodes also

magnitude solution by the proposed space

technique.

non-spreading of each

hold good for vol tage

decoupled load flow

3.3 Flow Chart for the Proposed Decomposed Load Flow Analysis

A flow chart for the fast decoupled algorithm for the proposed

decomposed load flow analysis is shown in Figure .3.6.
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Figure 3.6 Flow chart for the fast decomposed algori thm
in decomposed mode.
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3.4 Conclusions
A decomposed load flow analysis method has been proposed in

which active and reactive Jacobian matrices would be formed for
each subsystem including the tie lines only ln the diagonal
elements and neglecting the off-diagonal elements representing the
coupling between the subsystems. However, the injection vector of
each subsystem will be formed considering the tie line flows. The
proposed technique will enable load flow solution of a system of
any size parallelly in a number of subsystems without any
singularity problem and without requiring separate tie line model
solution. The effect of proposed space decoupling in the Jacobian
matrices is expected to be nonlinearly dependent upon the number of
boundary nodes, the total number of nodes, the number of tie lines
and self lines and the difference between specified local
generation and demand in a subsystem etc.
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CHAPTER 4
PRESENTATION OF RESULTS

•



4.1 Introduction

The proposed space decoupled load flow technique also referred

to as the decomposed load flow analysis was tested and compared

extensively against the integrated approach on four systems of

diverse size and characteristics. These are IEEE 14 bus, 30 bus, 57

bus and a practical 81 bus system i.e. Bangladesh Power Development

Board (BPDB) grid network. The test systems were divided quite

arbitrarily into a number of subsystems to investigate into the

performance of the decomposed method. Also both the methods were

tested changing the operating conditions of the four systems in

various ways. Both the methods used fast decoupling and sparsity

exploi tation techniques. The performance of the two methods

have been compared using two main criteria viz mismatch and

number of iterations required for convergence. Mismatch at a node

is the difference between specified and calculated injection

(active / reactive). The acceptable2 upper limit of active and

reactive power mismatch at any mode is on the average 1 MW or MVAR.

The convergence was checked using a tolerance margin of 0.001 i.e.

the change in voltage magnitude and phase angle at each bus between

two consecutive iterations should be less than or equal to 0.001

for convergence. The iterative scheme was. started for both the

methods with flat values i.e. 1.OLO. per unit for unknown v6ltage
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magnitudes and phase angles of the buses. The computational

performance was compared in terms of CPU time and core memory

requirements. Both the methods were programmed in FORTRAN 77 and

run on IBM 4331/K02 mainframe computer.

4.2 Study of IEEE 14 Bus System

A single line diagram of the system is shown in Figure 4.1.

The bus and line data are given in Appendix A. Two. cases were

studied by the decomposed load flow method. Though in both the

cases the number of subsystems was two they differed from each

other in the operating conditions. For the two cases the integrated

load flow analysis was conducted considering the system in a single

piece. The particulars of the two cases and the results obtained

from the two methods have been shown in Table 4.1.
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Table 4.1 : Comparison of decomposed and integrated load
flow analyses of the IEEE 14 bus system

Case Total Total Total specifed Decomposed method Inte~rated method
No. nO.of specified active power Slack bus Average No. of Slack bus Average No. of

PV load generation Subsystem particulars generation mismatch itera- generation mismatch itera-
buses excluding slack .- (MW/ at each node tiODS (MW/ at each node tiODS

~eneration - MVAR) I (MWIMVAR' MVAR) 'MWIMVAR
SS-l : 220.5 252.3 MW

258.3 MW Pi =66.05 %, N1=5, N;,=2 MW -0.111MW MW -O.007MW
I 4 40.0MW P,,-= 100 %, N3 =3, ~ =2 17 11

81.3 MVAR SS-2 : -21.9 -O.OIMVAR -22.0 O.OMVAR
Pi =33.95 %, N1=9, N2.=3 MVAR MVAR
P2. =0 %, Ng=3, N4 =2

SS-l : -40.3 -41.9
258.3MW Pi =66.05 %, Ni =5, N2.=2 MW 0.108 MW MW -0.005MW

II 6 308.0MW P2. =64.93 %, N3=3, N4=2 9 7
81.3 MVAR SS-2 : 42.2 O.006MVAR 42.6 o.OMVAR

I- Pi =33.95 %, N1 =9, N2=3 MVAR MVAR
P2. =35.07 %, Ng =3, N4 =4

SS : subsystem
Ni : No. of nodes in the subsystem
Ng : No. of tie lines in the subsystem
Pi : Percentage of specified active power generation in the subsystem

N2. : No. of boundary nodes in the subsystem
N4 : No. of PV buses in lhe subsystem
Pz : Percentage of specified active load in the subsystem



In case I reported in Table 4.1, out of the generators at four

buses (node nos. 2, 3, 6 and 8) only the generator at node 2 was

committed in addition to the slack (node no. 1) generator. For the

decomposed load flow analysis in case I, the system was divided

into two subsystems removing three lines respectively 5-6, 4-7 and

4-9 such that the buses 1 to 5 were in subsystem-l whi Ie 6 to 14

were in subsystem-2. Consequently the 100% of the committed active

power generation was in subsystem-l resulting in an unbalance

between local demand (active load) and generation for subsystem-2.

This made the decomposed load flow algorithm converge in 17

iterations i.e. 6 iterations more than that required by the

integrated method for case I.

In case II bus nos. 11 and 14 were also assumed as PV buses in

addit"ion to those in case I. Also more generators e.g. at bus nos.

2, 3, 6, 8 and 11 were committed for active power while the load

remained the same in case I. For the decomposed method though the

subsystems' configurations (total no. of nodes, tie lines, boundary

nodes) are the same as in case I, case II has resulted in a more

uniformity in the balance between local demand and generation in

each subsystem and hence an improvement in the convergence over

case I. Case II required only 9 iterations for the decomposed
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method which is just 2 iterations more than that of the integrated

load flow analysis of case II.

A comparison of the mismatches obtained in the two methods

shows that the average mismatch per node is in acceptable range.

However, the MVAR mismatch in the decomposed load flow analysis was

less and closer to that of the integrated analysis compared to the

MW mismatch. This reflects the fact that in the two methods the

obtained voltage magnitudes were almost identical while the phase

angles differed by a maximum of 0.1 degree. One of the reasons of

less reactive power mismatch is that the unknown voltage magnitudes
I

are initially chosen as 1.0 p.u. nearing the finally achievable

values. On the otherhand the phase angles are set at zero initial

values as their final values can not be predicted in advance so

that it is the active part solution which affects the decomposed

method more than the integrated method and requires more iterations

and hence produces more mismatch in active power.
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4.3 Study of IEEE 30 Bus System

A single line diagram of the system is shown in Figure 4.2,

The bus and line data are given in Appendix B. Three cases were

studied by the decomposed load flow method. The first two cases

have sarn()operating conditions but differ only in the way the

system was divided into two subsystems.

In the case I the two subsystems had 4 tie lines between them

such that buses 1 to 25 were in subsystem-1 and 26 to 30 were in

subsystem-2. The tie lines were respectively between buses 6-28,

8-28, 25-26 and 25-27.

In tho CiJSO II the subr.ystom 1 comprl:;ed ~4 bU:;Pf; (no:; . .I Lo

12, 14 to 25) and subsystem-2 comprised 6 buses (nos. 13, 26 to

30). There were 5 tie lines between the two subsystems respectively

between buses 6-28, 8-28, 12-13, 25-26 and 25-27.

The case III differs from case I and II in the amount of

specified active power generation and number of subsystems though

the total load remained the same and the number of generator

connected buses was 14 consisting of 13 PV buses and one slack bus

(node no. 1) in all the three cases. In the case III the system was
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divided into three subsystems. The subsystem-1 comprised 12 buses

(nos. 1 to 6 and 14 to 19) and had 13 tie lines with subsystem-2

and subsystem-3. The subsystem-2 had also 12 buses (nos. 7 to 12

and 20 to 25) and 16 tie lines with subsystem-1 and subsystem-3.

The subsystem-3 possessed 6 buses (nos. 13 and 26 to 30) and 5 tie

lines with subsystem-1 and subsystem-2.

The cases I and III were also studied considering the 30 bus

system in a single piece by the integrated load flow method for

comparing with the results of the decomposed method. It is

worthnoting that case I and case II are the same for the integrated

method as the system is to be considered without its division into

subsystems.

Table 4.2 shows the results obtained in the two methods of

load flow analysis.

An analysis of. the three cases reported in Table 4.2 shows

that as regards the local balance between generation and demand,

the system decomposition in case I was more uniform than the other

two cases so that it took 17 iterations to converge. The

case II with moderate uniformity in subsystemwise balance between
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Table 4.2 : Comparison of deromposed and integrated load
flow analyses of the IEEE 30 bus system

r

••••w

Case Total Total specifed Decomposed method lntemted method
No. specified active power Slack bus Average No. of Slack bus Average NO.of

Load generation Subsystem particulars generation mismatcb itera- generation mismatch itera-
excluding slack (MW/ at each node tions (MW/ at eacbnode tions

feneration MVAR) (MW/MVAR) MVAR) IIMW/MVAR
SS-1:

283.4 MW Pi =94.17 %, N1 =25, N2=3 42.1 4L1
I 246.3MW P2.=89.7 %, N3 =4, N4 = 10 MW 0.035 MW 17 MW -0.001 MW 4

126.2MVAR SS-2:
Pi =5.83 %, Ni =5, N2=3 21.8 O.OMVAR 22.1 0.0 MVAR
P2.=10.3 %, N3=4, N4=3 MVAR MVAR
SS-l :

I283.4MW Pi =94.17 %, Nl =24, N:z=4 42.2 III 246.3 MW P2.=82.83 %, N3=5, N4=9 MW O.038MW 19 Same as case I
126.2 MVAR SS-2:

Pi =5.83 %, Ni =6, N,=4 41.8 -0.0013 MVAR
P, = 17.17 %, N3 =5, N4=4 MVAR

SS-l :
Pi =58.59 %, N1 = 12, N2=8
Pz. =43.45 %, N3= 13, N4=4 8.9 6.1

283.4MW SS-2: MW 0.092MW MW -0.001 MW
1lI 281.0 MW Pi =35.77 %, N.1= 12,Nz=8 52 4

126.2MVAR . P, =35.92 %, N;,= 16,N4=5 3L3 O.OOlMVAR 32.0 O.OMVAR
SS-3 : MVAR MVAR
P:t =5.84 %, Nt =6, N2=4
P2. =20.63 %, N,=5, N4=4

Q

SS : subsystem
N1 : No. of nodes in the subsystem
N3 : No. of tie lines in the subsystem
Pi: Percentage of specified active power generation in the subsystem

c:D

N, : No. of boundary nodes in the subsystem
N4: No. of PV buses in the subsystem
P2.: Percentage of specified active load in the subsystem



generation and demand, required slightly more i.e. 19 iterations.

The case III with three subsystems but a highly nonuniform balance

between generation and demand in subsystem nos. 1 and 3 required 52

iterations. In all these three cases the integrated method took 4

iterations.

cD
A lower mismatch in the integrated method reflects the fact

that though this method has the drawback of dimensionality it has

an advantage of solving the system in a single piece without

requiring local uniformity between demand and generation to that

extent as needed by the decomposed method. However, the mismatches

in the decomposed method are also in the acceptable range for all

the three cases.

It should be noted that in each of the three cases, the way

the 30 bus system was divided into subsystems for the decomposed

load flow analysis gave rise to few isolated nodes in some

subsystems. These nodes had no connection with the remaining nodes

of their own subsystem rather they had connect ions through tie

lines with nodes of other subsystem(s). It is the topol6gy of the

o

30 bus system that caused node isolation due to system

decomposition. However, the proposed decomposed load flow analysis
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technique has been successful in handling the node isolation

problem and producing a converged solution. This success stems from

the fact that each subsystem's injection vector considers the tie

line flows though its Jacobian matrix does not contain any off-

diagonal element corresponding to the tie lines.

In the case I the two subsystems had 12 tie lines bet~een them

such that buses 1 to 16 were in subsystem-1 and 17 to 57 in

subsystem-2. The number of boundary nodes in each subsystem was 10.

In subsystem-1 the boundary nodes were respectively the bus nos. 1,

4, 7, 9, 10, 11, 12, 13, 14 and 15. The boundary nodes in

subsystem-2 were respectively the bus nos. 17,18,29, 41, 43, 45,

46, 49, 51 and 55.
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Figure 4,3

5G

Single line diagram of the IEEE 57 bus system
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In case II the number of nodes in the three subsystems were

respectively 10, 30 and 17. The subsystem-l comprised bus nos. 1 to

10 and it had 13 tie lines. The subsystem-2 comprised bus nos. 11

to 40 and it had 22 tie lines. The subsystem-3 included the bus

nos. 41 to 57 and it had tie 13 tie lines.

In both the cases the number of generator connected buses was

19 consisting of 18 PV buses and one slack bus (node no. 1). Also

the total load was same in the two cases.

Table 4.3 shows the results obtained by the two methods of

load f.low analysis for the two cases.

It is seen in Table 4.3 that for the decomposed method though

the case I has two subsystems it converged in 11 iterations more

than the case II with three subsystems. Because case I was more

nonuniform regarding subsystemwise balance between active power

generation and demand. The subsystem-l of case I has an active load

24.46% more than its specified active generation and it amounts to

on the average an imbalance of 1.52% per node as there are 16 nodes

in this subsystem. On the otherhand, only the subsystem-2 of case

II has a deficit of generation i.e. its active load is 29.9% more
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Table 4.3 : Comparison of decomposed and integrated load
flow analY'es of the IEEE 57 bus system

ease Total Totahpecifed Decomposed method Intemted method
No. specified active power Slack bus Average No. of . Slack bus Average No. of

Load generation Subsystem particulars generation mismatch itera- generation mismatcb itera-
excluding slack (MWI at each node tions (MWI at each node tions

Reneration MVAR) (MWIMVAR) MVAR) ! (MWIMVAR)

I
SS-1 :

1250.8MW I Pi =74.64 %, Nj =16, Nz= 10 163.4 166.5
I 1120.0MW P2 =66.96 %, N3=12, N4=7 MW -0.05MW 37 MW -O.OOIMW 6

336.0 MVAR I SS-2 : I
II Pi =25.36 %, Ni =41, N2= 10 156.0 -0.003MVAR 155.5 O.OMVAR I

I p•. =33.04 %, No = 12, N4= 11 MVAR MVAR
SS-1 :
Pi =37.03 %, Ni = 10, Nz.=6
P2 =42.98 %, N3 = 13, N4=5 6.9 -12.6

1250.8MW SS-2: MW 0.34MW MW -O.OO08MW
III 1298.0MW Pi =49.85 %, Ni =30, N2.=12 26 5

336.0MVAR P2,=36.98 %, N3 =22, N4=8 199.8 -0.003MVAR 204.3 0.0001 MVAR
SS-3 : MVAR MVAR
Pi =13.12 %, Nt =17, N2.=12
Pz =20.04 %, N3 = 13, N4=5

SS : subsystem
N.t : No. of nodes in the subsystem
N3 : No. of tie lines in the subsystem
Pi: Percentage of specified active power generation in the subsY'tem

N2: No. of boundary nodes in the subsystem
N4: No. ofPV buses in the subsystem
p,•. : Percentage of specified active load in the subsystem



than its specified active power generation and it amounts to on the

average an imbalance of about 1% per node as there are 30 nodes in

this subsystem. So among other factors it is also the average

deficit per node in the amount of specified active power generation

of a subsystem that affects the rate of convergence of the

decomposed load flow analysis.

Requirement of a much less number of iterations for

convergence of the integrated method stems from its advantage of

considering the whole system in a single piece.

The average mismatch per node was acceptable in both the

methods. However, the difference in the active power mismatch ofO

the two methods was more than the difference in their reactive

power mismatches. Apart from the reason mentioned for the 14 bus

system in section 4.2, it is also due to the fact that in any load

flow analysis method active power generation is calculated asO

output only for one bus i.e. the slack bus while required to be

specified at all the remaining buses whereas the reactive power

generation is calculated as output for a number of buses viz: all

the PV buses and the slack bus. As mismatch is the difference

between specified and calculated values of active or reactive power
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I
the active power mismatch is zero only at slack bus while the

reactive power mismatch is zero at a number of buses.

Like the 30 bus system, the decomposed .load flow analysis of

the 57 bus system was also successful in handling isolated nodes in

each case. In the case I the subsystem-2 had 1 isol.ated node

whereas in the case II the subsystem-2 and subsystem-3 had

respectively 7 and 12 isolated nodes.

4.5 Study of BPDB 81 Bus System

A single line diagram of the system is provided in

Figure 4.4. The bus and line data are given in AppendixD.

The BPDB system is basically a 132 KV grid system with 25

major power stations with an installed capacity of about 2200 MW

and a generation capability of about 1600 MW. It consists of two

geographical zones viz: the East and the West, interconnected by a

230 KV double circuit transmission line. Due to the availability of

natural gas major generation takes place in the East zone. The

generation in the West zone depends upon imposed fuel. The total

number of buses in the system is 81 including the slack bus (node

no. 12) and 24 other generator connected PV buses. The total number
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I
of branches in the system is 114 consisting of the 132 KV and few

230 KV single or double circuit transmission lines, 25 step-up and

8 inter-bus (between 230 KV and 132 KV buses) transformers.

Three cases were studied by the decomposed and integrated

methods of load flow analysis. The cases differ from each other in

specified active power generation at PV buses. However, for the

decomposed method, in both the cases I and II the system was

divided into two subsystems i.~. the geographically existing East

and West zones themselves. In the case III the system was divided

into three subsystems of which two were obtained by further

subdividing the East zone while the third subsystem comprised the

West zone itself.

In both the cases I and II the two subsystems had 2 tie lines

i.e. the double circuit East-West interconnector and only one

boundary node each.

In the case III subsystems 1, 2 and 3 had respectively 4, 6

and 2 tie lines. The number of boundary nodes in them were

respectively 2, 3 and 1.
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I
Table 4.4 shows the results obtained by the two methods of

load flow analysis fo, the three cases.

An analysis of the three cases reported in Table 4.4 reveals

that in both casesI and C:~3II respectively having the highest and

a moderate nonuniformity in subsystemwise balance between

generation and demand, the decomposed load flow algorithm converged

in 12 iterations which is 17 iterations less than that required by

the same in the case III. This is due to the fact that though the

case III has uniform active power balance its number of tie lines

and boundary nodes was more than those in the cases I and II. Also

there was no isolated node in -any subsystem of the cases I and II.

The rate of convergence of the decomposed algorithm also depends

upon the number and locat ion of tie lines, boundary nodes and

isolated nodes i'n addition to the local uniformity in specified

generation and demand.

It should be noted that though the subsystems' configurations

were same and the decomposed method converged in same number of

iterations in cases I and II, an improvement in the -active power

mismatch has resulted in the latter case due to its more uniformity

in specified active power generation and demand than that
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Table 4.4 : Comparison of decomposed and integrated load
flow analyses olthe BPDB 8t bus system

Case Total Total specifed Decomposed method Intel'lated method
No. specified active power Slack: bus Average No. of Slack: bus Average No. of

Load generation Subsystem particulars generation mismatch itera- generation mismatch itera-
excluding slack: (MWf at each node tions (MWf at each node tions

~eneration MVAR) (MWIMVAR) MVAR) (MWIMVAR)
SS-I:

1427.3MW Pi =70.55 %, N1 =51, N2,=l 183.1 184.6
I 1297.0MW P2 =92.1 %, N3=2, N4=17 MW -0.018MW 12 MW -0.0005MW 7

I
691.9MVAR SS-2:

P1 =29.45 %, N1 =30, N2,=1 70.3 -O.oolMVAR 70.7 0.OOO3MVAR
P2, =7.1 %, N3=2, N+=7 MVAR MVAR
SS-l :

1427.3 MW Pi =70.55 %, Ni =51, N2,=1 95.4 95.2 ,
II 1360.0MW P2. =75 %, N.3=2, N4=7 MW 0.023MW 12 MW O.oo07MW 4

691.9MVAR SS-2:
Pi =29.44 %, Ni =30, Nl.= 1 40.6 0.0034 MVAR 40.5 0.OOO3MVAR
P2. =25 %, N3=2, N4 =7 MVAR MVAR

I SS-l :
Pi =20.1 %, N1=20, N2,=2
P2. =23.1 %, N3=4, N4=6 214.5 218.9

1427.3 MW SS-2 : MW -0.052MW MW O.OMW
III 1235.0MW Pi =50.45 %, N.1=31, N2,=3 29 4

691.9MVAR P2. =49.4 %, N3=6, N4=11 48.8 -0.0014 MVAR 49.3 -0.0001 MVAR
$$-3: MVAR MVAR
Pi =29.45 %, N1 =30, N2,=1
P2, =27.5 %, N3=2, N4=7

C)

SS : subsystem
N.1 : No. of nodes in the subsystem
N3 : No. of tie lines in the subsystem
Pi: Percentage of specified active power generation in the subsystem

•

N2.: No. of boundary nodes in the subsystem
N4: No. of PV buses in the subsystem
P2. : Percentage of specified active load in the subsystem
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in case I. However, in all the cases the average mismatches were in

acceptable range.

For the inherent advantage of treating the system in a single

piece and hence spreading the effect of injection term at any node

to the remaining nodes the integrated method involved less mismatch

and less number of iterations in all the three cases.

It is worthnoting that the case III had 7 isolated nodes in

the subsystem-I. However, the decomposed load flow algorithm

handled it successfully in the way as explained for the cases of

IEEE 30 and 57 bus systems in sections 4.3 and 4.4 respectively.

4.6 Analysis of the Decomposed Method's

Convergence Characteristics

The results and discussions presented in sections 4.2 to 4.5

for various systems reveal that the main factors influencing the

convergence of the decomposed load flow analysis are balance

between spec ified active power generation (Psp.gen.) and load (Pload)'

system size and the number of boundary nodes and tie lines. Also it

was found that the difference between active power mismatches of

the decomposed and the integrated methods was more than the

55



difference between their reactive power mismatches. So an

'at-a-glance-compar ison' of the decomposed method's convergence

characteristics as a function of the aforesaid main factors have

been shown in Figures 4.5 and 4.6.

The number of iterations required by the decomposed and the

integrated method with the variation of the specified active power

balance has been shown in Table 4.5 and Figure 4.5 for various

operating conditions of the four test systems. Since the decomposed

method's convergence also depends upon the number of boundary nodes

and tie lines these are also shown inside brackets at the points in

Figure 4.5 corresponding to various cases of decomposing the

system. As the integrated method does not require decomposing a

system into subsystem the balance has been calculated as the

difference between total specified active power generation and

total specified active load i. e. (zPsp,gen, - Z:P1oad). To consider

the system size the balance has been divided by the number of buses

in the system.

It should be noted that in addition to those discussed in

sections 4.2 to 4.5 few more cases with different operating

conditions were also studied for both the methods. For the
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decomposed method these cases considered different decomposition

schemes. Table 4.5 also shows these cases.

It can be seen in Table 4.5 and Figure 4.5 that the integrated

method converged in an approximately uniform way taking less number

of iterat ions in all the cases of power balance whether they

represent positive or negative balance i.e. deficit or surplus

-- generation. This is due to its inherent feature of spreading the

effect of injection at each bus to all other buses of the system.

On the other hand the decomposed method required more iterations

due to its confining the effect of injection at a bus only within

the concerned subsystem. In general the number of iterations taken

by decomposed method for a given system decreased so long there was
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Table 4.5 : Summary of iteratioDs VS. active power balaDce,
Dumber of tie IiDes aDd bouDdary Dodes

System Case Average active Integrated method Decomposed method
power balance
(MW/bus) ITER. TBN TNT ITER.

I - 15.59 11 5 3 17

14 Bus II 3.55 7 5 3 9

III 2.26 7 8 6 28

I - 1.23 4 6 4 17

II - 1.23 4 8 5 19

30 Bus III 0.08 4 20 17 52

IV -4.38 4 15 12 N.C.(lOO)

V -4.38 4 8 5 N.C.(lOO)

VI - 1.78 4 8 5 N.C.(lOOI

I -2.29 6 20 12 37

57 Bus II 0.828 5 30 24 26

III -7.908 5 21 14 N.C.(100)

IV -2.82 5 21 11 N.C.(lOO)

I -1.608 7 2 2 12

BPDB II -0.8308 4 2 2 12

III -2.374 4 7 6 29

IV - 1.20 6 6 6 N.C.(lOO)

ITER.: No. of iteratioDs required
for cODvergence

TBN : Total no. of boundary nodes
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N.C.(100); No cODvergence in
100 iterations

TNT: Total no. of tie line.
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a consistency between the number of tie lines and boundary nodes

and the amount of active power balance. In few cases the power

balance was increasing i.e. having positive values but outweighed

by an increase in the number of boundary nodes and tie Iines so

that the decomposed method either took more iterations to converge

or did not converge even in 100 iterations. However, the decomposed

method converged in most of the cases with a reasonable number of

boundary nodes and tie lines against a practical value (deficit or

surplus) of active power balance.

A comparison of the four convergepce patterns of the

decomposed method (corresponding to the four systems) among

themselves shows that in terms of the number of iterations the

decomposed method performed very well for the BPDB system which is

the biggest one among the four and a practical one with naturally

existing distinct geographical zones and reasonable number of tie

lines and boundary nodes. All the cases of the BPDB system in which

the decomposed method converged had a deficit in specified active

power balance.

Figure 4.5 also shows that the decomposed method converged in

17 iterations even for an excessively high deficit case of active
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power balance e.g. -15.59 MW/bus in 14 bus system with 5 boundary

nodes and 3 tie lines. Also it converged for the cases with an

excessively high number of boundary nodes and tie lines e.g. in 37

iterat ions for the case wi th 20 boundary nodes and 12 tie lines

against a deficit balance of -2.29 MW/bus and in 26 iterations for

the case with 30 boundary nodes and 24 tie lines against a slight

positive balance of 0.828 MW/bus both in the 57 bus system.

The number of iterations required by the decomposed method to

converge in various cases of the four test systems have been

plotted against the active power mismatch at the boundary nodes in

Figure 4.6. The total of the absolute mismatch value at each

boundary node was expressed in percent of the total of the same at

all the nodes of the system. In Figure 4.6 the curve has been drawn

to best fit the points representing the various cases of the four

systems. As may be seen in Figure 4.6 the general trend of the

decomposed method was that the higher the number of iterat ions

(above 17) it took for convergence in a case the more was the

mismatch at the boundary nodes.
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4.7 Comparison of CPU Time and Memory Requirement

of the Decomposed and the Integrated Methods

The decomposed and the integrated methods both used fast.

decoupled Newton-Raphson load flow technique and exploited

sparsity. The sparsity directed bifactorisation technique was used

instead of direct inversion of the Jacobian matrices in both the

methods. The only difference is that the decomposed method involved

the subsystem Jacobian matrices and solution vectors of an order

equal to the number of nodes in the respective subsystem while the

&;' integrated method involved the Jacobian matrix and the solution

R vector of an order equal to the number of nodes .In the whole

~ system. As mentioned in section 2.3 the sparse matr ix technique

consists of four distinct steps compacting, ordering,

bifactorisation and solution. The computation (CPU) time needed for

each of them increases in proportion to a number of variables viz

: the number of nodes and branches in the system or subsystem and

the initial and final number of nonzero elements of the Jacobian

matrix so that the increase is not exactly linear. The fast

decoupled load flow technique has two major components of

computations fixed and iterative. Fixed calculations need to be

done only once for a given system or subsystem prior to iterative

calculations and refers to mainly formation, compacting, ordering
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and factorisation of the system or subsystem active and reactive

power Jacobian matrices. Iterative computations need to be done in

each iteration and refers to mainly solution i.e. updating the.

phase angle and voltage magnitude vectors by multiplying the

calculated injection vectors by the corresponding bifactorised

Jacobian matrix.

Table 4.6 shows a breakup of the CPU time needed for fixed and

iterative computations for the decomposed and the integrated

methods corresponding to a pair of converged cases of each test

system shown in Table 4.5. The pair represents respectively the

case with the highest and the case with the lowest number of

iterations required for convergence of the decomposed method.

In Table 4.6 the total CPU time was calculated by adding time

for fixed computations to the time for iterative computations i.e.

the product of time per iteration and number of iterations. The

case nos. given against each system in Table 4.6 corresponds to

those shown in Table 4.5.
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Table 4.6 : ComparisoD of CPU time for tbe decomposed aDd
the iDtegrated fast decoupled methods usiDg
'parse matrix techDique ODaD IBM 4331 computer

Sy'tem No. of Ca,e No. IDtegrated method Decompo,ed method
braDches CPU time ,eo.) CPU time (000.)

iDthe whole time for time! No. of total No. of Subsystem, time for time! total
'y'tem fixed iteration iterations time iterations fixed iteration time

calculatioD' calcula tiDDS
II 1.0 0.6 7 1.42 9 1 (5 Dodes) 0.25 0.01 0.34

14 Bu, 20 2(9Dode,) I 0.30 0.01 0.39
III 1.0 0.6 7 1.42 28 1 (7 Dodes) 0.27 0.01 0.55

2 (7 Dodes) 0.27 0.01 0.55
I 3.0 0.1 4 3.4 17 1 (25 Dodes) 1.3 0.06 2.32 I

2 (5 Dodes) 0.26 0.01 0.43
30 Bus 41

I 1 (12 Dodes) 0.4 0.015 1.18
III 3.0 0.1 4 3.4 52 2 (12 Dodes) 0.4 0.015 1.18

3 (6 Dodes) 0.25 0.01 0.77
I 6.0 0.18 6 7.08 37 1 (16 Dodes) 0.8 0.02 1.54

2(41 Dodes) 3.5 0.1 7.2
57 Bus 80 1 flO Dodes) 0.3 0.01 0.56

II 6.0 0.18 5 6.9 26 2 (30 Dodes) 2.6 0.07 4.42
3 (17 Dodes) 1.0 0.02 1.52

I 10.0 0.3 7 12.1 12 1 (51 Dodes) 4.0 0.15 5.80
BPDB 2 (30 Dode,) 2.8 0.1 2.92
(81 Bu,) 114 1 (20 Dodes) 1.0 0.056 2.624

III 10.0 0.3 4 11.2 29 2 (31 Dodes) 2.8 0.1 3.09
3 (30 Dodes) 2.8 0.1 3.09



I
In on-line mode if the decomposed algorithm is implemented on

a single computer performing the computations of all the subsystems

sequentially then the actual CPU time would be sum of subsystem

total times shown in Table 4.6. In that case the decomposed

method's time required will be still less than that of the

integrated method expecting for a case like case No. I of the 57

bus system in which it is more by about 1.6 seconds., But it should

be noted that the 14, 30 and 57 bus systems are hypothetical small

test systems with a densely connected topology more vulnerable to

integrated analysis. On the otherhand the BPDB system 1S a

practical one and this one like other interconnected or large-scale

systems is more amenable to decomposed analysis. However, the total

on-line CPU time of the decomposed method implemented on a single

computer varies on the average from 51% to 72% of the integrated

method's time for the various cases of the four power test systems.

If the decomposed algorithm is implemented in a multiprocessor

environment i.e. same computer memory shared by a number of

processors (CPU units) one for each subsystem or in a multicomputer

environment i.e. one independent computer for each subsystem

then parallel processing would be possible. In this case the
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actual CPU time of the decomposed method would be that of the

slowest subsystem requiring the highest total time as shown in

Table 4.6. Then the decomposed method's time requirement varies on

the average from 24% to 64% of the integrated method's time for the

four test systems. For the BPDB system in particular this

percentage is only 27% to 47%. Also the higher the number of

subsystems the more would be the saving of CPU time requirement of

the decomposed method in multiprocessor or multicomputer

environment. However, for the multicomputer environment the data on

boundary node bus vol tage magni tudes and phase angles are to be

exchanged among the subsystem computers in each iteration. But the

amount of this data transfer is too nominal to be reckoned for

modern speedy data communication systems. For the multiprocessor

environment housing all the processors in the same place no data
Q

transfer isG» required.

As regards the memory requirement, it .should be noted that the

program area is the same for both the methods. For data area the

integrated method needs more space depending upon the size of the

whole system while the decomposed method's data area depends upon

the highest sized subsystem.
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In simulation stage however, the program length of the

decomposed method was slightly more e.g. about 1600 lines against

1100 lines of integrated method's program. This is because an

integrated system was decomposed into a number of subsystems and

the nodes and lines were renumbered in terms of the serial nu~bers

in respective subsystem. Moreover, the various arrays were to b~

shared by the subsystems.

As regards the advantage of the proposed algorithm of the

decomposed method over the existing algorithms it should be noted

that the proposed one does not need any further coordinations or

computations after the subsystem level solutions while the existing

versions do so involving matrix operations and other computations

of an order equal to either the number of tie lines and/or boundary

nodes. The further CPU time needed by the existing version for this

can be perceived from an example. If the 57 bus system case no. II

with 30 boundary nodes and 24 tie lines were to be solved by the.

existing decomposed algorithms then operation of matrices of size

30X30 and/or 24X24 would have been involved. Moreover,reupdating

57 bus var iables in each iteration was also necessary. So the

proposed algorithm saves an equivalent CPU time which otherwise

adds to the slowest subsystem's time or to the total of all the
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subsystem times respectively in multiprocessor/multicomputer or

single computer implementation mode for the existing decomposed

algorithms.

4.8 Conclusions

The proposed decomposed load flow algorithm has been tested

extensively on three IEEE test systems (14, 30 and 57 bus) and one

practical system (81 bus BPDB) of diverse size and characteristics

with various operating conditions and compared against the

integrated method in terms. of mismatch, number of iterations,

computer time and memory requirement. Both the decomposed and the

integrated methods used sparsity exploited fast decoupled Newton-

Raphson load flow technique.

The mismatches produced and iterations required by the

decomposed method were more than those of the integrated method due

to the former's inherent characteristic of confining each node's

injection within the subsystem to which it belongs. However, these

were within acceptable limit. The mismatches at'the boundary nodes

mainly constituted the major percentage of the total mismatches at

all the nodes in those cases where the decomposed method required

more than 17 iterations.
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In generai, the convergence characteristics of the decomposed

method was influenced combinedly by specified active power balance,

number of tie lines and boundary nodes. With an increasing balance

the number of iterations decreased provided the increase was not

offset by an increase in the number of tie lines and boundary

nodes.

As regards the CPU time, the decomposed method requires 51% to

72% of the integrated method's time when implemented on a single

computer performing computations of all. the subsystems

sequehtially. When it is implemented in a multiprocessor or

multicomputer environment allowing parallel processing of

subsystems' computations it requires only 24% to 64% of the time

taken by the integrated method depending lipon the system size,

topological structure and number of subsystems. The data transfer

needed ih multicomputer environment is also very nominal. Also the

memory requirement of the proposed technique is the same as that of

the inte~rated method for the program area while much less thah

that of the latter for the data area depending upon the size of the

subsystems into which a system is divided.
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It has been observed that the practical large systems like the

BPDB system are more amenable to the decomposed load flow analysis

than the smaller and densely connected hypothetical test systems

like 14, 30 and 57 bus systems.

The main advantage of the proposed version over the existing

versions of the decomposed load flow method is that it does not

require coordination of the subsystem solutions through a separate

tie model and hence saves an extra CPU time. This saving is very

much significant when it is noted that the proposed decomposed

algorithm was successful in solving a case of the densely connected

57 bus system with 30 boundary nodes and 24 tie lines.
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5.1 Conclusions

Load flow analysis is one of the well-known mathematical tools

for the modelling, simulation and analysis of various operational

aspects of a power system. This provides the steady state profile

of a system's unknown bus voltages, phase angles, generation and

line flows from a set of specified power injection and voltages.

Since the beginning, load flow analysis of a system is being done

considering the system in a single piece i.e. using an integrated

approach. With the continued growth in demand for electricity and

hence an increase in system size as well as a tendency to

interconnect two or more utilities, research effort has been put on

.reducing the dimensional ity problem and enhancing the on-I ine

compatibility of the integrated load flow analysis. These include

model decoupling i.e. neglecting the dependence of active power

upon vo Itage magn itude and reac t ive power upon phase ang IeQ and

exploitation of the sparse network topology of the power system in

forming the Jacobian matrix. However, a second approach has also

been developed for load flow analysis of a large scale power

system. This approach called decomposed load flow analysis treats

a system dividing it into a number of subsystems chosen suitably

based on already existent geographical zones or some other

functional considerations. It has been found that use of sparsity
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exploitation and model decoupling with the integrated approach can

not satisfy the standard set for the computational performance for

the present day's real time control strategies, rather use of these

techniques together with system decomposition is more effective and

preferable.

In this project work a version of the decomposed load flow

analysis has been developed in which the Jacobian matrix is formed

for each subsystem of its own. Its coupling with other subsystem

through tie lines is considered including the admittances only in

the diagonal elements corresponding to the ends of the tie lines in

the subsystem under consideration. The overall structure of the

whole system Jacobian matrix then assumes a completely block

diagonal form such that each diagonal block represents a subsystem

while the off-diagonal blocks are null representing decoupling of

the subsystems from each other. For this the proposed version can

be termed space decoupled version of decomposed load flow analysis.

The main advantage of the proposed version over existing versions

is performing each subsystem's solution independently at the same

time on a multiprocessor / multicomputer implementation or

separately one after another on a single computer without requiring

further coordination or reupdating the solutions through tie line
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model in any mode of implementation. This saves the extra CPU time

for manipulating the tie line model separately as required in the

existing versions.

The proposed decomposed technique has been compared against

the integrated method extensively using three IEEE test systems

(14, 30 and 57 bus) and a practical network (81 bus BPDB system)

with various operating characteristics. Both the methods used fast

decoupled Newton~Rapson load flow analysis and sparse matrix

bifactorisation technique. Though the mismatch and number of

iterations of the decoupled method were more (but acceptable) than

those of the integrated method it compared favourably in terms of

CPU time and memory requirement in general for all the systems and

more particularly for the BPDB network which is a representative of

the practical large scale / interconnected systems.

5.2 Suggestions for Further Research

The proposed decomposed technique confines the effect of

injection at each node only within the subsystem to which the node

belongs, due to space decoupling in the Jacobian matrix. On the

otherhand the integrated method spreads the effects of injection at

each node to all other nodes whether connected directly or not, due
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to the treatment of the whole system as a single piece by the

integrated method. So if the missing contributions from the nodes

in other subsystems can be compensated in each iteration by adding

an equivalent quantity with the solution variables particularly the

phase angles of a subsystem, the advantages of completely block

diagonal Jacobian matrix structure and at the same time a reduced

number of iterations for convergence would have been obtained by

the proposed decomposed method. Investigating into determining this

equivalent quantity could be an interesting point for further

research.
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IEEE 14 Bus System Data
(Operating conditions correspond to case I)

Base MVA = 100, Slack bus No. 1
Bus data

Node
no.

1
2
3
4
5
6
7
8
9

10
1 1
12
13
14

A-2



Line data

Sending Receiving
end end
node node Resistance Reactance Susceptance
no. no. (p.u .) (p.u. ) (p.u. )

1 2 0.0193 0.0591 0.0528
2 3 0.4699 0.1979 0.0438
2 4 0.0581 0.1763 0.0374
1 5 0.0540 0.2230 0.0492
2 5 0.0569 0.1738 0.0340
3 4 0.0670 0.1710 0.0340
4 5 0.0133 0.0421 0.0128
5 6 0.2520
4 7 0.2091
.7 8 0.1761
4 9 0.5561
7 9 O. 1100
9 10 0.0318 0.0845
6 11 0.0949 0.1989
6 12 0.1229 0.2558
6 13 0.0661 0.1302
9 14 0.1271 0.2703

10 11 0.0820 0.1920
12 13 0.2209 0.1998
13 14 0.1709 0.348
9 9 -5.126

A-3
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IEEE 30 Bus System Data
(Operating conditions correspond to case I)

Base MVA = 100, Slack bus No. 1
Bus data

Node
no.

1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30

B-2

2.4
10.6

0.9
1.9



Line data

Sending Receiving
end end
node node Resistance Reactance Susceptance
no. no. (p .u .) (p. u .) (p.u. )

1 2 0.0192 0.0575 0.0528
1 3 0.0452 0.1852 0.0408
2 4 0.0570 0.1737 0.0368
3 4 0.0132 0.0379 0.0084
2 5 0.0472 0.1983 0.0418
2 6 0.0581 0.1763 0.0374
4 6 0.0119 0.0414 0.0090
5 7 0.0460 0.1160 0.0204
6 7 0.0267 0.0820 0.0170
6 8 0.0120 0.0420 0.0090
6 9 0.2080
6 10 0.5560
9 11 0.2080
9 10 O. 1100
4 12 0.2560
12 13 0.1400
12 14 0.1231 0.2559
12 15 0.0662 O. 1304
12 16 0.0945 0.1987
14 15 0.2210 0.1997
16 17 0.0824 0.1932
15 18 0.1070 0.2185
18 I,! 0.0639 0.1292
19 20 0.0340 0.0680
10 20 0.0936 0.2090
10 17 0.0324 0.0845
10 21 0.0348 0.0749
10 22 0.0727 0.1499
21 22 0.0116 0.0236
15 23 O. 1000 0.2020
22 24 0.1150 0.1790
23 24 O. 1320 0.2700
24 25 0.1885 0.3292
25 26 0.2544 0.3800
25 27 0.1093 0.2087
26 27 0.3960

B-3



Line data (Continued)

Sending Receiving
end end
node node Resistance Reactance Susceptance
no. no. (p.u. ) (p. u. ) (p. u. )

27 29 0.2198 0.4153
27 30 0.3202 0.6027
29 30 0.2399 0.4533
8 28 0.0636 0.2000 0.0428
6 28 0.0169 0.0599 0.0130

10 10 -5.263
24 24 -25.0

B-4
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IEEE 57 Bus System Data
(Operating conditions correspond to case I)

Base MVA = 100, Slack bus No. 1
Bus data

Node
no.

1
2
3
4
5
6
7
8
9
10
1 1
12
13
14
15
16
17
18
19
20
21
22
23
24
25
26
27
28
29
30
31

Specified Specified generation Specified load
voltage

p Q p Q
(p.u. ) (MW) (MVAR) (MW) (MVAR)

1.040 55.0 17.0
1.010 3.0 88.0
0.985 40.0 41.0 21.0

13.0 4.0
0.980 75.0 2.0

1.005 450.0 150.0 22.0
0.980 121. 0 26.0

5.0 2.0

1.015 310.0 377.0 24.0
18.0 2.3
10.5 5.3
22.0 5.0
43.0 3.0
42.0 8.0
27.2 9.8

3.3 0.6
2.3 1.0

6.3 2.1

6.3 3.2

"9.3 0.5 L I

4.6 2.3
17.0 2.6

3.6 1.8
5.8 2.9

C-2



Bus data (Continued)

Node Specified Specified generation Specified load
no. voltage

p Q p Q
(p.u. ) (MW) (MVAR) (MW) (MVAR)

32 1.6 0.8
33 3.8 1.9
34
35 6.0 3.0
36
37
38 14.0 7.0
39
40
41 6.3 3.0
42 7.1 4.0
43 2.0 1.0
44 12.0 1.8
45
46
47 29.7 11.6
48
49 18.0 8.5
50 21.0 10.5
51 18.0 5.3
52 4.9 2.2
53 20.0 10.0
54 4.1 1.4
55 6.80 3.4
56 7.6 2.2
57 6.7 2.0

C-3



tine data

Sending Receiving
end end
node node Resistance Reactance Susceptance
no. no. (p.u. ) (p.u. ) (p.u. )

1 2 0.0083 0.0280 O. 1290
2 3 0.0298 0.0850 0.0818
3 4 0.0112 0.0366 0.0380
4 5 0.0625 O. 1320 0.0258
4 6 0.0430 0.1480 0.0348
6 7 0.0200 0.1020 0.0276
6 8 0.0339 0.1730 0.0470
8 9 0.0099 0.0505 0.0548
9 10 0.0369 0.1679 0.0440
9 11 0.0258 0.0848 0.0218
9 12 0.0648 0.2950 0.0772
9 13 0.0481 0.1580 0.0406

13 14 0.0132 0.0434 0.0110
13 15 0.0269 0.0869 0.0230

1 15 0.0178 0.0910 0.0988
1 16 0.0454 0.2060 0.0546
1 17 0.0238 0.1080 0.0286
3 15 0.0162 0.0530 0.0544
4 18 0.5550
4 18 0.4300
5 6 0.0302 0.0641 0.0124
7 8 0.0139 0.0712 0.0194

10 12 0.0277 0.1262 0.0328
11 13 0.0223 0.0732 0.0188
12 13 0.0178 0.0580 0.0604
12 16 0.0180 0.0813 0.0216
12 17 0.0397 0.1790 0.0476
14 15 0.0171 0.0547 0.0148
18 19 0.4610 0.6850
19 20 0.2830 0.4340
20 21 0.7767
21 22 0.0736 0.1170
22 23 0.0099 0.0152
23 24 0.1660 0.2560 0.0084
24 25 0.1820

C-4
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Line data (Continued)

Sending Receiving
end end
node node Resistance Reactance Susceptance
no. no. (p. u. ) (p.u. ) (p. u. )

24 25 1.2300
24 26 0.0473
26 27 0.1650 0.2540
27 28 0.0618 0.0954
28 29 0.0418 0.0587
7 29 0.0648

25 30 0.1350 0.0202
30 31 0.3260 0.4970
31 32 0.5070 0.7550
32 33 0.0392 0.0360
32 34 0.9530
34 35 0.0520 0.0780 0.0032
35 36 0.0430 0.0537 0.0016
36 37 0.0290 0.0366
37 38 0.0651 O. 1009 0.0020
37 39 0.0239 0.0379
36 40 0.0300 0.0466
22 38 0.0192 0.0295
11 41 0.7490
41 42 0.2070 0.3520
41 43 0.4120
38 44 0.0289 0.0585 0.0020
15 45 0.1042- . 14 46 0.0735
46 47 0.0230 0.0680 0.0032
47 48 0.0182 0.0233
48 49 0.0834 0.1290 0.0048
49 50 0.0801 0.1280
50 51 0.1386 0.2200
10 51 0.0712
13 49 0.1910 c.29 52 0.1442 0.1870
52 53 0.0762 0.0984
53 54 0.1878 0.2320
54 55 0.1732 0.2265
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Line data (Continued)

Sending Receiving
end end
node node Resistance Reactance Susceptance
no. no. (p.u. ) (p.u. ) (p.u. )

11 43 0.1530
44 45 0.0624 0.1242 0.0040
40 56 0.1950
56 41 0.5530 0.5490
56 42 0.2125 0.3540
39 57 0.3550
57 56 0.1740 0.2600
38 49 0.1150 0.1770 0.0060
38 48 0.0312 0.0482
9 55 0.1205

18 18 -10.07
25 25 -16.95
53 53 -15.87
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APPENDIX D
BPDB 81 BUS GRID SYSTEM DATA



BPDB Grid System
(Operating Conditions correspond to Case I )

Base MVA = 100, Slack bus No. 12
Bus data

Node Speci fied Specified generation Specified load
no. voltage

P Q P Q
(p. u. ) (MW) (MVAR) (MW) (MVAR)

1 1.03 20 15 1.4 0.7
2 1.03 95 80 3.0 1.5
3 72.8 35.3
4 73.7 35.7
5 38.2 18.5
6 77.2 37.4
7 70.7 34.3
8 61.0 29.6
9 16.0 7.8
10 22.4 10.9
11 1.05 150 140 7.5 3.7
12 1.05 210 170 15.0 7.0
13
14 44.7 21.7
15 1.03 95 75 15.0 7.0
16
17 1.03 60 40 4.2 2. 1
18 1.03 55 40 2.0 1.0
19 1.03 30 20 2.0 1.0
20
21 21.5 10.4
22 1.03
23 1.03 130 100 11.0 5.4
24 1.03 130 100 11.0 5.4
25 1.03 130 100 11. 0 5.4
26 12.3 6.0
27 24,3 11.8
28 13.6 6.6
29 7.2 3.5
30 1.03 20 17 0.5 0.25
31 19.7 9.6
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Bus data (Continued)

Node Specified Speci fied generation Specified load
no. voltage

p Q p Q
(p. u. ) (MW) (MVAR) (MW) (MVAR)

32 7.0 3.4
33 10.0 4.8
34 7.0 3.4
35 1.03
36 1.03 80 55 1.5 0.75
37 1.03 40 30 0.8 0.4
38 1.03 95 65 1.5 0.75
39
40 18.9 8.9
41
42 50.0 24.2
43 61.7 29.9
44 40.0 19.4
45 6.2 3.0
46 14.8 7.2
47 1.03 75 55 5.2 2.6
48 35.0 17.0
49 31.3 15.2
50 34.9 16.9
51 9.7 4.7
52
53 26.4 12.8

------ 54 33.0 16.0
55 8.7 4.2
56 22.8 11.0
57 1.oj 20 15 1.0 0.5
58 21.0 0.2
59 1.03 12 15 1.0 0.5
60 13.0 6.3
61 13.0 6.3
62 29.7 4.4
63 8.9 4.3
64 10.3 5.2
65 1.6.0 7.8
66 1.03 45 1.4 0.7
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Bus data (Continued)

Node Specified Specified generation Specified load
no. va It age

p Q p Q
(p. u. ) (MW) (MVAR) (MW) (MVAR)

67 21.9 0.6
68 18.9 9.2
69 10.2 4.9

70 70.4 4. 1
71 1.8 0.9
72 1.03 40 40 7.0 3.4
73 1.03
74 1.03 20 18 0.8 0.4

• 2.0 1.075
76 13.0 6.3
77 1.03 40 1.5 0.75
78 22.5 10.9
79 10.5 5 .1
80 13.7 6.6
81 35.0 17.0

Line data

Sending Receiving
end end

---"..•.•.. node node Resistance Reactance Susceptance
no. no. (p.u. ) (p. u. ) (p.u. )

3 14 0.0258 0.0946 0.0236
3 14 0.0258 0.0946 0.0236
3 4 0.0089 0.0363 0.0073
3 8 0.0261 0.1234 0.0250

39 40 0.0047 0.0177 0.0041
39 42 0.0226 0.0861 0.0200
39 41 0.0222 0.0258 0.0202
39 41 0.0222 0.0258 0.0202
40 42 0.0179 0.0688 0.0159
42 45 0.0094 0.0348 0.0085
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Line data (Continued)

Sending Receiving
end end
node' node Resistance Reactance Susceptance
no. no. (p.u. ) (p.u. ) (p.u. )

42 45 0.0094 0.0348 0.0085
42 43 0.0074 0.0301 0.0061
42 43 0.0074 0.0301 0.0061
42 41 0.0050 0.0186 0.0046
42 41 0.0050 0.0186 0.0046
41 49 0.0515 0.1812 0.0474
49 50 0.0282 0.1046 0.0259
41 50 0.0798 '0.2958 0.0733
45 44 0.0086 0.0293 0.0058
45 46 0.0188 (l.0717 0.0165
41 48 0.0070 0.0258 0.0064
41 48 0.0070 0.0258 0.0064
43 44 0.0079 0.0321 0.0065
43 48 0.0075 0.0309 0.0061
50 3 0.0510 0.1888 0.0468
50 3 0.0510 0.1888 0.0468
50 51 0.0672 0.1431 0.0298
4 5 0.0031 0.0034 0.1054
4 5 0.0031 0.0034 0.1054
4 6 0.0112 0.0427 0.0099
4 6 0.0112 0.0427 0.0099
6 8 0.0084 0.0342 0.0069
6 7 0.0251 0.1026 0.0207
7 3 0.0124 0.0055 0.0112
6 9 0.0123 0.0464 0.0109

14 21 0.0254 0,0932 0.0232
14 21 0.0254 0.0932 0.0232
9 10 0.0208 O. i130 0.0265

21 34 0.0302 O. 1112 0.0232
21 34 0.0302 0.1112 0.0232
34 33 0.0212 0.0806 0.0188
33 32 0.0286 0.1087 0.0254
32 31 0.0183 0.0697 0.0162
31 29 0.0187 0.0720 0.0166'..
21 26 0.0301 O. 1143 0.0269
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I Line data (Continued)

Sending Receiving
J end end,

node Resistance Reactance Susceptance
~

node
no. no. (p .u. ) (p.u. ) (p .u .)

26 27 0.0343 0.1299 0.0305
27 28 0.0321 0.1211 0.0284
71 70 0.0006 0.0018 0.0091
71 70 0.0006 0.0018 0.0091
70 69 0.0168 0.0491 0.0109

I
70 69 0.0168 0.0491 0.0109
69 81 0.0124 0.0566 0.0126
69 68 0.0543 0.1585 0.0353

j 81 65 0.0861 0.2511 0.0559
68 67 0.0837 0.0983 0.0291
67 65 0.0175 0.0509 0.0113
65 53 0.0074 0.0212 0.0049
65 53 0.0074 0.0212 0.0049
71 76 0.0886 0.1050 0.0204

i 76 78 0.0515 0.1609 0.0312I,, 76 75 0.0244 0.0762 0.0148
78 79 0.0437 0.1294 0.0280
79 80 0.0499 O. 1480 0.0320
80 65 0.0809 0.2400 0.0521
63 54 0.0518 0.1511 0.0338
53 63 0.0275 0.0799 0.0179
53 54 0.0793 0.2310 0.0517

'" 63 62 0.0311 0.0948 0.0193
."" 54 55 0.0382 O. 1134 0.0254

54 55 0.0382 0.1134 0.0254
55 56 0.0407 O. 1184 0.0265
55 56 0.0407 0.1184 0.0265
56 58 0.0318 0.0926 0.0208
56 58 0.0318 0.0926 0.0208,
58 60 0.0162 0.0474 0.0105
60 61 0.0387 0.0983 0.0219
53 64 0.0553 0.1705 0.0347
20 16 0.0107 0.0507 0.1095
20 16 0.0107 0.0507 0.1095
13 52 0.0272 O. 1304 0.2778
13 52 0.0272 0.1304 0.2778
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Step-up transformers data

Sending end Receiving end Reactance (p.u. )
node no. node no.

36 36 0.1111
37 39 0.2260
38 39 0.0880
47 45 0.0876--,
1 3 0.1221
2 3 O. 1000
17 20 0.1100
18 20 0.1700
19 20 0.3660
22 21 O. 1700
23 21 0.0700
24 21 0.0700
25 21 0.0700
15 14 0.0835
12 13 0.0450
11 13 0.0450
35 34 0.0800
30 31 0.4428
72 71 0.0950
73 71 0.1486
74 71 0.2243
77 78 0.1500
66 65 0.1405
59 58 0.4430

L 57 56 0.5337~.

D-7



-,\{ Inter-bus transformers data

sending end
node no.

20
20
13
13
16
16
52
52

Receiving end
node no.

21
21
13
14
6
6

53
53

D-8

Reactance (p.u.)

0.1057
0.1057
0.0774
0.0774
0.0577
0.0577
0.0577
0.0577
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