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ABSTRACT

•
1'I1isthesis firstly deals with the technique of •

calculating mean and variance of traffic overflow from
a primary group of trunks to a secondary group. Number
of sources is assumed finite and comparable to the
number of trunks. Exact ,analytical solution of statis- •
tical equilibrium equations by using generating function
is attempted first. An approximate method is also
employed 'for the same case. Numerical-calculations
show good agreement between the exact and approximate
method.

" Secondly, 'approximate method (Equivalent Random
Theory method) developed with the help of the results
obtained in the case of single primary,group has been
applied in several primary groups.

Finally, simulation techniques have been applied
in the above network structures to determine different
parameters of overflow traffic. Simulation results
agree reasonably well with the results obtained from
exact and approximate calculation methods.
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1.1 GENERAL
study of overflow traffic is important for efficient

plaliniQg and management of telecommunication systems. Larger

overall server efficiency is always desired in telephony gystem.

Trunks are most efficiently used when heavily loaded but block-

ing is increased with rise of traffic. Overflow systems are

economic solutions to this contrary demand. Overflow system

helps the practice of ~once~trating traffic from less costly

lines to mOre costly trunk s. Within the limits bf a fixed

gr~de'of.service, concentration of traffic from two or more

groups of sources can be realised with fewer equipment if they
,are made to share a common secondary group in addition to their

primary or direct trunks, instead of, feeding ind:cvidual groups

of trunks. Traffic to the common group in such an arrangement

are those overflowed from the different primary groups; Grading~

peak & top Iliad finders, alternate routing a~rangement are

common examples of overflow systems in Telephone connection

networks.
1.2 CHARACTERIZATION OF OVERFLOW TRAFFIC,

Overfiow traffic differs from pure chance traffic in

that it has more noticeable fluctuations than pure chance

traffic. Statistical analysis shows that during a certain
• period in some group of sources there are large number of

overflow calls, while in other groups idle servers are still

available and have lallrdlly.any overflow calls. Unlike pure

chance traffic this overflow traffic is described by two

2



parameters, the mean and the variance;- variance is more than

mean ion the case of overflow traffice while in case of pure

chance traffic varianc.e equals mean.

ld OVERFLOWTRAFFIC WITH INFINITE NUMBEROF SOURCES.

For practical design purp'0ses tables giving mean

overflow traffic values with associated variance for different

switch dimension are available. These tables are based on the

assumption of infinite number of sources and infinite secondary
•

group (L e. a no loss system), Traffic variance method is

employed for calculating full availability overflow trunk

groups in loss systems. The method of calculating overflow

•

trunk groups developed by Wilkinson called the Equivalent

Random Theory is based on the same fundamental idea as the

traffic varrance method. The onl y difference is that

Wilkinson used the variance 1= D+R instead of variance

coefficient D where R is the mean traffic.

1.4 OVERFLOWTRAFFIC WITH FINITE NUMBEROF SOURCES.

In practical. sitUations the number of sources are finite

and comparable with the number of secondary trunks. No table

or working charts are available for such cases. Tables
•prepared considering infinite sources are used for the said

purpose.

1.5 MAIN IDEA OF THIS WORK.

This work ismainly concerned with the study of over-

flow traffic when the number of sources are finite. Exact

3



•

formul,ae derived by Schehrer2 which starts from the basic

difference ,equation satisfying the statistical equilibrium

condition of the network is employed in the case of one.

primary group to find different parameters of overflow

traffic. Tables giving mean. trreffic and variance for

different calling rate, and switch dimensions are prepa-red.

Variati6n of mean traffic and variance with calling' rate and

number of sources are shown graphically. Variation of the
,

ratio of variance to mean with the mean traffic is also

•

shown graphically. Approximate method of calcula~ing mean

and variance is used to plot graph and found reasonably

accurate with the exact calculation.

Exact calculation of overflow system with several

primary groups leads to very c'omplex set of equations.' .The

numerical solution of the equations is only possible in case

of small systems with the aid of large computer.. , An approxl-

mate method with the various primary groups is presented

The various primary groups are replaced by one

•

(fictitious) "e.quivalent primary group" which is chosen

such that the overflow traffic,offered to the secondary

group has the same mean and variance as in the case of the

various (really existi~g)primary,group~ •

The exact and approximate methods of calcu' ~ting

over-flow traffic parameters in the case of single primary
group, though possible, involves lengthy Ga.! (lu! a:Hof\.s ant! consumes

4
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lot of time. As mentione.d above, numerical solution of the

complicated equations arising in the case of several primary

groups is difficult and the approximate method of calculating

overflow trafr'i.c al.so takes' a lengthy procedure to get

solutions •. Simulation techniques have proved successful in

solving such practical problem.s. Therefore, simulation

technique has been applied to similar network structures.

The results obtained from such process compare with those

obtained from exact and approximate methods of cal cul ation s.
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2.1 .INTRODUCTION •

Overflow traffic is char acterised by' its mean and

There are available techniques to find the mean of

purely random traffic. Number of available technique to find

the me'an and va,riance of non random and peaked overflow traffic

is limited. A review ,of available works on these is made in

the following sections.

2.2. WORKON OVERFLOWnlAFFIC CALCULATION WITH INHN-ITE
NUMBEROF SOURCES.

In 1923 Kendrick who was workin9 with the American

Telephone and Telegraph Company, undertook to solve the graded

multiple problem through an application of Erlang' s statis-

tic'al equilibrium method. His principal contribution was ~'?

,set up the equations for de'scribing the existence of calls on'

a full access group of x + y, arranged so that arriving ca1j.s

always seek service first in the x group and then in the y

group when the x are all buSY. Kendrick suggested solving the

series of simultaneous equations by determinants and also by

a method of continued fraction. However, little of this

numerical work was actually undertaken until several years

•

•

1 ater. Early in 193'5 Wyekoff of Bell Tel'e-ph'Ona, Laboratory ,became

interested in the solution of (x + 1) (y + 1) lost, call s

cleared simultaneous eqns. leading to all terms in the f (m.n)

distribution ( f (m,n,) be the probability that at random

instant m calls exist on the x paths and n calls on the

y paths, when an average 'poisson load of a erlang is submitted

7



to the x + y paths). She devised an order of substituting one

e~aa~4~n in the next which provided an entirely practical and

relatively rapid means for the numerical so31l1tti.onof almost any

of theseequFfl;i:ons.By this method a c'onsiderable number of f(m,n))

distributions on x,y type multiples with varying load levels

were caicul ated. From the complete m.n matrix of pr,obabili-

ties one easily obtains the di'stribution 6m(n) of overflow ctl
ca'lls when exactly m are present on the lower gr?up of x

trunks; or by summing on m, the 6(n) distribution without

regard to m is realized. A number of other procedures for

obtaining the f(m,n) values h"ve been proposed. ,,;11 involve

lengthy computations, very tedious for solution by desk

calcJ~ating machines and most do not have the ready checks",

of the Wyekoff method available at regular points through

the calculations. In 1937 Kosten gave expression for f(m,n).

Equations involved in this expression are also very much

laborious £0 calculate if the load and numbers of trunks are

not small. The corresponding application of the statistical

equilibrium equations to the graded multiple problem was

visualized by Kendrick who,' hO'Jever, went only so far as to

write .out for the three-trunk case consisting of two sub-

• groups of one trunk each and 'one common overflow trunk.

Wilkinson developed an ingenious method of solving overflow

p robl ems. It is called the Equivalent Rand.om Theory'ERT).

Wilkinson defined overflow traffic by two well-chosen

g



parameters, oOne is mean and the other is variance which

needed to be calculated in the ERT method.

. f . d . 3expresS10ns or mean an var1ance.

Riordan al so gave

Kuczura4 suggested "interrupted poisson process" where

he narrated that traffic overflowing a first choice trunk group

Can be app.roximated accurately by a simple renewal process.

Thi.s involves alternately turned on fo.r an exponentially

distributed time and then turned off for another (independent)

•

exponentially distributed time. The approximation is

obtained by matching either the first two or three moments

of an interrupted poisson process to those of an overflow

process. Numerical investigation of errors in the approxima-

tioh and subsequent experience has shown that this method of

generating overflow traffic is accurate and very useful in .

both simulations and analysms of traffic systems.

5Schehrer did some exact calculation on overflow systems

considering two groups -primary and secondary. THe con si-

dered the primary group as well as the secondary group of

an overflow system can either be a full available group, or

an ideal g.rading, or a non ideal grading~ Thus he counted 9

• possible types of overflow systems • Schehrer derived exact

solution for. all of these types of systems assuming poisson

input i.e. an infinite number of traffic sources.

6Schehrer also worked for the optional design of alternate

q
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routing systems. Most of the known methods for the economically

optimal design of alternate routing systems neglect the

variance of overflow traffic, especially in case of gradings

(for reasons of simplicity). Therefore in some cases these

methods yield results which differ remarkably from the actual

economic optimum group sizes. Schehrer presented some methods-

more accurate and laborious ones upto simplifIed and .easier
•

ones for the calculation of such networks. •They regard the

Variance of overflow traffic, too, and are suitable for groups

with full access as well as for gradings. Ge rm an Re se arch

society helped in Scbbbrer's above investigation.

Schehrer7 dealt with the calculation of higher order

moments of traffic overflowing from trunk groups of full access

with poisson input. Earlier Riordan determined the factorial

moments of arbitrary order for overflow traffic behind groups

of full access with offered poisson traffic. He determined all

of these exact formulae by using generating functions. Schehrer

derived these moments in an elementary way without employing a

transformation by means of generating functions.

•

2.3. OVERFLOW CALCULATION WITH FINITE NUMBER Of SOURCES.

Schehrer2 worked with the cal~ulation of loss probabili-

ties in overflu~ systems with finite number of sources and full

available groups. He derived exact, analytic solution for
overflow systems with only one primary group. He applied an

.exact numerical method in the case of small overflow systems

10
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with two primary groups. Schehrer also developed an approxi-

mate method which takes into account the variance of offered

overflow traffic for overflow systems with an arbitrary number

of primary groups. He showed that this approximate method

yield results which are in good agreement with exact calcula-

tions and simulation results. Details of this simulation

technique followed was not avail able with Schehrer's work •

1/
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3.1 INTRODUCTION

Grading is a practical overflovJ arrangement. In a

switch which hunts successf.i:~:t" over the individual outlets

aslignedto-acserving trunkgroup, with the hunting process

always commencing at a certain start posit:.on, the individual

hunting steps will of course be subjected to different

load s. Whereas the first-choice hunting steps are used.~:'~,:-

almost continuously; the late •.choice steps will only have
"

to carry the traffic not handled by the first choices.

Measurements have shown that with an accessibility of

k=lO, ten serving trunks (full-access trunkgroup) and a

probability of loss of 1%, 70% of the traffic will flow

over the first five hunting steps. Allowance for this

•

increased share of traffic can be made by assigning 70%

of the serving trunks to the first five hunting steps. With

20 serving trunks, this would result in 14 serving trunks

(Fig.3.l) which may be "graded" as follows, one serving

trunk3 p~r outlet for the first two hunting steps, one

serving trunk per two outlets for steps 3 through 6, and

one serving trunk per four outlets for steps 7 tl.rough 10.

Thus a graded multiple is a mixing pattern in which hunt-

ing steps of different subgroups are commoned in such a

manner that the number 6f interconnested hunting steps

increases in some way' with the 5ncrcasi~g ordinal numbers

/3
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assigned to them,

At the Same time, grading enables the busy influence

between the individual subgroups to be balanced to a certain

to a certain extent. The numeral s under the mixing diagram

indicate that a busy influence of 8 (eight common serving

trunks) exists between subgroups 1 and 2 as well as between •

3 End 4 Between subgroups 1-3, 2-3, 2-4, and 1-4, the

bu sy in fluence is now 4. In other word , subgroups 1 and

2 have access 'to twelve serving trunks whereas in the

si!ilple multiple they were only able to reach ten. Thus a

free connecting path can be found more easily with this

scheme even in the case of non-uniform traffic. The load-

carrying capacity increases'lnspite of the unchanged

number of serving trunks.

For comparison, Fig.3.2 shows ~n example of a

straight grading. A straight grading is a grading in

which only identifally numbered hunting steps of adjoio~

ing subgroups are cf'lT.n,oned,(:identically numbered outlets

or hunting steps are outlets whIch are assigned the, same

ordinal nl,mber in different su'bgroups). For the sake of

• simplic',ty, only the busy influence of adjoining subgroups

iGspown ~n Fig. 3.2 •

There may be several arrangements of sharing

IS



ci rcui 'ts. All. these arrangen<nts are not equally efficient.

one has.to find out the particular grading which gives

the best grade of service.'

In ge'leral it is not necessary to calcul~t~ the

grade of service of all alt(Hnative gradings to find out
•

the best one. A grading which is very nearly the best

can be found out by the method of sum of successive

difference.

3.3. ERLANG'S IDEAL INTERCONNECTINGFORMULA

11 .
Erlang's Ideal interconnecting formula state

that if the number of trunks required, N, is larger

than the avail abil i ty, K, then some form of interconnec_

ting, in which some trunks "re shared between two.or

more groups must be employed. - An approximate formula

applying to interconnecting schemes where both A (average

traffic) and N are large and the traffic is offered to

the trunks in a pure chance manner so that each call

can test only K trunks out 'of the total of N is

•
aT

B = (A/N) K

/ l/K
A N = B.

Where A/N = average
traffic/trunk )

O'Dell modified this ideal interconnecting formula,

and stated that the actual increase in capacity obtained

/6



by grading was bnly 53% of the theor0tical increase in

capacity calculated from Erlang's Ideal formula. O'Dell

used this estimate to calculate the traffic capacity
of his gradings.

3,4 SIMPLE PRACTICAL QVERFL.OW SYSTEM

In our country the telephone subscribers are con-

sidered in three groups

•

i)

i i)

iii)

Normal group

He avy group

PABX or PBX group

•

Normal group covers the residential part of the

total subscriber while the heavy group is considered to

be the commercial enterprises. PABX is used in off"ice

and are always fed with ma;dmum load. Considering the

traffic pattern of each group overflow facilities are

incorporated. pABX does not employ any provision for

overflow traffic. Hence its switching equipments are

designed with a consideratio~ of maximum offered

traffic. In the Case of the arrangement of subscriber

line groups in the preselection stage, the traffic

arriving from the subscriber line groups is concentra-

ted in the preselection stage in such a way that

switches are well-utilised in the group selection stage.

/7
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In the EMDexchanges the LF' s (line finder) as a rule be

either grouped in a straight forward trunking arrangement

or in a," overflow arrangement. In the straight forward

trunking arrangement each line finder is permanentiy fixed

to a 1st group selector. But in the overflow arrangement

a 2-stage line finder (Fig. 3.3) is utilised which is

known as LF/TLF (Top Load Finder) arrangement. In this

arrangement only the LF' 5 connected to one 1st GS (group

selector) are seized firs,t in each subscriber groups and
which

are highly utilised. The line finders/carry only pea~,

•

traffic "r: are designated as top load line finder ahd:~ are

connected to the free inlets of the neighbouring line

groups. 'This caUses an equal'isation of traffic within

several subscriber line groups. In practical use LF/TLF

may be 8,12,16,18 or 24 twitches per 100 subscribers in

number depending on the traffic intensity of each subscriber

group. In designing an EMDexchange it is therefore

necessary to indicate the number of LF/ILF/IOO subscribers

which will carry the subscribers traffic to the group

selection stage. For example a normal group of 100 subs-

cribers generating total traffic of 6.3 erlang will be

• equipped with 11 i..F and 5TLF assuming a grade of ser'l,'ice

of 2% and a heavy groUp of 100 subscribers wilL have 16 LF

and BILL
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4.1 INTRODUCTION.

Before going to find the parameters of overflow

traffic a clear idea about its creation and behavior

should be formulated. As mentioned in the previous

~hapter~ to ~ealise m~xlmum efficiency of a telephone

system the sys~em should be loaded to the maximum possible

traffic.

4.2 RELATION BETWEENEFFICIENCY ANDBLOCKING.

Fig. 4.1 shows that if efficiency is to be raised

by giving more load on the system blocking is also

increased considerably. This is not desired. A compro-

mise solution to this can be attained by providing some

common equipment or trunks for the traffic rejected

from a group of switches or trunks heavir'y loaded for the

sake of efficiency. Traffic to the common group make the

overflow traffic.

4.3 DIFFERENCE BETWEENPURE CHANCETRAFFIC( PCT) AND
OVERFLOWTRAFFIC.

An idea of the difference between a pure-chance

traffic and an overflow traffic can be formed with the
.. . 8

aid of Fig.4.2. It shows that in the observation period

• (1 hour) the pure-chance traffic fluctuates between +70%

and -50% around the mean value 10. The overflow traffic,

on the other hand, fluctuates between +250% and-lOO%

around the mean value 2. (These values apply to the

23
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above example). It will be noted that the fluctuations

around a mean value are much larger in the case of over-

flow tr affic. If a limited, number of trunks is provided

the peaks of fig. 4.2 will be clipped and the overflow

traffic will either be lost dr they may be handled on a

subsequent set of paths. Traffic overflowing a first

set of path s to which call may have been I' andomly offered

is-non-random in character.

8
Fig. 4.3 shows two frequency distribution curves.

Both curves refer to 8 serving trunks to which a traffic

load of approximately 3 Erlang is offered. The di ffe r-

ence between the two curves consists in that, in the first

case, these 3 Erlang are offered in the form of pure-

chance traffic, while in the second case these 3 Erlang

represent overflow traffic (from a trunk group comprising

12 trunks to which a pure-chance traffic of 12.882 is

offered) • It may be mentioned that in the case of the

•

overflow traffic the danger time ascertained does not

equal the loss, since the equation "danger tiwe ::i loss"

applies solely to pure-chance traffic which is described

by an Erlang-type distribution. Fig. 4.3 shows that the

two frequency distribution curves display considerable

differences. They cannot be desciibed solely by means

of the mean value. Some .other' ; Cactor which is called

variance is also required to explain the property of over-
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flow traffic. Variance of overflow traffic indicates how

much the number of simultaneously existing calls fluctuates

around its average value.

4.4 PNALYSIS OF A SIMPLE OVERFLOW SYSTEM WITH INFINITE
NUMBER OF SOURCES .~'

Wilkinsonl developed an ingenious method dealing

with overflow system, It is called the equivalent random •

method. l:Jilklnson characterised overflow traffic by two

well chosen parameters. For the definition of those

parameters the overflow traffic of the group(~Lj) is

fictiously offered to an infinite group of common lines

(Fig.4.4). The numbers .:.j and ~J of simultaneously

occupied direct and common lines (by demands stemming

from the (_Lj) traffic) are co):'related stochastic varia-

bles. Now, the two parameters chosen b'y Wilkinson are the

average and the variance of 2.j when !oj is unknown. A. there

is no loss of traffic in the infinite group of common

line s, the average of ~j must be oG.j = I?j E1,ej(fj)( where f'j'

is the arrival rate and E1,ej(I'j) is the congestion). Let

it be assumed that Vj:= var(.ij) is also known. Let all

overflow traffics be offered simultaneously to the group

• 'of common lines • The number ~ of simultaneous occupation.

in this group clearly is the sum of the numper of occupa-

tions stemm11!l!il" from the different groups:

~ = ~l + ••• + ~ •



Now, ~l,; •• ".2.m obviously are mutually independent •
•

Hence, the average and the variance v of -". are,
rfI= E( s) = l:.,,(,j
I

m
v,=, var(~) =I."j (4.1)

\

So; if it is considered that and v are the characteris-

tics of the total composite overflow traf'fic, those

quantities are simply obtained by addition of those

quanti-tiano"~, for the m constituents. Suppose there is one

fictitious Poirrllontr affic with arrival rate I?*that, after

being skimmed by c* lines, yields an overflow traffic with•
the sane characteri stics 0(, and v. Then Wilkinson conjec-

tures that this overflow traffic and the original compo-

site overflow do not only behave in the same way when

offered to an infinite group of common lines, but also

when the number "f common lines is finite F\i-g-:A.5 .Hence

the ,total loss traffic 1 of the original configuration

is supposed to be equal to the loss 1* of the fictitious

traffic after having been skimmed by c* + c lines in' total,

. 1 1*-1. e. = - This loss then is distributed

•
among the m groups proportional toO<-" ......• Q£;. Frum the

, ~

separate losses follow the m probabilities of blocking

per group.

In order for the meth~d to be workable one needs,

(i) a method for evaluating the average c(, and



4--,

r

variance v of the overflow traffic of one group as a

function of the arrival" rate ~ and the number of direct

lines c (the group index. j has been dropped);

(ii) tables or graphs of those functions.

These requirements are met by Wilkinson. Moreover, the

method has been experimentally verified.

Let the case of Fig. 4.4 be considered dropping the

suffixes j. ,Let frs be the steady-state probability of

the simultaneous occupation of r direct and s common

lines. The birth-and death equations are:

•

(r<c; 5 = O~l, •••• -.),

(5 = 0,1 •••• 0)

(4,2)

(4.3)
an d

c
L
1"=-o

1 • (4.4)

::>Assuming (4.2) to be valid for r = c too (defining

fictitious quantities fC+l, s, •••• ). Let the following

single and doublR ~enerating functions be introduced.

•
Then the equations given above yield

"0 .
(l_x) __F__ +(l-y) aF = (l-x)F,ox oy

".

2'1

(4.5)

(4.6)

(4.7)



1
Fc(l)=l.
•

The general solution of (4.6) is

F(x,y) = K( l-y
I-x

e-R( I-x) ,

(4.8)

where K is an arbitrary fu~ction. It is assumed that K

is expandable in a power series:

(4.10 )
•

Taking the arithmetic function generated by (4.9) yields.
00 i. i

Fr(y)=r(3i.lf~(l-y) • (4.11)
'L~O

Comparison of (4.2) and (.4.3) yields(c+l)fc+l,s= fc,s-l

(s = 0, 1, •••• ), which is equivalent to

(4.12)

When the series (4.11) is inserted here and the coefficients

of (1 _ y)i in the resultingequation are equated to zero,

one obtains

or

L ~ ~-~
(c+l) (6;.ife+, = ffbt Cj>e - r ~i.-\ 4'<!.
\ •..+1 ~, I
t(bi.lfe -=- -f'f.>i_llfet..- lL '" ',2.,'" )

Multiple application of this relation yields

(4.13)

•

•
. \.

~i -= ~(')
\,\

From (4.8) and (4.11)

Ilfc Ife

Cf1+' tf~'-
it follvws that. f>" = ';<pi •

(4.15)

Now,

all unknown quantities have been determined •.

•

. Then (?" = - f' ~e / cp~tfZ •
= ~ p'l. tpe !er: LPe3

30



,--,
. The generating function H(y) of the probability he of

•
2 = 5 o~cupied common lines, irrespective of the number

of o'ccupied direct lines, is
oG • •

hs=H(y) = F~(Y) =L{3~cp;+I(1_y)l.

i..=o
The average and the second factorial moment are

(4.17)

=E(2) =H' (1)= -1\ If: = fl.pe/r.p~

E {2(2 - l)} = H"( 1)= 2 (3•. If'Z
Hence, the variance v is

= eEl, c (f' ) ,
L

= e q'e I Cfe-2- (4,18 )

•

(4.19)

"

•

•

The result (4.18) is the known average. The derivation

of v given above followeda suggestion made by Riordan3•
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I
5.1 INTROD,UCTION

•
This chapter deals with' the study of the overflow,

characteristics considering finite number of sources and

fulL available groups; Technique of finding lDss probsbi-

lities is also stressed here. An exact analytical solution
2derived by Schehrer for overflow systems is applied in

case of' only one primary group. ,Approximate method of

finding overflow traffic is also applied to one primary

•

group. For several primary groups approximated formulae

are first attempted. Simula-tior.l technique is lastly used

•

to solve different problems.

5.2 EXACT CALCULATIONSON OVERFLOWSYSTEMS WITH ONE
PRIMARY GROUP.

5.2.1 THE SYSTEM ANDTHE EQUATIONOF STATE.

Figure 5.1 shows a simple overflow system with' one

primary and one secondary group of trunks. Let a pure

chance traffic is offered from a finite numb,er of sources.
'It

q calling at the rate of 0(, to the system. 'Let Ri
denote the mean traffic rejected,from'the primary; hence

offered to the secondary group and R2 the mean traffic

rejected by the secondiry and hence lost from the system •

Let/just Xl trunks are busy in the primary group

•

when x'2 trunk s are bu sy in the sec'ondary.

ciple of statistical equilibrium

From the prin-



;- t
P(Xl,X2)[0<'(q-X1-X2)+Xl+X2J ==P(xl-l,x2)o(.L'Q-(xC1)

•
-x2-7+ p(x1+l,x2)(x1+l)

+P(x1,X2+l)(X2+1) (5.1)

( xl ==0j 1, 2 ~•••• ,n 1-1 ;

p (n l' x2)LYoC(q-n l-x2) +n 1+x2-7==

x2==0,1,2, ••• ,n2)'

p ( n 1- 1, X2) ~ LQ- ( n 1- 1)-

x2-7+p( nl' x2-1) _,"-q-

-
•n C( X2-1)J+p(n l' x2+l)-

(x2+1) (5.2)

where

and

Y == f 1, -

lO'
x2 (n2'
Otherwise,

x1<0,
p( X1,2)==0 for x2< 0,

X2)n2 •

The sum of all probabilities P(xI,x2)8is equal to unity

The set 0 fe qu at ion s (5 • I, 5 • 2 ,

•

unknowns. An analytic solution of ~heabove can be

obtained by reducing them to one dimensional form •

5.2.2 REDU.Ql.IONTO A ONE-DIMENSIONAL SYSTEMOF EQUATIONS.

The two dimensional set of equations (Eqns.(5.1,5.2))

is reduced to a one dimentional set of equations by replac-

• ing



I
p( xl,n2) ~ (q-xl-n,) +xl+n2J = P(Xl-l,n2)oCJ[q-(Xl-ll-

. n2J +p( xl +1,n2) (xl +1) .
( 5.4)

For the solution of this second order difference equation

it is convenient to use the generating function

=F(t)=GtP(Xl'X2)}

where t(O ~t :::; 1) is a real

POL P(Xl,x2)tXl,
X,=o

parameter.

(5.5) •

Using (5.5) the following relation can be derived

=CIG~1(Xl'X2)1 +

C2Gtp(Xl'X2)] (5.7)

•

•

• (5.8)



_I

(5.9)

(5.10 )

~
- d "p(x x) t xl-""'"'Q1;. L. l' 2

X,=o

= ~t [p(O,X2) to+ p(l,x2)t
l +p(2,x2)

23]t +p(3,x3) t + ••••••••••

= 1 p(l,x2) + 2p(2,x2) t + 3p(3,x3)t
2+ •••••

OIl

= L (x+l) p( xl+l, x2) tXl
x~o

= G ['Xl+l) p (X1+l,X2)}

""P(Xl-l'X2Q' = L (xl-I) p(xCl,x2)t
Xl

)(=0
01J ' X I

R.H.S. = t Lxi p(xi, x2) t 1
. )( ~ ""0

l~.Op( xl' x2) = 0 for xl < oJ

(putting xl-l = xi )

= t G (x 1 P (x l' x21

= t.t ~G [P(Xl,X2~

= t
2

~G tp( xl' X2)}

R.H.S.

then

Eqn 5 ( 5 • 6 , 5. 7, 5.8, 5.9, 5. 10) are ins er ted in e quati 0 n

(5.4) to yield

0<.-( q- n 2) F ( t ) -o(.t h
=oc;(q-R2} [1: F(t~

F(t) + n2F(t)+ t ih F(t)

- oGt
2 h F( t) + fl-t F( t)

Therefore
•

or derr

F( t) r.-IXIt
2
+I)l;t~tJ = F( t) toGt (q--n 2) +n2+«:(q-n 2)J

F( t)~l-t) (l+o'~t0 = F( t) t2+d-( q-n2) (l-t)]

•
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+f (:~~r2)dt

(i+tJ'dt

)
,Integrating booth sides

fd F(t) - (n2 • dt
F( t) - .J ( 1- t ) (l-t4t)

=. n~~ 1+~)' (i~~)+ (l~o(,)

+!!G( q-n2).f 1 dt
( 1+(l(,t )

= l:~I l~t dt + 0([ ~~-
then

dt

log (l-t) +oJq- _0(, n21
[ 1+OG-J

._l-log( 1+ t)
rX,

or

" +1'og

(5.11)

For cal cuI ating the probabil ity p(xl'n2)-, i, e. for the

inverse transformation, it is convenient to expand

G tP(Xl,X2)} according to 'eqn. (5.11) in a power series

of the form of equation (5.5). Then one obtains

(5.12)

•

where

(5.13)

•

and

, r: <for m,O or~ 0 •

38
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_In serting xl = a) in Eqn. (5.12) one obtains

~"2.= p(a,n2) ,

and thus

( 5. 15)

In Eqn. (5.15) the probabilities p(xl'n2) are expressed

as a function of the probability pta,' n2) only.

Now the probabilities P(xl'n2-l) are determined in

a s i mil ar way. FOil? :'X2 = n2- 1, e qn • ( 5 • 1) re ads

p( Xl'n2-'1)t<-( q-xl-n2+1) + xl +n2

- p ( x 1- 1, n 2~1)0(,(q- ( x I-I )

+p( xl +I, n2- 1) (x 1+1)

(5.16)

Applying generating function according to EqnG.(5.5)

and (5.6, 5.7, 5.8, 5.9, 5.la),

-->Ldt G~p( Xl'n2-l1 D l-t) (1+ t~

= G~ ( xl' n2:-1)} [( nr 1) + (q- ( nT 1) )_

<>G( q- (nT I)) ~ •..n2 G (p (x!' n2 ~ ( 5 • 17 )

• In this !.inhomogeneous differential equation for the

generating function Gf( X1'n2-l)} ,the function G\:( xl'n2)}

is already known according to equation (5.11); The

integratiun of the different~al Eqn.(5.l7) yields the.'



-.' ,

•generating functJ;.on

Applying Equations (5.6) and (5.11) one obtains (after

determining Cn2-1 in the same way as Cn2 above)

(5.19)

In Eqn.(5.19) the probabilities p(xl,n2-1) are expressed

as a furiction of of the probabilities p(O,n2) end

In the same way the probabilities p(x1'n-2-2),

p ( x!' n 2- 3), p ( x!' n 2'- 4 ) , •••••• _, p ( xl' 0 ) can bed e te rini ned

su c ce s s i ve 1y. Then th e folIo win g- f 0 rmu 1a for th e pro b a-

bilities p(x1'x2) is obtained.

112-

P(x1'x2) = L (-1)

~=X2.

•

•

In Eqn.(5.20), all probab!_lities P(x1'x2) are expressed

as a function of the probabilHles p(o, x2) only •

5.2.3 RECURSIVE SOLUTION.

To find P(O,x2) in a-very simple way the full

available primary group and the full available secondary



(5.21)

,,
group together can be considGred as one total group of•
full availability. The probability that x=xl+x2 trunks

in this total group is given by

)(

Pto t ( x) := 2= p ( x1"' x-l)
X,=o

On the other hand, Ptot(x) Can be calculated according

to Erlang' s Bernoulli Formula

(t)~X
!1~)QC,*

If Eqns.(5.20) and (5.22) are inserted

one obtains,the recursion formula

(5.22)

in Eqn. ( 5 • 21) ,

p(o,X2.)

•

'~ t\:z. ~-)(2(~) '" V
== T P-ut (1'I1+)(2)-X2L *l-0 X2. T~;nl'v.z.~p(o,'9

)(2.,11, ~",X2.-tI.

(x2=0,1,2, ••••• , n2) (5.23)

W~,th the aid of Eqn. (5.23) the probabilities p(0,n2),

p(0,n2-l, p(0,n2-2), ••••• ;., p(O,O) can be determined.

Then the remaining probabilities P(xl,x2) are determined

according to Eqn.(5. 20).

In this work P(xl' n2) according to Eqn.(5.l5)

fulfil Eqn.(5.4). Inserting (5'.15) in (5.4) yields

(m+l) Ir, m+l =' r+r+ ~ ( q-m- r)J Tr, m-oG~-r- (m-l) ]

Tr, m-l (5.24 )

.• For the T terms. All offering terms Tr,m can be evalua~d



~:. ,
sUGcessively according j;o Eqn.(5.24), starting with the

val ue T 1. = 0 and Tr 0 =1 ., •1;,- - ,

5.2.4 PROBABILITIES OF LOSS AND OVERFLOW TRAFFIC.

With the aid vf Erlang's Bernoulli formula Eqn.(5.22)

the overflow traffic

the offered traffics

(5.25)

A = c/J
1 +Q<, (5.26)

the total carried load

and the total loss probability

(5.27)

( 5.28 )

The probability P2(x2)' that x2 trunks are busy

in the secondary group, can be determined by means of the

equatione.

-
or, easily, with

n,
L. p~ xl"x2)'
Xi=O

the equa.tion

(5.29)

•
.~ . '

42.

(5.30)



formul a

Wi th the se

-\.'
•,

which is obtain~d by applying the principle of statis-
•

tical equilibrium to the secondary group separately.

Inserting Eqn.(5.20) in Eqn.(5.30) leads to the

0(,(cV ~n'-X2) ..(,-; P(O)() ~ (~)
)(2.,11, I 2. + L ')I.

X2.-t1 . ~~)(:>+I 2.

T'!,'"'+'2''!. r(~'!.») ( >, <0,I, ' .. "2") (5.31)'

probabilities P2(x2) the luad
0,

Y2= I.x2P2(x2) , (5.32)
~'i?0 .

carried in the secondary gro0p can be evaluated easily.

Furthermore the load

(5.33)

carried in the primary group and the overflow traffic

Rl=A-Yl,

can be cal cuI ated.

Finally, the loss probability
R

B = __ 1_
, 1 A '

of the primary group and the loss probability

(5.34)

(5.35)

• B =2 ( 5 • 36)

•

of the secondar~' group •
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5.2.5 THE OVtRFLOW TRAFFIC BEHIND A PRIM4BY GflQ1LE..-l.ND
THE CORRESPONDIJ!G VARIANCE ACCORDING TO THE_
"LOST CALLS HELD"

The model "lost calls held" is based on the

asumption that calls which cannot be switched in the

primary group can always find a free trunk in the

'secondary group.

group must have

Therefore this (assumed) seconda"y
•

n2 = q - nl ,

trunks. Thus taking into a'ccount Eqn. (5.3';"), the over-

flow traffic for the model "lost calls held" can be

calculated according to the Equatiuns(So20) and (5.23).

The variance of this nverf10w traffic amounts to
'V-Ill

V = L (X2-Y2)2 P2( x2)
'1-2~0

5. 2.6 APP RO XIM AIE CAL CULAIION 0 F ME At'L.AIW._YA!!]j,;:~,C.5_
OF OVERFLOW TRAFFIC ~E~INDONE P~I~LABY_~3;~~£

(5.38)

Fur practical E\ng'ir.eering purposes, the exact

method derived earU-:' is -G.netimes too le:Jgthy

specially in case (,f oveorflo:,v systems with a large

number of trunks Therefu~e, a simpll? Clpp:,:'c;(ima."cion

-

•

formula for the 'verflo~ traffic is devalcped in this

section.

The traffic Rl overflowing from a primary group

as indicated in Fig. 5.2, can be calculated exactly

according to the method derived in Section 5.2. The
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Fig.5.2 Approximate calculation of the overflow traffic Rl.

tr affic A which is offered to the. can sidered overflow

system (shown in Fig.5.2a) can be calculated easily

according to Eqns. (5.22),(5.25) and (5.26). For an

approximate calculation of the overflow traffic Rl' a

single group (as shown in Fig.5.2b) is considered which

has the same number of trunks nl and the same number of

source s q as the primary group shown' in Fig. 5.2a. The
Isources of the single group have a calling rate oG which

is 'chosen such that the offered traffic has the same

rneanA as the traffic offered to tile Jverflow system.

•

A =
,

ex:- ,
1+ oG

(5.39 )



•

•
For calcul.3ting the variance

•
VI 0f an overflow

traffic Rl a group of nltrunks with offered Poisson

traffic is consi~ered.

pure chance

The mean A of this offered
v \Z.

traffic (considering'! infinite sources) is

chosen such that the overflow traffic behind this group
•

has the same mean Rv = Rl as the actual overflow traffic

in case of offered pure chance traffic considering

finite sources. T~he varianc.o corresponding to the over-

flow traffic Rvis denoted as Vv• - If this variance Vv

is multiplied by the factor (q - Av)/ q, an appro,ximation

q - /1,,,'V~ = Vv __ .._;~
.1 q

for the actual variance VI is obtained.

(5.40)

Thi s f 0 rmu1 a

•

•

yields values of high accuracy for calling rate upto

abou t OG- =1 •

5.3 AN ERT METijODFOR SEVERALPRIMARY GROUPS

5.3.1 GENERALREMARKS

The exact calculation uf overflow system with

several primary groups leads to very large sets of

equations •. The numerical solution of these sets of

equations is only possible in case of small systems

even with the aid of very large digital computers.

Therefore, in this section an approximate method for

the calculation of larger overflow systems with various



•
•

primary groups is presented. In this method, offered over-

flow traffic is characterised flY its first mornent(mean)

and its second mument (variance)c Higher moments are not

regarded. For systems with a large number of traffic

sources (in the case of infinite sources), this method

approaches the well-known equivalent random th.eory (ERr

method)l which holds for an infinite number of sources.

h"

\..

, lR,I,vn
:::===-=-=-=- n 12-

11\'\2" V 12.

"V--------../

R 1 .,V,

•

•

__________________ n2.

Fig.~.3 Overflow system with two primary groups •
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•
In the new meth~d, the ERT method is contained as a

special (limiting) casel Therefore, the method presented

here can.be looked at, as an "ERT method for finite lource

tr affic".

For reasons of the finite number of sources, this

method is a little more complicated that the ERT method,

but the basic idea is the same. The various primary groups

are replaced by one (Uctitious) "equivalent primary group'

which is chosen such that the overflow traffic, offered

to the secondary group has the same mean and variance as

in case of the varioUs (really existing) primary groups.

Thus the calculatiunof ovel"flow system with several

primary groups is reduced to, the case of only one primary

group.

The approximation meth'od shown here can be applied

to overflow systems with an arbitrary number of primary

groups. For reasons of simplicity, how","ver, the follow-'

ing description of the various calculation steps of this

method refers to an overflow system with only two primary

grouPS (as shown in Fig.5.3 ).

5.j.2 MEAN AND VARIANCE OF THE OVERFLOWINGTRAFFIC RESTS

As a first step the overflow traffis and the

•

corresponding 'Variances are determined. The variance

".
of an overflow traffic is defined only if this overflow



I

•
•

tr affic is offered to a secondary group .with zero loss

probabil ity. Thus it is necessary to determine at first

the traffic Rll which would overflow to a separate
. Isecondary group w~th zero loss probability ( Le. with

n2l :: qu - nIL trunks as indicated in Fig. 5.4 ) and the

variance Vll corresponding to this overfluw traffic flU .

The overflow traffic Hll and the corresponding variance

•
VII Can be calculated by means of the exact method

derived in Section 5.2 or according to the approximation

formula developed in Section 5.2.6
~

Analogously the overflow traffic R12, which is

overflowing from primary group No. 2 to a secondary

group with 1122 = q12 - n12 trunks ..( as shown :in Fig.5.4).,

•

and the corresponding variance

"'11 • qrll

1
ctRII,

VII

n 2.1 = 'fll - n II

V12 is determined.

G\12r 9'12-

~

•

Fig.5.4 Mean and variance of the overflow traffics •
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In a second step an overflow system as shown

in Fig. 5 ..5 is considered.~Ir" ~ere the overflot traffic
!XI?! <¥,2.

'V

_____________ n2.
-----------------

Fig.5.5 The toital overflow traffic.

Rll and the overflow t~cffic nl2 are offered to a

common secondary group with

(5.41)

trunk s. As there is no .loss in this common secondary

•

group, H1l and H12 ore independent of each other •
.",..

Thus the total overf:, HI trilifis HI ' which is offered to

the secondary grocp, ~quals 'the sum of HU and R12

and the vari ance =V Jf this total1

(5.42)

overflow traffic is

• given by the sum of the variances '\111 and '112

VI = V:l+V12

50

(5.43)
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Now the various, actually existing primary groups

are replaced by one (fictitious) "equivalent primary

group"', as shown in Fig, 5.6. This equivalent group

* *(with n trunks and q sources of calling rate 0<:* ) is

determined such that the traffic overflowing to the
(f~'r.~

::::::::::::::=:::::::::::_ n'". .I -='{II :::>' =~':::!'
'iii' R1:: R1, V1= VI

------. h1='t +0. -n -hl2.====== 11 111. II

Figo5.'6 The equivaient primary group.
o

tocdhdary grcup (~ith trunks) has the same mean
~* -and the same variance VI = VIas the total overflow traffic

obtained in Section 5.3.3 .

The ( * '" *values n ~ q 9 0<. ) of the equivalent

•

primary group can be determined in the following way.

Starting with an estimated number of trunks n"',

'"the numbcr of sourccs q can b& calculated according to

t.he equ ation

(5.44)

,
(becabBe the secondary group has zcro loss probability).

TnBn trle calling rate rX.* is (iteratively) determined
that the mean

51

the overflow traffic equ al s the



In the overflow system with two (or more) primary

groups (as shown in Fig.5.5) as well as in the overflow

*ding to this overflow traffic RI will, however, not have

the prescribed value VI' Therefore, in a further itera-
II

tion the number of trunks n is determined ,such that thll

*variance has the prescribed value VI = VI'

5.3.5 THE LOSS PROBABILITY IN THE SECONDARY GROUP

II

The variance VI which is correspon-

•
,

prescribed value HI'

...• .'. -

., ..

,

,. ,
;.

,!J'".,,

. ~~..•. '.. .
". I

..
•

Fig~ 5.7. Calculation of the loss probability
in the secondary group •

.'
•

. ,

52



•system with only equivalent primary group (as shown

*with the mean Rl = Rl

one
•an overflow traffic

*'vari ance VI = VI ill offered to a secondaryand with th e

in Fig. 5.6)

group with n2trunks and zero loss probability.

/

If this (fictitious) number of trunks ':2 (as shown

in Fig.5.6) is reduced to the actual number of trunks n2

of the secondary gl'OUp (as shown in Fig. 5.7), ao over-

* 'flow t~affic R2> 0 ariseR behind the secondary group.

This overflow traffic Ri is 2n approximation for the

actual overflow traffic R2 which is ,indicated in Figure

*5.3. Similarly, the overflow tr affic Ri (indicated in

Fig.5.7) is an approximation fOi' the actual 'overflow

tr affic Rl which',s offered to the secondary group. With

these values, the loss probability 82 in the secondary

group can be calculated

(5.45)

5.3.6 OFFERED TRAFFIC VALUES AND CARRIED LOADS
The offered traffic'values of the various primary

•

groups pan be determined under the assumption that the

loss probability 821 of the overflow traffic Rll( with

respect to the sesondal''/ group) and the lo'ss probability

822 of the ove- flov: tr,<i'ic R ') are equal,l~

'.) '.
;,

•
"fur ;:1 (:J"tl t,~" I ',' .: U • '",

53
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•
(5.46)

and that the proportion "f the overflow tr aftic values

Rll and R12 is the same as in 'c ... : case of a secondary

group with zero loss probability

(5.47)
•

Then the following overflow trarfic values are obtained

(5.48 )

(5 .•49)

(5.50)

(5.51)

Now the offer8d traffic All can be determined in analogy

to Eqn. 5.2:0

•

•

and simil arl y

(5.53)



..
Finally the ca~ri9d loads

, (5.54)

•

•

and'

in the primary groups and the load

. Y = R. 2 1 - R2

carried in the seconC:ary group can be calculated •

55
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SfIV1ULATION TECHNIQUE
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•
6.1 Ii;T,WDUCTION ,

In most pradtical cases analytical solution of the

traffic problems is difficult due to the complexity involv-

ed. For example, in the case of calculation of overflow

systems with several primary groups the problem leads to

large sets of equations. The numerical solution of these

equations is only possible in case of small systems even

with a large digital computer, For some large and complex

system numerical solution are beyond the power of a large

digital computers. In such cases a number of simulation

can serve the purpose. Besides these, te~ting the perfor-

mance of a complex connection system can thus be done

without going to actual measurement.

6.2 GENERALCONCEPT OF SIMULATION;

The general concept of simulation can be understood
:i

with the help of the following example. There are two

groups of sources (A and B), producing Poisson flows of

demands .with rates Aaand Ab' respectively. There are n

servers. Demands from group B are allowed to sei'Ze any

free server; those demands are lost for which no free server

• is available on their arrival • Demands stemming from

•

group A,cannot seize a server, unless they leave at least

m( >0) servers unoccupied. Once the processing of a

group A demand begin 5, h"owever, this action is completed •

Contrary to group B demands the demands of group A have a

•

57
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•

queueing facilfty. One can think of the following inter-
I

pre'tation. Let the demands of group A and B be patients

to be taken into a hospital, Group B are emergency cases

that may "seize" any free be,', in the case where no bed is

available the patient goes to another hospital (I.e,. is

"lost" for the hospital under consideration). Group A' are

patients on a waitin') list (I.e. in a queue). Their admi-

ssion to hospital is mede possible only in the Case where

m beds are still left free for emergency cases. The model

is completed by stating that the cumulative distribution

function of holding-times for group A and Bare Fa(t) and

Fb(t), respectively. It is required that we determine

the fraction of group B demands that is lost and the

average waiting-time for group A demands. Needless to

say this is a gross oversimplification of the situation at

hand, but it is a good example.

6.3 REQUIREMENTSIN SIMULATION.

'It ,is necessary to develop techniques for simula-

ting tr affic under controlled condition s.

requirements for simulation are

The main

•

•

,'First, a model of the system in sufficient detail

to represent all states which are relevant to the investi-

gation; and the transitions from one state to another •
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•

•

•
Secondly, a me~ns of generating the events which

may alter the state of the system.

Thi r dI Y, a set 0 f ru I e s des crib in g how th e sy s t em

behaves in the case of any given event or combination of

events. In general, the events and the rules may be either

probabilistic or. deterministic. In telephone traffic simu-

lation, the events are usually probabilistic being depen-

dent on the desig~ of the system,
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6.3.1 TYPES'OF SIMULATION

•Let it be considered that the stochastic process

governing the flow of demands and the occupation. vf servers

and of the queue. One re alization of such a process Le_~

one possible development of events in the system-is

depicted in Fig.6.1 for the Case discussed in Section 6.2.

Simulation is a way of reconstrubting such ~ reali~ation.

There are mainly two types of simulation.

a} Time-true simulation

The diagram of fig. 6.1 consists of lapses of time

(holding-times and interarrival-times) that are "tied

togeth-er" in instents, to be called events. The events

here are arrivals and ends of occupations. The state of

the system specifies which ~f the servers are busy at

a cert~in moment as well as the number of items in the

•

queue. The state can change at events only. The way

in which the state change s at events is determined by

(i) the type of event and (ii) the configuration of the

•

•

facilities (servers and queues). Hence, the only

stochastic elements are the hOlding_and interarrival_

time.s. Now, in time-true simulation their durations will

be determined at their beginning by sampling from the

prescribed distributions. The process of reconstruction

develops according to a fictitipus time, called CLOCK

(Fig. 6.1). It separates the PAST from the FUTURE. At

•

f,1
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'Fig. 6.2 El'ecution of a simulation algorithm
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•
any CLOCK-time the s\ate is supposed to be known as well

as the endpoints of interarrival_ and holding-time that

at CL06K have not yet completely ended (together called

.'

"current intervals", denoted by thick segments).

beginning (CLOCK-time zero) this is satisfied, for

At th e

ex ample, by an empty system and known first arrival s in

both groups. Nothing happens until CLOCKmeets the

•

earliest or there endpoints, the n.ext event. The type
"

of thi s event, the state and the configuration then deter •.•

mine the change vf state, if any, at this event. Any

such a change may ~antail the start of one or more new

current iritervals, the lengths of which are immediately

intervals mark possible new events. Hence, every event

determined by sampling. The end s 0 f th 0 sen ew cur r en t

• that is passed by CLOCK, may generate 'new future events.

Mostly, a chronological LIST OF FUTURE EVENTS is "

constructed. The future events, created at the passing

•

of an event by CLOCK, have to be in serted on thi s list
,

in the right chronological place. In Time-true simulation

one can count the demands in group B' as well as those

that were lost. A simple division of those totals yields

an estimate of the probability of l,"'ss in group B. The

denominator (the total of all den1ands) Can be replaced'

by its (known) expected value. As all durations between

• consecutive events are 'al'so knoNn, it is relatively easy

{'3
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•

•

I"'"- •. j

•

•

to keep a record of t~e total waiting-time of group A
demands during a sim1Hation run (the area under the .9.-line
in Fig. 6.1). Dividing this total by the total of A
demands (either observed or expected) yields an estimate
for the expected waiting-time of group A demands. From
waiting-times of individual demands_ which can be obtained
with slightly more effort- a histogram of waiting-times
Can be constructed. This then offers an approximation
to the distribution of waiting-times.

In this thesis work time-true simulation run has
been applied to find different parameters of overflow
traffic.

The time-true simulation has three disadvantages:
(i) the implementation of the sampling from given distri-

butions may be difficult and time-consuming;
,(ii)when the system is large, much information about

holding- and interarrival-times (the current
interval s) should be memori zed;

(iii)When the system is large, the filing of future
events on their chronological list may be cumbersome
or time-consuminq.

b) Roulette simulati6n~ does not posEess the
disadvantages mentioned in the case of time-true simula-
tion. In Fig. 6.1 the arriving demands in groups A and
B are given by Poisson point-processes (the crosses) •. Now

-
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, ,

•let the holding-times be exponentially distributed with
•

average 1. Consequently, the arrival rates will be given

in normed notation,. ~a and ej,' respectively. Not onl'y the

interarrival-times, but also the holding-times, will now

true picture of holdfng-times may be obtained by "chopping

them off" by unit density Poisson point-processes, the

possess the property of forgetfulness. A statistically

-
dots on server-otcupation lines in Fig. 6.1 When such'

breakdown 'points occur at instances at which the associa-

ted server is not occupied (dots between brakets)

nothing happens. The five. Poisson point-processes (two

arrival processes and three breakdown processes) may be

merged into one Poisson point-process.~c, called "total".

Its density is ~a+ ~b +3. In each point of this "total"

process the clas,s of the point (A,B,1,2, or 3) may be

obtained by drawing lots with probabilities proportional to

. ea, (1b:l: 1, 1, respectively. Let it be considered that the

class indices of the consecutive points of the "total"

process (marks A,B, 1,2 or 3 on the "total" line) is known.

It is evident that one is able then to reconstruct the

realization of the complete stochastic process

in the system as far. as the sequence of events

is concerned The concept "time" disappears. What

remains is a so-called sequence-true resume (Roulette
•

simulation) of the realization. The class indices in

question can be determined by the use of a roulette

with positions marked A,B,l,2 and 3 in the correct

proportion (la' eb: 1 ,1:1.- In a general case the roulette
•

should possess the following sets of differently marked

GS



•
equiprobable positions•

•

(i) breakdown positions: one set per server;

numbers of positions in those sets are equal;
the,

(ii) build-up positions: one set per group of

sources; when r is the arrival rate o'f such a group,

the corresponding set of build-up positions should consist

pf ~ :(;imes as many positions as the sets in (i).

When the roulette stops at 2 breakdown position associated

with a non-occupied server, this roulette-point simply is

•

ineffective. The roulette simulation ceases to be appli-

cable when the concept' time' enters as an explicit

variable. It is impossible, for example; to deal with the

probability of a delay in excess of a certain prescribed

• duration • Furthermore, cases where the system's behaviour

depends on some holding- or waiting-time exceeding some

value are nut cove~ed by the roulette simulation princi-

pI e. The roulette mudel does not need a list of future

events, so there are no filing difficulties. There is

•

no need for sampling from arbitrary distributions.

(pseudo-) random numbers are sufficient •

6.3.2 METHODS OF PSEUDO_RANDOM NUMBER GENERATION

Simple

In simulatiOn the instants of call origination is•
decided first • Random numbers are generated and the

• start of a call :is allocated to each interval cvrresponding



•
'to a random number •• In current practice random numbers
are replaced by pseudo-random numbers generated
matical formula. Usually pseudo-random numbers

by mathe-
1 "are t ak en

to be non negative; The main conditions to be satisfied

•

by a pseudo-random number generator are
(i) a large period
(ii)uniformity of distribution
(iii)freedom from correlation vf successive

outcomes.
The pseudo-random number generators th at have found

widespread use are:
(i) The mixed congl1!uence genera:tbr"':

This type of generator is defined by

Xn = aXn-l + c(mod M) (a,c:;'O).
The former number xn-l is multiplied by a single length
number a, a constant c is added and the "tail of the double
length result is taken as xn• The generator described has

.,

•

the great,ct advantage that under favourable conditions
the period is maximal (M), thus ensuring uniform!t,~ In
this thesis work the above method of generation has been
used •

(ii) The Fibonacci generator:
"This type of generator is defined by

This generator is very fast, as the operation of
addition may be very much quicker con a computer than

multiplication. Uniformity is met reasonably well.

C,7
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6.3.3 'CHOICE Of A TIME UNIT FOR THE,NEGATIVE EXPONENTIAL
PROCEDURE.

•
Call generation and call release are represented by

random events generated by using a negative exponential

.distribution with parameter )\equal to the interarrival

time and mean holding time respectively. In this work

,the mean holding time is considered to be 180 seconds and

the interarrival time = (mean holding time/traffic).

A set of random numbers

~u/v 1 ~ u ~ W-l}
31When w=2 - 1 = 2147483647 and having fairly uniform

distribution is generated by a linear congruence method

producing the next value of u in th~ pseudo-random number

sequence from the present value of 'U, With approp~iate ~ ,

the mean',of the negative exponential distribution,' the
•

ou tpu t

- Aln(u/w)

is rounded to the nearest integer which is a necessity

in the simulation programme. This rounding, besides

introducing error in the expected mean and variance,

sets practical limitations to the value of A .
• clear from the analysis below

This is

•

then

If
,

-)lln(u/w) is rounded to the nearest integer

l.:. Aln(u/w)< 0.51 = 0

\



•

So the output.gives zero with a probability

Pr t- Aln(OJ/w) (0.5]
= 1_'8

1
/2"

for = 1000, approximately 1 in 2000 number produced will
•

~ 1/2 for large value of A
i

of a zero completely, .?I needs to be more than

be z.ero which is not desirable. To avoid the produ ction

30
2 when

1- )\ In u/wl is tcw 1 arge for the computer maximum integer

storage 8388607. F or the generation of interarrival time

and holding t.ime in this work it is recommended that II
9should be near albout 10,000 • To get this requirement

•

•

•

fulfilled a time unit of 1000 1's chosen in this work •
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7.1. The Tarian •.e, to mean ratio of overflow traffic as a function
of the mean.
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•7.2 OVERFLOW TABLES

Finite nu.b~r of traffie sources•

•

full avail abi 11ty

Symbol s used

•

ALPHA

q

n

calling rate

Number of so~rees
Number of primary trunks

•

•

•

The top numbers in eaeh row indieates the value
of mean'while the bottom numbers in eaeh row :).S the
value of variance •
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:-- .• -\-----~--. .-----~ ..VA::lIATIDN OF M::'AN r~AFFIC Rl AN) VAI.<lANCE V FOR D[FFERE~T

________________ ; ,-.,CA L.L.I N6 ;fU"'-.E ALPHA ANI) I)I"FERENT SWITCH DI'\<=NSI ON
NUMBER OF SOURCES 0=17

..- ...-.-.- ...~-..-...-..- ----- bJ
..;

-~-_._------------------------------------------------------------~-------------------_.

•
• •

ALPHA 1• 2 3
n

4 5 6 7 8 9 •
• •

10

.. ._. __ 0 • ..LO.. 0.92555 0.46857 0.19045
0.99151 0.56119 0.23926

0.0598'1
0.07469

0.01+33
0.01730

o .002.64
0.00307

J.00038
3.00043

0.00004
0.00005

o • .J0vOO
a.onaGa

0.00000
0.00000

" - ---- --_. _._._---------------------------------~-----_._---------------------------------------------------------•
o_.?O 7.08010 1.41542 0.86800 Q~ftS?Q4 Q.?QA61 0,07459 0.02146 0.00487 Q.nn1A7 OfQQQ12

2.00651 1.557Q3 1.06l78 0.60555 O.27t30 0.09820 0.02712 0.00588 0.00101 0.00014

__ ~ __'_ .. _.0_.3_£>-_--.3.....-l __L2..5L....---.2.....35 85? 1 .68025 1. 1 Q 102 0.644 SS Q. ~{?55 1 0._1-3.6-8:4 0,.04654 O. [}12'18 0,. 0Jt2fLL..-._
2.72221 2.33773 1.86984 1.35122 0.84822 0.44280 J.18523 0.06088 0.01~6R 0.00317

..__ ._--------_._-----------------------------------------------------------------------------------------------------
. . O_._fl_11 4.-OJ-.9:73 3.212'1'3 2.46465 1.78680 3.2QOlri 0.72700 0.38390 0,17026 0.0613.1 0.01748

3.21725 2.89037 2c48270 2.00050 1.47203 0.95423 0.52211 0.23139 O.OHOtQ O.021Ql
.- -- - --- --- - --- - --- ..._- ------------------_._-----------------------------~--------------------------------------------------

______________ O_~5Q 4.80395 3.QZ271 3.)B?lQ 2.4.4-473 '.77f-.~? 1."19673 ?72744 Q.JJ35Jq Q.J707.~ 0.06098

3.55754 3.27494 2.92137 2.49346 1.99Q33 1.46701 0.95035 0.52013 0.22924 0.07921
_. - -- ---_.- ----- -~-----------------------------------------------------------------------------------------------_._----

_____________~._~ ~ O_._5..0__ 5 •.lL9..B21 4.64707 3.82864 ,.052"24 ;?3302Q ] "f")78'10 1 .117b3 O.f 6643 0,.34329 Q. J4SQ7

3.78825 3.53943 3.22931 2.85144 2.40S07 1.90114 1.36999 0.86623 0.45384 0.19089

"~-.- .o..••.z..o 6._1...1286 5.211:740 4,,40924 3.60572 ;>,.84559 2.14467 1.51658 Q.q8261 O.S"(J395 0.27442

3.94031 3.71770 3.44195 3.10592 2.70526 2.24218 1.73139 1.20766 0.71456 0.34959

b.a66045 5.78420 4.93'18 4eJOA-OJ ~.~:"')'9R ?5B376 1.qalle; 1.'":\1000 O.~31~r,~, O.lt3R9~_. , ~o__.aa
4.03520 3.83336' 3.58503 3.28325 2.92236 2.50033 2.02289 1;',509870.9714'0 0.5294,3

. ----"--" ------------------------------------------------------------------------------------------------------

. O.•.9J) ?~o.l..5..1.2J_.1i..26649 5.40239 4.56388 3.~~
4.06813 3.90311 3.67699 3.40324 3.07598

2.992JS ??791B 1.63~98 1.07~15 0.62828
2.69119 2.24962 i.76150 1.20173 0.70401

- ---- ------ .._---------------------------------------------------------~~--------------------------------------------•

______~ ~_".L._OO 7.5Q345 6.70193 5.82884 4.97841 4.15?1'1 ).7.J,6987 2,62391.

4.11010 3.93891 3.73106 3.4804A 3.18149 2.82923 2.42180
1.Q4655 1.){J.O?Q Q.R317Q

1.96351 1.3~A27 0.858S6

1.10 7.99391 7.09678 6.?lh38 5.35634 4.~?J61 ~.7184B ?qS"I+"~ ?2"'.37G 1 .•Sq~H{.J. 1.(}40r,Q

4.10904 3,.94942 3.75685 3.52562 3.25f)/J-7 2.92628 2.54977 2.12172 1.5F-233 0.99020
._----------------------------------------------~----------------------------------------------

•
____~ __~ __-l....•2_0 8 ...•.3_5B25--7 __~ 0 6.5 6 QOl.l. 5.-7.:°1 96 4.356 8q II .J)4 02] 3.? t:;':l-=>'b

4.09091 3.94106 3.76144 3.54655 3.29165 2.99165 2.64257
.2..•..5.2.JU.A---l • 8 4 H 13 J • ? (.4 9"'1?
2.2431.1 1.6rtQ05 1.1"0256

.. __ ._--- --"_. ----- ._----------------------------------------------------------------------------------------_ ..-

_..__._..L •.3D.__._------.8_.•£L9.lJ2---.7......7852 2 6.89366 6. ()] go 0 Co). 16533 4, .33747 3 •..5!L1. 95 2. 78750.

4.06009 3.91862 3.75012 3.54917 3.3'116'33.03251 2.-(0757 2.33433
2.QR~98 1.45370
1.80975 1.20073



,
-1-

1 • r_ ---,o { .I.J. • ~: \ Ir..LtVl.VI::.r-::'_JC4".J • VO-'1_':l~--'

.
.J' .")1~-

"

."). :>2 r A<r
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~1. ( ',:-:)C) ..:'l

OF SOURCES 0=18

..}. ~6-_')o::)'+.Vl""~~

-----y-------------.-- -'---NU~ BER

-------------------- ._------------------------'-------------------------------

-'

•

-------------------------------------------------------------------------_._----------------------------"-- ----- _._--_._-
• •10

•
987654321ALPHA• •

------ - - --- --------------------------------------------------------------------------------------------------

• •_________________ 0_'0 1.OO~42 O.5?6t!8 0.'/::>513 Q.07t:;;49 Q.D10C,a- O,f1()lQ? Q.0016? a.ooooa D,GOOP1 a.OOODo

1.07395 0.63201 0.28523 0.09559 O.023~S 0.00463 0.00071 0.00009 0.00001 0.00000

.0...••2.0 2.23675 1.55618 0.98538 0.54997

2.15108 1.70616 1.20349 0.72262
0.26\01' 0.10199 0.03214 0.00810 O.001fi3 0.00026
0.35358 0.13685 0.04161 0.01003 0.00194 0.00030

.- ..- _._-------------------------------------------------------------------------------------------------------------._--------
o • 3.Q__._~...3..35.l~ __2..•...56 876 1.•872 09

2.90657 2.53060 2.06910
].26670 Q.lISTS 0.41679 0.18997 0.07137
1.54720 1.021~9 0.57284 0.26249 0.09604

0.02167
0.02789

0.00521>
0.0061,5

---_. --"-- ~ - ----------------_._--~----------------------------------------------------------------------

_. ~,,__.,_ o ii-..D. fl-_.2Q3!+O 3.48151 2.719/+7 2.Q1QSl 1.403Sf" 0'.8919' O.50~17 0.24"1.63 O.Qf)7q? O.03LB..9.

3.42816 3.11072 2.71373 2.23954 1.7')fJ96 1•.16916 0.69030 0.33804 O.1:330Q 0.04146
-~-----~ -_.- ----------._------------~-----~------------------------------------------~---------------------------------- ---_.

,
__________ ~ __O_.5"O ._5_._LlL1.9._______.4...29..ll7 3.4883':' 2.-23348 2.04070 1.42BQ5 0.9]558 0.52206 0.2"5')3 0.10356

3.78624 3.51287 3.17090 2.75521 2.25065 1.73438 1.19306 0.71102 0.35201 0•.13928

~ .__ 0_•..6.J) 5 •..8.6765 5.j)Q883 4.17q73 3.38857 2.64"')10 ].966~1 1 ••36674 Q.R5749 Q.4A699 0.23265

4.02872 3.78858 3.48982 3.12528 2.h~;~OO 2.19595 1.65884 1.12461 O.6~700 0.31286

"'
.._- ..

.0-.,0 6.5195° 5.647]Q 4.79950 ].Q8~12 ~.?Q64Q 2.48041 l,81QS4 1.24176 O.7674.R 0.41439

4.18822 3.97369 3.70868 3.38587 2.99~83 2.54983 2.04469 1.50937 0.99074 0.53934
- - -- ---- -----------------------------------------------------------------------------------------------------

___.._._. --..l)_.B.D __ L._LQD...ll 6.2J749 5.37616 4.S2133 3.719H4 2.96064 2.25551 1.(-1973 1.07230 0.63408

4.28745 4.09315 3~85485 3.56570 3.219S;i 2.q1281 2.34730 1.83557 1.30758 0.77989

u. D....•.9J) 7.--62.0....41 6.•2..2979 c.::;.85736 5,00898 4 •...18'384 3",4048] 2.66j:;\73 1.Q8742 1.1R3b4 Q.R7toj82

4.34248 4.16448 3.94771 3.68587 3.37294 3.004C1 2,.57748 2.09846 1. 5~44 7 1.001>72

_______________ I_•...QJ) 8.J)..8.9...l8 7.-10212 6.~1]77 5.t1-5'85 4.r}172) -:;:.8)404 -:t.QSOf)4 2.~3794 1.fQ(')4,2 1.12678

4.36484 4.20024 4.00111 3.76171 3.47~37 3.13983 2.74~73 2.30395 1.81482 1.20107

• . .__ ~__L._LO 8 •.5..LJ..6.5--J-J.lll-l ...2liL__----fL.7241 Q 5,.85'526 5. nO;';,:jC) 4.19065 7!. 407 -:t~ 2.6684] 1 .9R644 1• .37809
4.36298 4.20956 4.02513 3.80438 3.5421~ "3.23318 2.87331 2.46105 2.00058 1.36817

_~ __. n_~...1..•2'O~_.............B...aB9983 7.99.3027.10013 6.223G4 S • .,6""!6 4,;;:;3750 -~.735-13 2.978182.26861 ].624,)6

4.34313 4.19918 4.02716 3.82212 3.57i141 3.29396 2.96131 2.57868 2.14707 1.51013

• ------~---------------------------------------------------------------_._---------------------

_ 1 • ":t-O q,25?~8 8.34107 7.444?9 6sS51CO 5.5Qq2~ 4,857~9 4.Q44Al J.2~768 2.53562 l,~6168

4.30992 4.17406 4.0126R 3.82101 3.59405 3.3296R 3.02072 2.66459 2.26036 1.63149

________~ ... 1...•_4--0 9.,.S.zs..D3----B...-6_6 ? 1 6 7 •..L.6.D1Ll.
4.26685 4.1379B 3.98584

6.87274--.6.......QO?~A 5__.15.205 4._32935 ~__"3'7Q3 2.787?5 2.08893-

3.80567 3.59395 3~34611 3.05779 2.72519 2~34621 1.73572



--- --- ----- -- -----------_._---------------------------------------------------------------------------------------

---\ ~-= -~

NUMBER OF SOURCES 0=19

•

--r
ALPHA

• • 1 2 3 4 5 6 7 8 9 10 • •
-" - ----- -----------------------------------------------------------------------------------------------------•

• •_______________________ ~Q.~~ '~~8216 °.58646 Q.?6?57 0.09345 O.025Q6 0.00554 G.DOOg? 0.00013 0.00002 O.OOOOD
1.15700 0.70520 0.33513 0.11989 0.03236 0.00677 0.00112 0.00015 0.00002 0.00000

- ~----- ~-------- --------------------------------------------------------------------------------------------------

•
_______, .__"~__O..•2'O 2_•.3...9_421--1 ..•-.69...9..0....9.--l__ 10682 0.• 64299

2.29569 1.85527 1.34868 0.84728
Del???] O."11493~_~20 0.01280 O~QQ287 Q.0005? .-
0.44116 0.18445 0.06122 0.01623 0.00348 0.00061

-,----~- ~--------_._--------------------------------------------------------------------------------------------------------------
.•. _0_.3D~~:L..5.51L4.5_2_.J.8..ll83'>.06757 1.43856 0.91607 0.51920 0.25390 0,jJl!Ll.Q(L-03505

3.09073 2.72330 2.26924 1.74729 1.20569 0.71872 0.35684 0.14372 0.04649
fu.QQ. ',).5JL
0.01210

4. S7;:>8 5 3. 7_5_1_5n 2,•...93..53_9----.2 .•25J_li3------.1 1i..1.555 l__.Jlfr9'J 7 J..• 63789 0 ,W ~3 2 8 3 Q • 14720 Q. 05374--- ,
_____________ ....:_ OOAl!..O.

3-.53875 3.33044 2.94423 2.47947 1.9507<,).1.39637 0.87923 0.46919 0,.20537 0.07228

_~~ 0_.5 ..0 5 .A.5B.B5-----.f1:...6...Ll..D2 3.7971'+ 3 •....Q2688 ? '. 3 J ? 81 1 •.6LfJ8 5 1....•_LL9_8..7.-O~..6L9..0] D• '~61 OS O. ']628 J

4.01460 3.75000 3.41928 3.01611 2.54106 2.00796 1.45117 0.92806 0.50542 0.22542

______ "'O 5.D__~23759 5 •...3.7.....130 4.533203 ...•728982 •..9..53(,0 2c26432 L .•6~168 "'.08921 O.f)C,t-'jQ? °.3/+468
4.26883 4.03687 3.74892 3.39743 2.97788 2.49251 1.95615 1.40288 0.88836 0.47296

"-" " ... --"--- ----- -------------------------------------------------------------------------------------------------

_ .... O_.LO 6.92659 6.06.702 ,.'9189 4.36'+1/4. 3.57::>°3 2.825"'5 2.1"":15°' '.52°37 f).goze6 0,1:;.3400

----.---
4.43578 4.22885 3.97395 3.66379 3~29224 2.85657 2.36116 I.82321 1.27'397 0.77157

__.J)__._B.D 7_• .5A.D2] 6..•..6.5..lB....5_
4.53938 4.35211

5,.78290 4..•.....9.3...7...9..5 6.. , 2294 3 ,•..3A55 7 :> .b.l5 95 , •...Q.4....7....2.0----.1.• 3 5S 93 0.86163

4.12321 3.84600 3.51413 3.12289 2.67151 2.16714 1.63060 1.07192

__~ ~~ ~D_la 8_11 0900 Q

f,.59649
L~]9403 6.315]2 5.45708 4.62484 3.R2474 3.06S12 2.356B9 1.71426 1.15516
4.42504 4.21698 3.96631 3.66700 3.31365 2.90309 2.43692 1.92584 1.34402

.a.5SCJ2Q 7_68123 5.79';'+0 5,92808 5.05::>42 4,2648° 3.48::>21 2,,74354 2,Qfl H2 1,451QS______________ -lL ••D..ll.

4.61928 4.460130 4.26977 4.04079 3.76829 3.4.4688 3.07226 2.t4307 2.16:.'<17 1.57761

• _______L._LD 9.1)3373 -----B....----12670 7.2-:n43 6.35680 5.")0042 4 • .,6890 "1.86824 3 •.10627 2 • ..((')342 1.74:1.(;.6

4.61663 4.46898 4.29209 4.08107 3.83091 3.53638 3.19281 2.79732 2.35080 1.77327

. _~ ~ __ ~L.2"O 9".A..AJ-"Z:3 8 ' ..5...30/;, 3 7_....6....3.182 6.7:=t, 8 ~."":\ 5.3831'3 ? 04 04 0--3- 2?=i ] 7 :l.At;. 4";f 2 2. 7 ('II'";HS 2. Q2 4P, 2

4.59505 4.45655 4.29159 4.09568 3.8~429 3.59251 3.27568 2.91012 2.4L4~3 1.93536

•
________________ 1L•.•..3-0, .9.....814-37 8,89Q4,8 7.9Q5~5 7.10711 6,2]4f6 5.38?Sr; 4.SS53fi ~.7r;9Q7 ~.QQJfIQ 2.2<;1352

4.55947 4.42879 4.27403 4.09093 3.87551 3.62317 3.32936 2.99011 2.60295 2.06865
--~----- -- -----~-------~-~----------------------------------------------------------------------------------------

___ L._ILO~ __ LCL•..l..5£L1...l__9... •....23..8..l 0 8. ~31 1?

4.51355 4.38963 4.24370
7$436q6 6.55834 5.69836 4.86119 4.05208 3.278Qfi 2.54848
4.07160 3.86991 3.63427 3.36040 3.04422 2.6R2bl 2~17723



- .._-- ._-. --. .. --- ---

NUMBER OF SOURCES Q=20~--l ....-= -- - --1
------------- --

ALPHA• • I 2 3 4 5 6 7 R 9 10 • •
--------------~--------------------------------------------------------------------------------------------------•

Q • .l...O. • •L-l.517t) o.6(!8~1 l1-p3Q?6-4 0.]1375 0.0"'-'"373 0.00790 0,0014.7 O.OOO?? DeaOOD} Q,OOQQQ

1.24J57 0.78049 0.38878 0.14771 0.04269 0.00960 0.00173 0.00025 0.00003 0.00000
--------- ----- -- ------~

_. 0_.21) 2. 55? 3>;

2.44029
.L.B43R9 1.23180 0.74153

2.00500 1.49669 0.97856
Q.3'FJoq 0.17380 0.004.13 0.01936 0.00477 O.O...D..J12.6.
0.53?56 0.24146 0.08~85 0.02513 0.00592 0.00114

o • .3.D__---3- •.J..B.23B-2..-.99 45 0 2 • 2A6 22 ] '•....6..lt;8 3 1.06 (j 48 0 • 63 20...2....--:L...3.2..3..6..l.
3.27466 2.91572 2.46985 1.95043 1.39749 0.87878 0.46829

lL.-lA.5.5 8 Q • 0 53 74
0.20557 0.07332

....0.....0.1.632 ~
0.02124

0 ••• •• •• _ o_lI~, La5??) 4 0?~18 3.?340Q 2.5<]04,0 J •• 3~tL~)7 j ,,?S7":1..1 n.78~78 O.6~7~? O.?JOJ? ()p08480
3.8"905 3.54954 3.17405 2.71964 2.19~i90 1.63304 1,.08595 0.62398 (J .29979 0.11770

. _. ~~ _____O__'• .5_0 5_• .L8LO.5._._4....•...9.32D6 4.10827 3.32[1.27 2 •.52..1;;7 1.923{+.9 1.13321 0.85418 0,48",00 0.?4037..
4.24265 3.98638 3.66651 3.27587 2.81258 2.28543 1.72070 1.16691 0.68872 0.34141

________._____ O &D .6Jli.0793 5.7~585 4.8886q 4.07285 3,,:)Q067 2.57092 1.90936 1.32878 O.H476'"3 0.48185

4.50861 4.28437 4.00668 3.66783 3.26221 2.78932 2.25859 1.69560 1.14671 0.67398
- ----- - .--~ ---------------------------------------------------------------------------------------------------------------_._---

_______ . 0-.LD.

--~--.~
~33407~44Q1? ~.5861? 4.74825 3.Q4?5B 3.17746 2.46377 1.R15~3 J .24GQq 0.78364
4.68303 4.48321 4.23783 3.93971 3.58233 3.16155 2.67QS5 2.14444 1.5R625 1.05108

______________ O..••RO Z. 980 6:::) 7. 0..8...2LO.
4.79100 4.61031

6.21'3'15,,357344.53341.3.71720 2.98lCt4,1 2.28933 1.6(,OllQ 1.11719

4.39020 4.12423 3.80bOI 3.43016 2.99410 2.50103 1.96476 1.41551

4.684874.85020
______~ .!L.__9_0 8.5sg93 7.-65.9..1? 6.77394 5.90773 5.064>37 4-a25068 3.47::>48 2.73950 ?Of,~f7 1.h.6JQ3

4.48495 4.24472 3.95827 3.61999 3.22568 2.77449 2.27226 1.73656

1.00 9.08]73 8.JlSl? 7.2R?47 A,4Q66A 5.5S,3Q 4.72105 3.92189 ~.1616Q ?4S041 1.ROl62
4.87343 4.72066 4.53718 4.31790 4.0574,5 3.75043 3.39200 2.•97936 2.51379 2.•00452

---------_._-----------------------------------------------------------------------------------------------

• . '-._LO Q • ..5..5.!UB 8 •..64281 7.74409 6.R5051 5.29:)20 5.15218 4.33654 3.SS49Q 2.QI."199 2.13127
4.86999 4.72769 4.55782 4.35585 4~11694 3.83599 3.50314 3.12962 2.&GqI0 2.22082

.. ~ 1.•2i) .9..._9..8..3..919 •.1)6854 8.]6478 7.~7479 ~.401-:;6 5.54797 4.71104 ~--\.9?Q34 3 .•Jc-..,°:t~n 2,44.605

4.84672 4.71327 4.55488 4.36740 4.14654 3.88756 3.58574 3.23695 Z.8~q55 2.39141

•
._ J .3.0. lil.37648 9.457;:"0 R.54Q6? 7.",",,1:)1+3° f.?74nR S.Q] ?J"3 3.0???R {!-.?5QF!4 ~.4HQ73 2.744?6

il,. 808 79 4.68290 4.53430 4.35912 4.15356 3.91324 3.53370 3.31071 2.9t •.Og3 2.52338

______ ~ _l_ • .H__O 1_0~J36A_3 9.81 470 8.90. ..10 3 R. 00 ~o7 7. 117 1I 6. ?tt.l...9...ff.--.5.....399 97 L:. ,. s? 4 74 3.781 O:"l 3. Q 254 9

4.76002 4.64057 4.50052 4.33589 4.14345 3.91913 3.65878 3.35820 3.01381 2.62342



- .•. ~~-- -~

NUMBER OF SOURCES Q=21
!

--~-~-~----------------------------------------------------------------------------------------

•

•

ALPHA
• • 1 2 3 4 5 6 7 8 9 10 • •

• •~._~..__ .__ 0.-1-0 1..•2E.195 0.71-1:)5 O.3{+S?3 0,11.64] Q.f)t.l?Oj:;, Q,Ql07S 0sQO?]f, 0,OOO:lc; D,aQOas Q,DOOGl

1.32459 0.85764 0.44596 0.17912 0.05SIQ 0.01329 0.00257 0.00041 0.00005 0.00001
------------------- ----------------------------------------------------------------------------------------------------- -

________ 0_.2.0 2_.J-l..L1_f1__ ~L. 99037 1 • ']60 20 0, 84_5_L1_---.O .464 Q2 0 .21 866 0408534 0,.0;;> 8; 8 0 • 0 0757 (). 00 lli.8.

2.58486 2.15519 1.64695 1.11557 0.64~15 0.30817 0.11934 0.03745 0.00Qb2 0.00204

- O_.lO_~-O-O-61l2.
3,.45838

~20958 2.46764 1.79786 1.22013 0.75445 0.41407 0.19638 0.P7Ro9
3.10730 2.67062 2.15573 1.59578 1.05124 0.59624 0.28278 0.11023

~&ZJ,
0.03519

D-,.4Q 5.33308 4.?959q 3.49691 2.74720 2.Q5ClB4 1.4'702 1.Q:!J.9SQ Q.S5736 Q.~>B7'i6 O,-126A4

4.05907 3.76801 3.40308 2.95958 2.44307 1.87681 1.30746 0.80066 o."1744 0.18065
---------_._---------------------------------------------------------------------------------------------------------------

______ . -----D_.5-O_--O... __:LL5.1i7 ':;.25417 4. 4? 141 ].625] 1
4.47040 4.22205 3.91258 3.53431

2.87525 2.J84.56 ].56976 1.04567 0.1')3204 0.33700_

3.08354 2.56508 1.99837 1.42327 0.R9901 0.48702

__~_______ 0...•_6-0 6...•97865 6.-LO0'33 5._24594 4.41 q71 ].b2qSO 2.8A483 2.197Rf. 1.58~7Q J .05972 0.64290

4.74910 4.531!4 4.26317 3.93646 3.54470 3.08538 2.55374 1.99829 1.42631 0.90380

____________ ~O•.•20 7.7(+'946$85241 5,,,98n96 '5.1~,,)O,~ 4.~!732 3.53616 ?BOJQ3 2,]2405 1.'-i2n3Q I.Q()Z?5

4.93001 4.73&87 4.50045 4.21373 3.B7003 3.46427 2.99530 2."6961 1.9065S 1.34365-~.--
______________ -------0_.-8.-0 8...4214& 7.52312 6,.64114 5.77912 4.941fil 4.]3447 3.36524 2.64368 '.9821Q 1.39665

5.04233 4.85781 4.65593 4.40054 4.09529 3.73445 3.31420 2.B3493 2.30S08 J.74635

____.__ ~ .D_ilfi_~~o_Q3Q16 8.j24~4 7.21408 6.350SQ 5.50'3'19 4.&8172 3.8.0.734 3....13":\02 2.4-29]2 1.78892

5.10365 4.94403 4.75171 4~52125 4.24692 3.92306 3.54482 3.10973 2.6?013 2.08720

__________________ ~1_00 9.57SC:;;;Q 8.65776 7.76984 5,,8q7~1 6.Q23~1; 5,J8]CjZ 4,1f3~A 3.e'.801Q 2,.AC:~09 2c17.'3~

5.12735 4,.97991 4.80346 4.59323 4.34"05 (~.05062 3.70786 3.31203 2."'f216 2.36,305

•
~~---~._-----------------------------------------------------------------------------------------------------------

_______ .__ ___ _ ,~._1...D__ LO_"O..zlLB.7_____Sl.....lc:; 059 8.25503 7 .• ~5 61 2 n" 4.9? 83 5.6'397-"":\ 4 .B.li 02 6..• 01 244 ~ • ~ 51 33 2.53 7'?CJ

5.12311 4.98580 4.82249 4.62890 4.40048 4.13229 3.81940 3.45756 3.84412 ?58009

_. L.2J)--lJl.J-.5.2....6-38 9. 60729 8. 69B86 7.80304 6. 9?? 22 6,.05950, 5.21861 4.40453 3.6 ?-i t;~~ 2. fi8387

5.09816 4.96942 4.81714 4.63749 4.42640 4.17934 3.89170 3.55908 3.17800 2.74733
-------- ------------------~----------------------------------------------------------------------------------------------------•

.'_____ 1 .~. lQ.9~9R2 10.01649 9.10402 8.2D316 7.~lAQ~ 6,445~9 5r5Q44.Q 4.76774 3.q7Q~7 ~,?JQ21
5.05787 4.93645 4.79357 4.62572 4.•42gZ9 4-.20014 3.93399 3.62647 3.273Fl 2.R..7366

- - ~--------------------------------------------------------------------------------------------------------------------

_~ ~ ~_~___l ...•_lLO______ll.31 6 QS lJl__3.9....13A----.9....475°3 8.57077 7.6783] 6 .BJ) OGe 5.941 72 5.1 Q 443 4,. 29391 ] •....5...,~1_6_5~_?~ . _

5.00626 4.89116 4.75639 4.59867 4.41479 4.20097 3.95319 3.66736 3.33957 2.96681



--~----_._---------------------------------------------------------------------------------------------
-.." -'=>: --- --

•
NUMBER OF SOURCES 0=22

• •

ALPHA• •
1 2 3 4 5 6 7 8 9 10 • •

•
• •------- __ 0.-.10 1.32286 0.77717 O.39Q?? 0.]6144 Q-eQ5375 Q.Olt!.'] Q.QQ3QB Q.QOQS4 I).DOnOR Q.QOOOJ

1.40897 0.93644 0.50646 0.21417 0.07002 0.01799 0.00372 0.000e3 0.00009 0.00001

2...87049 2__]3836 1.49-142 Q •. 953?Q- .- O••2D.

2.72935 2.30566 1.79900 1.25748
0.54402 0.26956 O~1321 Q.03Q69 Q.Qll~5 0.00279
J.76022 0.38462 0.15943 0.05392 0.01500 0.00347

-- --------- ------------------------------------------------------------------------------------

- 0_.3_0 4 •.23.L25__ 3...A2590 2.67151 '.93408

3.64188 3.29951 2.87133 2.36250
L.....3..8225 O.R85?1--'L.50g72 0....•25685 0,.1 J078
1.79919 1.23436 0.73970 0.37603 0.15894

JL.JL!l_0 25_
0.05549

•~._v_~._,,_ o...•t!o 5.4-1381 4 •.55QI;5 3.76nS8 2.0075° ??9?3? ',.r-.6Jl1 1.1?17c; a.r-.OJl? 0e"':{79Q9 0.18049

4.26882 3.98586 3.63125 3.19897 2.69135 2.12574 1.54095 0.99691 0.55R35 0.26361
._--------------------------------------------------------------------------------------

----- . ----.O_.._.3D (i,.Ali5..3~ 5771 7 4. '736:>9 3. 92 Sq 'I 3.1 'j 397 ? .4529 Q 1.80990 I • 2'"j'}62 0 • ? 95 07 0.45270

4.69787 4.45702 4.15752 3.79134 3.35347 2.84560 2.28155 l.f9319 1.132~1 0.66218

._ 0_0-6-0 7 •..3A...9J_o.
4.98731

.6....if...56~2 5.60474 4,,7("~915 3.96fj4? 3.20497 2.49560 1_.85180 1 .2'::v~t"tl
4.77722 4.51846 4.20337 3.82521 3.38001 2.86982 2.30743 1.72189

0.82597
1.161.37

---.-- .. -------. ------.O..•-7...D A.ISOO? 7.?SC:;Qa 6.":l.7914 C:;c52t+Q7 4.';9~r-.l 3.Q002R "3:14532 ?4~ .•.L14' lePf'l7f? '.25268

5.17569 4.98985 4.76186 4.48593 4.15536 3.76445 3.31041 2.79621 2.23512 1.65594
- ---~-.----

()~.•SJ) a.B.6.?52 7.9')993 7.07':'125 6.20297 5.3S;P1 1+.53656 3.751)6 3.00B2R 2.3187Q 1.6G6.3-c)

5.29341 5.12467 4.92051 4.67505 4.38209 4.03574 3.63133 3.16728 2.64806 2.08854

------ o_ • ..9..£) 9 •...5JlfL7-O----.B......5.9144 7.6QS4-j 6.81535 5.GS4,q9 5,.]1709 *-.30952 3.5356~ 2,80738 2,13513

5.35688 5.20261 5.01738 4.79605 4.53312 4.22295 3.86036 3.44180 2.96711 2.44274

-_. l~QQ 10.07547 9.]50~4 8.2S824 7.35067 6.4Q79g 5.A46Rl 4.82053 4.Q24Q3 3.2A74? 2.55752
5.38101 5.23856 5.06867 4.86686 4.62823 4.34760 4.01984 3.64062 3.20748 2.72209

• u-l ...•--.1JJ_--l...D ...•59580 Q.6769"> 8..76880 7.87337 6-.99305 6.13091 f').29Q73 4.47742 3.6Q721

5.37500 5.24337 5.08615 4.90038 4.5B172 4.42546 4.12674 3.78104 3~38482
2,.QS819
2.93710

---------_._---------------------------------------------------------------------------------
_~ L.2_0 LL••_O...6.9...J....D__l_ll.•__lA_6..61 9.23394 8.33?84 7__4414,4 6.574ll4 5.72~03 4.g9~S7 4.0':}731 3.33S24

5.34939 5.22505 5.07845 4.90608 4.70407 4.46815 4.19382 3.87661 3.51257 3.09929
•

_______________ -'-'~•.3.1)____1_L.50.,":\F., '°.57578 O.f.5Q30 As 75"l4.5 7.86015 6,93178 h,-12117 5.:::>8212 4,46Q23 ~.6RBr.:.;4

5.30674 5.18948 5.05194 4.89090 4.70295 4.48419 4.23050 3.93760 3.60147 3.21892

_. , L •.fU) 1.].-8.:9Z..liL.....1_1t.96948 10.0497~ 9.13Q86 B.2i!J58 7.15697 6_114887J 5.6400" 4,.8}497 4.01900

5.25231 5.14115 5.01140 4.86009 4.68~16 4.48004 4.24401 3.97197 3.66002 3.30463



r::{'"

..•. - .•... -- - -
--~----------------_.~----

NU~B~R OF SOURCES 0=23
_._------------~._----------------------------------------------------------------------------------_._-- •

------~-- ----------_._-------------------------------------------------------------------------------
ALPHA• •

1 2 3 " 5 6 7 El 9 10 • •
•

• •____. ._ 0.]0 .1~435 O.8lL~A6 0.4374.9 0.18884 0.06621 0.01872 J.QQ!l?q 0.00081 0.000'13 D.OOOD?

1.49366 1.01670 0.57007 0.25286 0.08742 0.02385 0.00526 0.00095 0.00014 0.00002
----~------------- ---------------------------~-------------------------------------------------------------

Q.D1700 0.0041.l.5___ ~ 0..•2-Q .3....0 3 Q 3;>

• 2.87376
2.,_2.8769 1.02524 ].06555 Q....,62961.

2.45630 1.95246 1.40356 0.88300
j). n 64.5 O. l!l5JLL_iL. 05428
0.47068 0.20772 0.07532 0.02258 0.00565

.~.. _--_._._-------------------------------------------------------------------------------_._-

- 0.•..3..0 4_•.4.27.iliL._3. •.ti.43'1 2.87753 2.17400 1.5501"-
3.82515 3.49080 3.07178 2.57020 2.00652

1.0?5QO O.JiJ-"-l20.32713
1.42644 0.89739 0.48548

!L.15Q73
a .2209/'

~<V ..;;. _
a.OB373

__.~_•..<.~,__ .~ Q...4Q 5.':")04:0} 4.84434. 4.02663 ).?5Qf38 2.'J?B71 J .B74'9 J .3Q~~3 0.8380::> O.h8:;:;Q7 O.211718

4.1,7831 1•• 20311 3.85854 3.43759 2.94002 2.37825 1.78388 1.21011 0.72163 0.36822

.2....Q6.D 2 3 1 • ....1.LJ23? 0 .9 7 (~4? 0 ~.L8~ ~ _

2.56819 1.97323 1.38562 O,.86~84
___.. .._ 0_.3..0_----.6...-7 73 9;) r:; • ....9.0093 5.05270 4. ?3530 3. It.56 82 2.72.25....1

4.92507 4.69136 4.40136 4.04692 3.62205 3.12607
1"---------------------------------------------------------------------------------------

.1.53S0S 1.Q289~:;

i

~_~ D_•...6J) ? .~2..L0-3--.6.. •.B3 ~15 5.06488 5. J ? 083 4. 30.1i.3..Z 3. i;:"j ~049 ? .8 Q 127 2. 131 ?5

5.22626 5.02266 4.77261 4.46861 4.10366 3.67277 3.17560 2.62035 2.02898 1.44142

3 O~Q
""?
"n

8.55947 7.6t=;q35 6.77755 S.91c;lQ 5.07704 4.26905 ).49848 2.77455..-.2....109-'$6 \.71702

5.42314 5.24221 5.02215 4.75642 4.43837 4.06197 3.62323 3.12255 2.5683Q 1.9B211

_~_~ __ .~. O_.B...O 9.....3J)..3...8....~. 3971 6

5.54426 ,5.38095
_7...50446 6.6?1l62 '1.773(01;) 4.Q4?Z? 4,.143]0 3L3.a.155 2.6675A 2".JL~L7L ~ _
5.13404 4.94790 4.66655 4.3340~ 3.94524 3.49715 2.99128 2.43726

. . _ __~O_._9..D 9 •....9_1..1 43 9.05846 g,.-.15.7...Z...Z
5.60986 5.46061 5.28202

2.27172 6.40J26
5.06925 4.81701

5...::;5616 4.~5 3,94595 3.J9f.r.:;3 2.49&63

4.51980 4.17229 3.77020 3~311L6 2.7996Q

~ -"!~.~O~O<___~!~O~.~~~)~7~2~6~7___"9~.~6~,~4~~.747Al 7.85355 6.9749? 6.11500 ,.27754 4.46?~8 3.5Q]4S ?9574Q
5.63445 5.49668 5.33293 5.13898 4.91020 4.64160 4.32908 3.96501 3.54R93 3.07933

•- L •...LO__ LL •..LL69~ 1...Q.1948] 0.28260 8.39207 ?4QS]4 6.52523 '=).7748-'3

5.62871 5.50045 5.34892 5.17044 4.96098 4.71578 4."-3040
4.q4A68 4.1S1S0 3.39143
4.10011 3.72090 3.29041

-- ...._-------------------------------------------------------------------------------------
-- ..-. -~_. .L.2..0__ LL•.ti.l.J..33.

5.60041
LO_,68636 9.76983 8.86397 7.97065 7.Jl3224 6.2..3154 5.392]2 4.S7909 3.79778

5.48017 5.33890 5.17330 4.97974 4.75418 4.49231 4.189S7 3.84212 3.44640

•._-~----------_._------------------------------------------------------------------- -----------------------------------

.---- l...lO-l2.064t? 11.1~iSrs4 10.21539 9.3QSOtk 8.40519 7.52°91 5.65171 7.80188 4.Q?~?3 4.]7715

5.55543 5.44205 5.30949 5.15479 4.97~71 4.76560 4.52357 4~24440 3.92400 3.55877
.._-----------------_._~-----~------------~~--------~~---------------~------------~--------

7 •..03926 6"tB0'5? 5."14?51 4.53Q9.fi___ ._____ 1_._4-_0-L2_._4....:L3.L3 ] t .54750 10.6?4"32 9.71016-----8...,.80660 7.QL5..5.A.
5.49819 5.39073 5.26567 5.12028 4.95173 4.75664 4.53147 4.27236 3.97537 3.63673



"

..•• -<at --

NUMB~R OF SOURCES 0=24
-" ._---------- ------------------------------------------------------------

•
•

ALPHA• • 1 2 3 4 5 6 7 8 9 10 • •
--_.~.-------------------------------------------------------------------------------------------------------------------------- .._-----

• •n.JQ J .4B641 0.91192 Q.4R69Q Q.?lq57 Q.;)8J4~ Q.Q24Q? J.QQ5B5 0.00117 (),nOQ2Q Q,QQQQ3
1.57862 1.09824 0.63657 0.29515 0.10753 0.03105 0.00727 0.00141 0.00023 Oc00003

----------- ------------------------------------------------------------------------------------------------- -~----- ---

__..~ __O_'.20 3. I OQ I';Q-.2.... 4-:;822

3.01807 2.60701
1.76141 1.13]85----'l,72Q4.lj 0.38920 0,18196 0.,0"1234 O.Q24?4 0.00684

2.10700 1.55313 1.0127J 0.56606 0.26467 0.10242 0.03291 0.00887
.-

--,._._----------------------------------------------------------------------------------------------------------------
-~

____ . . 0_•.3..0 L6B??",)

4.00822
3...B.6..lJ""O.
3.68166

1.08'46 2.36722 1.72318 1.]7162 0.72970 0.40713 0.19907 ~~32B_
3.27185 2.77840 2.21583 1.62596 1.06785 0.61084 0.29734 0.12158

._- ---- ----- --- ---~-_._-------------------------------------------------------------------------------------------

._~____ 0.40 5.QZ537 5.11995 4.79396 ~tSQ6q5 2.76q4! 2.00456 1.49911 Q.9q6R~ Q,6Q~7A Q.~??19
4.68755 4.41979 4.08493 3.&7528 3.18356 2.63310 2.03408 1.43763 0.90566 0.49523

- ------~--_ .._-----------------------------------------------------------------------------------------------------------------

____________ .....D-•.5.D L 10349
5.15203

Q~2551 5.37045 4.54395 3.75327 3.00760
4.92509 4.64416 4.30104 3.88911 3.40583

2.3}857 1.-7Q024 1..16849 0.73851
2.85570 2.26055 1.65422 1.09201

--_ .._--------------------------------------------------------------------------------------------------------------
o •.5..0 ~09269 7.20034 6.32623 5.47451 4.65043 3.85056 3.11377 2.42049 1.79404 1.24968

5.46501 5.25754 5.02572 4.73227 4.38007 3.96343 3.48023 2.93504 2.34390 1.73893

. 0••70 8.9"7'" 8.0644.87.17701 f..3Q7RQ 5.4.~114 4.64184 3.851:,50 3,.l13~4 2.42778 1.7Q76Q

5.66936 5.49401 5.28142 5.02532 4.71918 4.3568'- 3.933"1 3.44745 2.90372 2.31746
----.-._------_._-----------------------------------------------------------------------------

_________ . O_.3..0 9...•..z.E..5.A1----.B...S350S 7.93768 7.05587 6.19?B'J S.'iS257 4.54021 3.76220 3.02681 2.34450

5.79491 5.63672 5.44660 5.21921 4.94882 4.62953 4.25587 3.82394 3.33312 2.78898

__ . ~ a...._.90 l'O-~.A..2..3.~.52599 8.62101 7 .•7::>955 6.6542=:; 5.Q984~ 5.16619 4.35278 3.59/+87 2.87097
5.85263 5.71811 5.54575 5.34098 5.09876 4.81379 4.48067 4.09473 3.65291 3.15572

---- -------- -._ ..

______________ 1...00 11.0700R 10.14897 Q,?'17Rl 8.3~877 7.4C)3()~ 6,""'8613 5,T-=tB72 4,9161') 4.1?37f! 1.3687'1

• 5.88772 5.75432 5.59630 5.40972 5.19014 4.93284 4.63280 4.28521 3.88&07 3.43336

•_._~ .J_•..LO ~_LL.63931 10~~-31? 9.7971"') 8.89198 7'QQ~55 7 •...122..19 0.26285 5.4-2524 4,613q7 3.R3492

5.88122 5.75705 5.61085 5.43916 5.23810 5.00341 4.73059 4.41493 4.05220 3.63918

:1

,,-_._- -------------------------------------------------------------------------------------------------------------~-----
_____________ ------l......•_2.0-----l_2...J..5..5..OJ-l_1.-.22655 10.]0640 9.396?8 8.49763 7.612;:;] 6.74355 5.8Q3qS ,.n676~ 4-.26966

5.85126 5.73487 5.59857 5.43928 5.25360 5.03769 4.78745 4.49857 4.16677 3.78834

•
1.30 J2.6?70g ]1.6957~ 10,77?IQ 9,85776 8.95~B7 A.Q6234 7.18555 6.~?613 5,48757 4,57431

5.80397 5.69422 5.56632 5.41751 5.24475 5.04463 4.81343 4.54711 4.24167 3.89315

~--- ------J~~~_~Q5985 12.12606 11.19957 lQ.28i49 9.37318 8,476?~
5.74389 5.63988 5.51921 5.37935 5.21764 5.03091

7.59285 6.7?528 5.87665 5.05080
4.81590 4.55884 4.28590 3.96327



---~.-----"-- _. _.-
---- -------------------------

,-
NUMB~R OF SOURCES Q=25

--_._-----------_ .•_---_.------------------------------------------------------------------------------- •

ALPHA
• •

I 2 3 " 5 6 7 8 9 10 • •
• •.o...uO 1.5699g. 0.95'::>4 Q,539~5 0,25060 QeQ9644 0.03034- 0,00782 0.00167 Q.!)QQ30 O,OOOQ4

1.66379 1.18091 0.70573 0.34100 0.13051 0.03977 0.00985 0.00202 0.00035 0.00005

•- -- --- - - ------------------------------------------------------------------------------------- - --------

------- __ O_-L2J2 3.35J2Q 2-.589841.899701.30153 O.81b16 Q.I4-5753 J.22~t9 0.09422 0.03362
• 3.16227 2.75772 2.26234 1.70562 1.14859 0.67034 0.33058 0.13593 0.04~t3

0.01016
0.01346 .-

_ ..._---------------------------------------------------------------------

- _________.0_.30 4.90ll..BZ....._4...080963.29510 2.55336 1.90,)82 1...32.'+870.85282 0.4966<; 0.25617
4.19108 3.87208 3.47146 2.98675 2.42928 1.83153 1.24955 0.75140 0.38889

.!h.ll.4.9_Q _
0.17056

--. _._-- ---- ------ -'-- ------ -.- -_. _. ------------------------------------------------------------------------------------------_._-

_._~-_. ...:._.J:o ••..iLO, 6.2581~ 5.~9612 4.56::>71 3,75S4~ ~.013Q2 ?3?Q28 1169900 ].]6651 0.73740 0.42060
4.89661 4.63595 4.31045 3.91195 3.43659 2.88931 2.28969 1.67694 1.10836 0.64449

--- ---------------_._------------------------------------------------------------------------------------------._----

5_.bR9?;Q 4 .• R')4A 1.__.----0_.5-0 7 .A333~ 6.;55°67.
5.37876 5015825 4.88595 4.55374

4.0S?Kl 3.29?46 2.58390 1.Q400? 1,37573 OA_9~O_6~3__3 _
4.15453 3.68440 3.14593 2.55282 I.Y3496 1.34023

__________ ..Q...5JJ_ ~4645? 7.56806 6.68860 5.82988 4.99664 4.19485 3.43?17 2.71818 2.06480 1.48611
5.70350 5.51184 5.27782 4.99438 4.65443 4.25183 3.78308 3.25000 2.66374 2.04944

, - 0.70 q.~7598 8.45054 7.57742 6,70220 5,847AQ 5~QJB14 4.?jQf? 3.45930 2.?4A40 ?OQ?4Q
5.91537 5.74530 5.53974 5.29271 4.99787 4.64900 4.24072 3.77015 3.23923 2.65832

-----.---- -------

-----_.- . ----O.., • ..B....O__ LO --lB2_.15 9.27T~9 B.l?]?? 7.49447 A,AlliS) 5.76544 4.94175 4.14-9J5 3.39492 2.68818

6.04533 5.89196 5.70823 5.48909 5.22901 4.92225 4.56318 4.14732 3.67246 3.14118

__________ O..• .9.JO ._LO-'...9-l..3.5.2
6.11522

9....99]'18 9.08503 8.-'9865 7,-VJ71Q 6.44~)47 ;:;;.60128 4_.78521 4,.00106 3,2'1617

5.97514 5.80862 5.61136 5.37856 5.10509 4.78567 4.41537 3.99033 3.50931
-- ----- - ------------------------------------------------------------------------------------------------------------

_______________ ,1_00 11.56771 JQ.64~52 Q.72881 BaR/52? 7.93471 7.Q5GR? [,_.2Q~4q r.;.'7~6966 4.5(-;'-:503 ~.789~A

6.14082 6.01154 5.85891 5.67920 5.46825 5.22153 4.93418 4.60139 4.21R78 3.78334
-- ---- ----- -------------------------------------------------------------------------------_.~--

- ~ ------ - -- --- - - L•.1_0 L2..U...5..S!..B.l--.l---L.23182 1Q ,.3 -J 240 9. 4Q? 99 8.50534. 7 • G_? i 5 2
6.13355 6.01323 5.87203 5.70669 5.51356 5.28862

6.75408
5.02753

5.90639
4.72573

5.08234
4.37883

4.;~B710
3.98309

------------------------------------------------------------------------------
------------- :1.2j)----.12....•Ji.983s LL.•26Jj7 JO.84384 91'92964 9.02(10 8.13498 7,25368 6,39984 5.56194

6.10196 5.98920 5.85755 5.70414 5.52SQO 5.31888 5.07957 4.80358 4.48672
4.7L'946
4.12501

•
_____________ ~L.30 13 •...l.qQ17 12.25625 11."3?963 10.4114? G.5Q?Q7 8.6QFjR3 7.72::>17 6.854?5 tl.Qn~lA F;.17R66

6.05233 5.94600 5~82246 5.67915 5.51323 5.32143 5.10036 4.84609 4.55466 4.22213

.~-- L_ .• J~-.J)__ 13......6A.1.J.2_l.z....LOA.3J.

5.98944 5.88867
11.775/,/..210.Bl::'!381---9.-0..9A...1.l6 9.0':<:890 q.-L4.SU.f.i....-J..2T~64 6.41S28

5.•77211 5.637".2 '5.482.075.303.15 5.09755 4.86172 '••59196
•

"..•.,7727

4.28450



.- .,._._- ._--------------------
~.~ -_.

.------------_.
NU~BER OF SOURCES 0=26 ,.

----- ------

• •109876S432ALPHA
• •--- --- ---- ._---------------------------------------------------;--------• •

• •_____________ ,O_.-l-O~__ .L.65'94 1.05171 0.5017? 0.28488 0.1'9-33 0.03775 0.01026. p.OO?]? Q.QOQ4!+ a.DOOO?

1.74914 1.26458 0.77735 0.39031 0.15~4~ 0.05018 0.01311 0.00285 0.00052 0.00008

... . O"._2..D 3 •..5i2...3.5....--2...llL244? 0 ]99] ] . 42440

• 3.30637 2.90836 2.41828 1.86051
~lflll,~ O.S3153 0_.27177

1.29~91 0.78298 0.40557
Q.....J2..Q 22 Q.O 4.5 47 O. f) 1 465

0.17649 0.OP438 0.01983

- _0_. 3.J)__ ~5~.] 3S 16

4.37373
_4.._3..QlOl 3.5 ..0.6262,'752122.08259 1 •....:l.8...f!:.L3..-:L.QB386 O.SQ533 0.32222

4.06208 3.67054 3.19502 2.64324 2.04196 1.44099 0.90619 0.49587
_Q._L53.L:L
0.23204

'-;.57302 4.83?6Q 1.Q?6QJ 3.2')'1772.55106 1.9Q?3fj 1.3460( .. 0.882::\/+ Q.SZ7J9. • O._.~Q 6 •.....5.£t..!LU
5.10542 4.85155 4-.53508 4.14752 3.68380 3.14609 2.54917 1.92573 1.32743 0.R1511

------------- -----------------------------------------------------------------------------------------------

1
•

____________ ~_. Q •...5_Q_-l.7633~.__87641 6.0Q9l"J 5.]570,44.35524 :'i.S81S2 2.35535 2.18847
5.60528 5.39088 5.12681 4.80505 4.41826 3.96147 3.43495 2.84820

L.59469
2.22484

L.08899
1.60595

--------------------------------------------------------------------------------------------------------------

3.75572 3.02323 2.34581 1.736~5
,
j

_ . . ~ 0_ • .5_0 8.83657

5.94179
.7_.-9..36317.0510] 6.18679 5.3 .....)23 4~32..5J3.
5.75563 5.528QQ 5.25506 4.92685 4.53791 4.08380 3.56416 2.48627 2.36918

-_._-------------------------------------------------------------------------------------------------------~,--

.9...785°38.875;')67,078677.09787 6,?]',11 (').397504.58716 3.RI1CJ3 ~.Q788-4 2.39925<~ D._La .

-,
7

'"n

6.16119 5.99609 5.79717 5.55873 5.21'+60 4.93862 4.54509 4.09015 3.57360 3.00190

___ .__ . O_ •.B..O__ LO_ •.623..QJ__ 9..•..:z1215 8•80653
6.29558 6.14676 5.96904

7.9]430.

5.75764.
7.03804 6.~1JL~.~J5 4.54158 3.770~6 3.04241
5.50728 5.21239 4.86732 4.46718 4.00868 3.49215

-----_._ •.._-------------------------------------------------------------------------------------------------------------
___ . __~__ 0_ • .3....0 LL•.3.B.!t.aZ_LQ..A"-2399.54981 8.54889 7."76170 6.89097 6.03987 5•.2..L2..5.Q.

6.36766 6.23177 6.07073 5.88051 5.65654 5.39394 5.08749 4.73219
!.L.4-13Q3 3.65065
4.323t9 3.85950

--- _._.- .._------------- -------------------------------------------------------------------------------------------

._~.__ .__ •. LLO"O __ L2..Q654JL_LL.1385Q 10,22040 9.31264 8,41 t=,99 7.535F.9 6.671 39 5,B27~J 5,fl0824, 4.21883

5;39372 6.26834 6.12075 5.94748 5.74461 5.50782 5.23242 4.91368 4.54703 4.12879
---------------------------------------------------------------------------------------------------------------

• ________ L •. LO 12 •..6...9...1_4B.-LL.750qS] 0.82828 9.9:L5iLl
5.38573 6.26904 6.13252 5.97311

q • 0 t 2 53 8 .--l22B..6.
5.78-'/+1 5.57157

.L._2(+322 6.39146 7.55611 4.74666

5.32150 5.03276 4.70094 4.32197_ ... _ ..- _._-------------------------------------------------------------------------------------------------------------
_____ L •.2..0__ Ll.-.2 __4J75 L2..•...3.08J8 11.-38]73 10.45391 9.555<11 8.65935 7.77540

6.35249 6.24313 5.11584 5.96796 5.79648 5.59794 5.36880
6..•.3..0 9 ~ J 6.06121 5 !J.~?_J_5_8~9~ _
5.10493 4.80222 4.45553

•
_________________________I~L.~3~O~__~1~~~_L~.91712 11.88764 10.95598 10.053,4 9,15112 8.26128 7.38578 6.r,?73~ 5.n8915

6.30055 6.19743 6.07798 5.93982 5.7B026 5.59627 5.38460 5.14158 4.86334 4.54600

"

_______ L.:iO ]~_.22?57 13.28404 ]2.15186 1'l.4269? JQ • ...5...UL39 9.f0341 3.70780 .7.8?SlB 6.q5,~]q .p.1Q9lL.7 ~ ,__.

6.23487 6.13715 6.02444 5.89456 5.74518 5.57350 5.37569 5.15129 4.89384 4.60057
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NUM8ER OF SOURCES Q=27
----------1------------------------------------------- _

---_._------------------------,:---------------------------------------------

---1----

ALPHA
• •

• •

1 2 3 4 5 6 7 8 9 10

•
• •

_______________ -lL0,._10 • •1.73535 1.12327 0.64691 0.32136 0.13412 0.04636 0.01326 0.00316 0.00063 0.00011
1.83464 1.34912 0.85124 0.44298 0.18552 0.06244 0.01716 0.00393 0.00076 0.00013

•__ ___ 0.•_3_0 5.•_3_6J.~~_1.•_5?178 3 •.LLaZ.9.
4.55621 4.25165 3.86906

2-.95322 2.26807
3.40300 2.85817

_1.....648831.1222L-Q..70276 0.39724
2.25619 1.64073 1.07401 0.61821-

___ ~ . ._. fL.2..Q

•

_3_'.li..Lli5_2.' 89593 2,)8186 1•55..QJ~
3.45034 3;05889 2.57461 2.01737

1.02092
1.43598

0.61..QQ.L
0.90342

0.32470
0.48962

0015058
0.22465

0.06013
0.08684

0.02056
0.02843

9.'-'_.2.8.9.2 _
0.30710

---.---------- ----------------------------------------------------------------~-----_. -- _._-
_______________ -U0.~O 6.82232 5.95°51 5.1°379 4.28847 ~.,1?6Q 2.76634 2ft]??]] 1.53446 J.03R4J 0.64653

5.31402 5.06666 4.75886 4.38198 3.92999 3.40286 2.81126 2.18194 1.56046 1.00559

-'

. 0_.3-0 8 ._O....9..:l1l5-L.._2-0...2..fL5-----.fL•....J..3St37 5. __i1..3.J Q 4 4. ~ (,6 [)0 7
5.83150 5.62301 5.36677 5.05502 4.68028

_3_.87426 3._1.32.20.
4.23685 3.72314

2...._4..A-4.5..5......-1 .•8 ?409 ) ._2.a5_1_2 _
3014522 2.'52129 1.88575

-- .. ------------------------------------------------------------------------------------

~

..
"

_________________ 0.__-5.0 9.2,J)..aal-8...._3JL5JLL-Ld..1605 6.5tl5Q6 7.59589
6~17990 5.99895 5.77930 5.51439 5.19737

~•.I>L~
4.82168

4.08378 3.~3469 2.63577
4.38214 3.87681 3.30978

1.99874
2.69508

~ 0.70 lO.1942~ 9.28133 8.38069 7.49477 6.62649 5.77957 4.95357 4.16925 3.4189' 2.71661
? 6.40684 6.24645 6.05380 5.82344 5.54947 5.22579 4.84655 4.40719 3.90592 3.34618
, -.-.---------------------c:----------------------------------------------------------------------

- O.•...3.-0__ LL •...Q7_Ll.5_LO_._L5..L3 J 9.2420.2....-8- •..3....4'22 .7.4632) 6.5.2..895 5 .•75594 1\ .-9.3..8..1..~.•1 5298
6.54566 6.40114 6.22908 6.02497 5.78376 5.50009 5.16836 4.78348 4.34137

" -.__ . 0.•_9_0__ U .•.a55..3.3-1.D_•.9.3J...L.3-Ul..Jll.519 90.1.1009 8.2.1777 7•.:lA..0505.AaL39.__ ~.~394 4.632 $9
6.61991 6.48797 6.33211 6.14850 5.93283 5.68043 5.38526 5.04528 4.65290

3..,40570

3.84071

~~_O5 30~~2 _

4.20574

••--- ,L •• Cl.O. •L2....56333 LL.p33fi3 10.71259 9.80100 8'.90067 8.01'349 7.14200 6.28916 5.45859 4.65503

6.64648 6.52476 6.38193 6.21471 6.01940 5.79190 5.52175 5.22230 4.87093 4.46959
._"... --- ----- --_._---------------------------------------------------_-.:.-

••-- ------- I_._1.0__ L3_.2.0.3..3..3.-L2.•.2.7030 LL.34475
6.63779 6.52452 6.39240

_Ut.42788 9.52106 8._Q.2...Q.Q67.74~84 5•..aa.0035.03456 5~2~5~2~ _
6.23856 6.05978 5.85247 5.61274 5.33628 5.01873 4.65593

•
6 .56473 5._-_(2_8=0~6~ _..---...------..--..----- __ L._2.0__ 1.3_.J..as..2L..L2.•.B~2.9_LL..92.QJ9 I O.99697 Hh.Q.li693 9. I8540 B.2.9.644 7•...1.2..l.2J.

6.60289 6.49674 6.37356 6.23083 6.06575 5.87506 5.65541 5.40289 5.11344 4.78309
•

________________ ~1~,•.3.0_
•

lA...316S0 1).3783112.44519 11.S?13? 10.601\85 9.69803 9.80263 7.92016 7.05340 6.2049]

6.54855 6.44857 6.33298 6.19961 6.04599 5.86929 5.66546 5.43383 5.16797 4.86500
.- --- -------------------------------------------------------------~~---------------

-.--.----. L._~_O_.__ 1!l-_.A.O-'1:.-1..O-L3_~...5._L2.. Q?S"15 12.._QJLQ.1..tL..LL._Q8QS9 10. 16930----3.. .•269 4,3 8. 37939 7.S0472

6.48016 6.38531 6.27621 6.15085 6.0070i 5.84215 5.65348 5~43776 5.19193
j

.6... 64 6'4 5
4.91214
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7.3 A CASE STUDY
Given:
Two basic traffic trunk group each is loaded with

On the basis of economic considerations the number of- traffic A=3.5 Erl from,finite number of sources q=2l.

servers Nl= 7 is provided in each basic traffic trunk
group. A loss of 8=.75% for example, is permitted for

. ,

the traffic in each direction. Tr,affic overflow from
basic trunk groups is 'fed to a overflow trunk group. All

~'
Nservers

Ne
===SSll'vers

with fu11 av ailab11itY •

'i
:)

are operate,d
A

~

t ~
R:V R:V
~

•
Overflow
traffic

trunk group s
A

Offered load r
2 basic-traffi&---
t':i"fuik
gfoups

i
.i .,,-,

Overflow
trunk
group•
lost traffic

Iisefvers

a) Given arrangement b) Equivalent
arrangement

• •

Fig.7.l Application of the table

"
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,
To find :

The number N2' s'ervers in the overflow trunk group' Fig.7.1)
• •

Solution

In accordance with the permitted loss B=.75% of the

total offered load of 2A = 7Etl, altogether R2= B.2A =.0525

Enl may be lost. As per the formul ae derived in section

Now (21 + .02625) according to eqn. 5.52.

Or .1664 + .16640(,.= eX.

Or oV = .1664
.833

•

For q;:21 , oV(ALPHA) = .2 and Nl=7 the overflow tables

in 5ec.7.2 give for each traffic direction an overflow

• traffic with the characteristics R= .08 E1'1 (top number)

and v= .11 (bottom number).

Hence a composite tr~ffic with the characteristics

R$ = 2. '08 EirJ1= .16 Brl and Vs = 2.-" 11 =.22

is offered to the overflow trunk group. A reading from

the table shows that the same tharacteristics result

as for the composite traffic offered to the overflow

trunk group can be obtained if •. = 22, ol::-=.l and'e e

•

Ne= 4 servers. .The number N2 of servers of the overflow _ .

•
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I

t

'orunkgroup must now be calculated
• •

so that for q =22,e

• oG- = .1 and N* = Ne.+ N2 servers there is an overflow
e •

traffic with the traffic intensity R2 = .0525.

Fo::,' the values R2 = .0525 Et1, q = 22, (J(J=.1 the workinge e

t able gives N* = 5 servers,. The numoer N2 of servers is

::;:

• •

•

,

•

•

.
Ne = 5.4 = 1 must be provided •
,

-
•
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8.1 GENERALREMARKS

• •In this ~hesis exact and approximate methods have. .

•been used in the case of sin~le primary group to find
• overflow traffic values.

,
The two way of finding over-

-- ~-.

..

•

•

•

flow parameters agree to each other to a considerable

'extent giving almost identical results. Approximate method

(ERT method) for several primary groups has been employed

to evaluate overflow traffic values. Simulation results

with selected dimenSion' also supports the results obtained.

8.2 OBSERVATIONS

In chapter 5 exact met-hod for calculating single

group overflow traffic has been discussed. The equations
,

derived are complex and require much computing effort for

solution. Overflow parameters in that case could be found

only by means of digital computers; they are shown graphl.-

cally in Sec. 7.1.

In 'figures 7.1 and 7.2 the variation of Variance

-
•

95
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,
•

Fig. 7.3 indicates the change of mean values with

the change of.tl1e calling rate cU. Rl increases almost
•

linearly in the lower V'lllue of 06, while it does not change

• appreciably in the wider range of •
,

• Fig. 7.4 shows mean values which have increased with

..

•

the decrease of primary trunk s (n 1)'

Fig. 7.5 shows several plot of RI vs q (number of

sources). For a particular calling rate and primary trunks

the mean value increases almost linearly with the increase

of sources. The dotted lines in this figure ihdicates the

same plot with approximate method.

Fig. 7.6 shows the variation of Vl with the change

of the calling rate 00. For a set of sources and primary

trunks VI rise,s to a peak' value at a particular value of

06 and then it starts decreasing with the increase of'~
•

The variance is zero at the lower range of 0<-. The dotted

lines in this plot also show,the same curves with approxi~

mate ,method.

Each of the figures 7.7 and 7.8 shows two curves.

One of these in each case has been obtained from simula~

tion run while the other curves are from exact cal.culatioh

method s •

•

•
-

•
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Further, a table has been prepared in Sec. 7.2

• •using exact £ormulae. With the help of this table over-
• •flow traffic parameters for several groups can be evaluated •

,

8.3 .EFFECT OF INCREASE NUMBEROF SOURCES\

•

variance is more in this case. From curves (a) and (b)

of figure 7.2 it is observed that as the number of sources

are increased for the same Dumber of primary trunks th,e,

curve has a shift u~ward which agrees with the charact,ris-

tics of pure chance traffic from infinite/number of sour$es.

8.4 EFFECT OF INCREASING PRIMARY TRUNKS

As the number of primary trunks.is increased
il1

variance increases, but Rl decreases. So Vl/Rl (:':;creases.
,

• This can be checked with the help of figures 7.1 to 7.4.

When q=50, o<J = 1, n 1 = 10

and when q=50, QV=l, n 1= 25,

•

•

So, Vl/Rl increases as n1 increases •

-
' .

•
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8.5 EF$ECT OF CALLING RATEON VARIANCE

Fig. 7.(, .hows that, the approximate formula yields
•values of high accurany.in finding variance for calling

•

• rates upto about o{= I • This range of calling rate

traffic.

• •

comprises practically all cases occuring in telephone
•

Zero VI for small b6 also indicates less traffic

offered to the system.

8.6 APPROXIMATEMETHOD

Approximate method (ERT method) for several primary

groups (Sec. 5.3) is different from Wilkinson's ERT

method (Sec.4.4) in some respect. Unlike Wilkinson's
•

method the sources are considered finite and the call-

ing rate is used instead of offered traffic. The table

prepared in Sec. 7.2 is simple in representatJon and

handy for design purpose. The use of this table has

~'

• been discussed in the example in Sec. 7.3.

8.7 SIMULATIONRESULTS

Simulation gives practically useful results but

it costs immense programming efforts', and computer time.,
Inspite of this, simulation technique is very ofteUll ,used

to assess the performance of a definite network struc-

• tine before the actual design. In this worksimula -

•

tion re suI ts support the accuracy of the approximate

•

•
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•
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• •
•

and exact calcul ation ligures. However, this simul ation

• results should be accompanied by confidence inte,rval .

calculations. Even in the absence of confidence interval
•
the results are considerably in agreement with the results

calculated. Further work on simulation run will be useful.

8.8 CONCLUSION

Overflow tabies are available for the case of infinite

sources. For infinite sources these tables yield,' overflow

traffic Values which differ a lot from the tables those

have been prepared in the case of finite sources (Sec.7.2).

Both the approximate methods ,- one for sil}gle group and

the other for several groups can be used widely for design

purpose. Exact method for single group though lengthy 1s
• easily solveableby digital computers. Simulation technique

on different network structures with limited number of

sources can be performed to find better and simple

approximite formulae •

...
•

•
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