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Abstract

Problems arise in joint cost allocation in many practical cases when people decide to

work together. Application of a suitable cost allocation method may solve the problem

and save cost of every participant, In this study, a relevant cost allocation method is

formulated, considering system loss and budgetary constraints of the participants.

The model has been simulated using randomly generated numbers in order to test for

workability of the proposed fonnula Indeed, number of already established methods are

in practice to accommodate similar scenario. The model developed by the author may be

considered to be an enhancement of all the previous established ones.

n

I'••,



Candidate's Declaration

It is hereby declared by the undersigned that the work presented in the thesis titled

"Study of Cost Allocation Methods and Their Applications" submitted in partial

ful/illment of the requirement for the degree of Philosophy in Mathematics, in the

Department of Mathematics, Bangladesh University of Engineering and Technology,

Dhaka is an authentic record of work of the undersigned.

The matter presented in this thesis has never been submitted by the undersigned as

partial or complete fulfillment of requirement for awarding any other degree in this or

any other university.

Date: October 19,2004

\'11

(Anindita Paul)

,
••



Acknowledgement

Gratitute to Almighty God is what fills the heart of the author of this thesis paper as she

attempts to express her gratefullness to all those persons who did directly or indirectly

extend their hands of support, guidence, and appreciation while the research work was

being carried out,

Mr. A K Hazra, Associate Professor, Department of Mathematics, BOOT, had always

been there beside the author right from the beginning and his guidence played a vital

role in completion of the reasearch work. Mention of the co-sepervisor, Professor Syed

Sabbir Ahmed, Professor, Department of Mathematics, Jahangirnagar University, must

be made alongside the name of Mr. Hazra as he played no mean role in supporting the

author throughout,

As Mr, Hazra unfortunately fell sick during the last phase of the job, the role of

supervisor had been taken over by Dr Md Abdul Hakim Khan, Associate Professor,

Department of Mathematics, BUET, and the author has no hesitation in expressing her

deep gratitute to her new supervisor tor canying out the supervisory job with similar

sence of affection and appreciation to the author.

All the teachers at the Department of Mathematics, BUET, fellow collei:,'ues, friends,

and students had always been the source of inspiration for the author, The teachers of

BUET, who taught the author when she had been undergoing coursework during her

M.Pbi!. studies demand appreciation for imparting true knowledge that helped her

perform the research in the appropriate and successful manner. Special thanks are

extended towards author of East West University, where the author is employed as a

Senior Lecturer at the Department of Mathematics and Physics, as they offered their

fullest cooperation to the author during the course of research undertaken by her.

viii

•



Last but not the least is the gratefulness of the author toward the members of her family

without whose constant inspiration and motivation, this report would probably not see

the light of accomplishment.

',' ""



List of Figures

2.1,1 Maximizing the minimum of two lines

4.2 1 Line Diagram of Example 4 1,1

4.22 Line Diagram of Example 4.1,2

4,2.3 LineDiagramofExample4.13.a

4,2.4 Line Diagram of Example 4.1.3.b

Page

11

29
30
30
31



List of Tables

Page

4, l.l Example on Case I 27

4 1.2 Example on Case II 27

41.3 a When dj > 0 for allj = 1, 2,. . .,p and dk =0 fork=p+ 1,

p+2,. ..,n 28

4,1.3,b When dj > 0 for all, = 1, 2" ... ,f! and dk < 0 for k=p+ 1,

p+2, .__,n 28



Chapter J Introduction

1.1 Background
Tn the U.S,A., a problem arose among the authorities of navigation, irrigation, and

electricity developers as they attempted to work simultaneously in the river of

Tennessee. Although the authorities decided to work together, they still failed to

formulate proper cost distribution Ultimately in 1930, the engineers and economists of

the "The Tennessee Valley Authority" [7, 10, 13] developed a method which was based

on cost distribution among them depending on the weight of work of different

authorities

Similar problem prevails in every society whenever people tend to work together.

Mathematicians have shown interest in the subject considering practical implications of

it. The author has found the issne to be a household one and therefore has taken an

attempt to add to existing literature on the issue.

1.2 Statement of the Problem

Group of people, authorities, countries often work simultaneously keeping in mind their

individual interests In most cases, interests of individuals clash with each other, and

therefore the jobs that are supposed to be carried out in a synchronized manner clearly

do not get together and result in failure, Prime conflict of interest actually arises out of

problem related to cost allocation, Every individual participant can withstand a certain

amount of system loss. Considering these factors, cost sharing among the individuals

becomes bottleneck.

Mathematicians tasted the I.Irge of solving similar problems and the theoretical

approaches addressing the case dates back to the days of Tennessee River Valley

conflict of 1930 referred earlier. Attempts have been made to present everyone with

,
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win-win situation, or at least minimum loss situation, Game Theory thus came into the

picture and different strategies evolved. However, none of the models could really

satisfy every individual, who is henceforth referred to as "player" or "participant"

Every player usually sets his own priority and tries to hit the jackpot. Such

individualistic ideologies never get along with the approach or "optimization" that are

developed by mathematicians with a .view to satisty all or at least minimize

dissatisfaction of everyone.

The author has gone through the details of the earlier works in line and has drawn

priority on two constraints- individual budget and affordable system loss, Then the

mathematical translation of the problem really stood at optimizing the scenario Game

Theory played the key role in setting the tune of the problem and solution, Indeed, in

order to testity the workability of the model, simulation has been performed.

1.3 Objective and Goals

It has already been mentioned that the study revolves around generation of new model

that addresses joint cost allocation problem, However, fulfillment of the following

specific objectives would take the study toward ultimate goal of formulation of a

proposed cost allocation method,

(i) Detail study of existing cost allocation methods

(n) Assumption and study of constraints / hindrances influencing selection and

formulation of any cost allocation method

(iii) Development of a new cost allocation model with a view to minimize individual

cost through optimizing constraints specifically identified as system loss and

budget

(iv) Simulation of the developed model using random data,

,



1.4 Limitationofthe Study
The aim of the study is to develop a mathematical model based on analytical approach.

Simulation is attempted on the model to test its workability, It has been tried to apply the

concept in real life situation as well, But, due to unavailability of such actual data, any

practical application remains to be done.



Chapter 2 Literature Review

2.1 n-person Game, Cost Game, and Their Properties

2.1.1 Different Types of Game
The concept of game theory is developed for solving the practical life problem. In real

life there are conflicts between peoples, or groups of people, such as political parties,

government, business, etc, When the social problems are expressed in mathematical

problems, these are called game The participants in a game are called the players.

Players may be a single person, or a group of people, or a country, etc. In a game, Ihere

must be at least two players, A game with two players is called the two-person game If

the number of players in a game is more than two, then it is called n-person game. In n-

person game, the players are labeled as 1, 2, 3, . ""' n.

The Game Theory consists of ways of analyzing these types of game. See [2].

2.1.2 Properties of n-person Game

The coalition of an II-person game can be formed by one or more than one players. {2,

5},(n}.{1,2,3j,{1,2,3 •...... , II} are some coalition of an n-person game, The

numbers of possible coalition in an n-person game are 2n" The coalition that consists of

all the players in a game is usually written as N and all other coalitions are written as S.

Always any coalition S is a subset of the coalition N

Example 2.1.1 (Oil Market Game)

(This problem will be referred to for clarification of every property of II-person game in

the later parts)

•
•



Country I has oil which it can use to run its transport system at a profit of "a" per barreL

Country 2 wants to buy the oil to use in its manufacturing industry, where it gives a

profit of"b" barrel, while Country 3 wants it for food manufacturing where the profit is

"c"perbarrel; a<b~c. See [13].

Example 2.1.1.a Find the number of players and state all the possible

coalition of the Oil Market Game (Example 2.1.1).

There are 3 players in the game, namely, country I, country 2 and country 3

All possible coalitions of the game are stated below

{I}, {2}, {3}, {1,2},

{2,3}, {1,3}, {1,2,3}, 'f'.

The characteristic function, v(S), of an n-person game assigns to each subset 8 of the

players the maximum values that the coalition S can b'Uarantee itself by coordinating the

strategies of its members, no matter what the other players do.

It is standard that the characteristic value of an empty coalition is 0; that is, v(8) = 0

when 8='1'.

Example 2.1.1.b Find the characteristic function for the Oil Market

Game (Example 2.1.1).

The Characteristic function for the game is stated below.

t'('I') = 0, by definition.

v(l) = a, because if 2 and 3 fonn a coalition against I, they cannot

force him to sell the oil so it is worth "a" to him.

,



v(2) ==v(3) '" v(2,3) ==0,

1'(1,2) '" b,

v{1,3) '" '1'(\,2,3) == c,

because any coalition of buyers cannot make the seller sell
-',

them the oiL

because I and 2 can use the oil at a profit of"b" per barrel

(l sells it to 2), and so 3 would have to pay at least "b" to

get it,

since 1 and 3 can use I 's oil at a profit of c per barrel.

If X S and YN-S are the strategies available to the players in Sand N - S, respectively,

thenv(S)== max min ~ ei(x,y) wheree,(x,y) isthepayolftoplayeri
XEXS YEYN_S IES

if X andy are strategies played by the players,

A game is called super additive iffor disjoint coalitions S and T,

v(S u T) ?: v(S)+v(T),

In some games, for all subsets S and T of N,

v(SuT) ==v(S)+v(T), if SnT == '1'. 2,1, I

These games, where v is additive, i.e" satisfies 2.1 I, are called inessential game and

imply trivially that
,

yeN) ==L v({i})
I~L

The game that is not inessential is called essentiaL

There are two important and interrelated questions when analyzing II-person games, So

far it has discussed what coalitions are likely to form, or rather given a measure to the

strellb>thsofthe possible coalitions. The second question is, When a coalition does form,

how does it share its reward between the individual members of the coalition1 It is

assumed that the important part of an II-person game is the pre-play negotiations, where

coalitions form and the rewards from the game (which can be calculated) shared out,

Obviously the distribution of the rewards affected the formation of the coalition because



some players might offer a large reward to another player to join a panicular favorable

coalition. Each individual would tend to join the coalition that offered and could

guarantee him most. The second question, which is mentioned previously, How are the

rewards shared out between the individual players? The "reasonable" share outs of the

rewards are called imputations.

An imputation in an n-person game with characteristic function v is a vector

x==lxj,x2". ",Xn) satisfies'

(i) "LX, =1'(N),
i == I I

(ii) Xi "'- 1'(1) for i == I, 2, 3, .. .. " n,

where XI is the i-th player's reward. Here l'(N) is the most the players can get out the

game when they all work together,

The set of all imputations in a game is usually denoted by E(v). In an inessential game,

there is only one imputation, but for essential games there are lots,

Example 2,I.1.c Find the set of imputations in the Oil Market Game

(Example 2.1.1).

In the Oil Market Game the set of all imputations is stated below,

E(v) " {(x"x"x,): x, ~ a,x, ~ O,X, ~ o,x] + x, + Xj == c} 2, j ,2

If x and y be two imputations, then x dominatesy over S (denoted by x >- y), if

Xi> Yi' for all i EO S ,(i)

(n) L x.5:v(S),
i EO S I

Xis said to dominate y (x >- y) ifx dominates y for some coalition S.



The core of a game v, denoted by C(v), is the set of imputations, which are not

dominated for any coalition,

Theorem 2.1.1
The core of a game v is the set of imputations, which are not dominated for any

coalition. That is, x is in the core if and only if

(i)

(ii)

"i:]xi=v(N),
I x.~,,(S),forall SeN,. ,

IE S

2, I .3

2, 14

Lemma 2.1.1
If v is the characteristic function of an essential constant-sum game, then Cry) = ip,

Example 2.1.1.d Find the core for the Oil Market Game (Example

2.U).

If x = (x"x"x,) is in the core then 2.1,3 requires x, + x, +x, = C, whereas 2 14 gives

the following inequalities:

x,<:a

x,<:O

x,<:O

x,+x,<:b

x,+x,<:O

x, +x,<:C

(S=(il);

(S = (2]);

(S=PI);

(S={1,21);

(S={2,JI),

(S={1,3}).

,



Now, x,+x,2:C, x22:0 and x,+x,+x,=c imply x,=O, x,+x,=c and

substituting this into x, +x, 2:b gives x, 2:b Thus, core for the game is

C(1') == {(x,O,c-x)' b s; x s; eJ

One of the more recent ideas put forward as a solution to an II-person game is that of the

nucleolus introduced by Schmeidler [11]' It has two very useful properties,

(a) every game has one and only one nucleolus, and

(b) if the core exists, the nucleolus is part of it,

Nucleolus is based on the idea of making the most unhappy coalition under it happier

than the most unhappy coalition under any other imputation. For any imputation x and

any coalition S, let x(S) = r x . Then each coalition looks at v(S) - x(S) and the
. S',~

larger this number the more unhappy the coalition is with that imputation It is the

difference between what they could get by themselves and what they actually gel.

Define O(x) to be the 2" values I'(S)- x(S) for all coalitions S (including N and rp)

written in decreasing numerical order That is, if two imputations x and y are compared

by looking at the coalition which is the unhappiest under each and calculating

v(S)-x(.'o'), v(.'o")- y(.'o") for these two coalitions, the smallest value is the better

imputation. If these numbers are the same, look at the pair of second most unhappy

coalitions and compare these and so on. So, if O(x) = (O(X)] , O(x)2'''' ...,O(x)2/1 J

..,B(y) ), then O(x) and O(y) are called ordering
2
11

)

lexicographically, denoted by O(x) <O(y),

if O(x)] < 0(Y)1'

or if 8(x)k ==8(Y)k fork= t, 2, 3,. ... , i-I and 8(x)i <8(Y)i'



The nucleolus, N(v), is the smallest imputation under the ordering defined by

N(l') == {r EO E(l'>I0(.~)< 8(y) for ally E E(v)}.

Example 2.1.1.e Find the nucleolus for the Oil Market Game

(Example 2.1.1).

The imputation is stated in 2,1,2, A typical imputation for the game is

(a+xl'x"c-a-x,-x,); x, e-:O, x, e-:O, x, +x, $c-a 2.1,5

For 2,1.5, calculating v(S) - x(S) for all coalitions S:

1'(1)- x(l) = a - (a +x,) = -x, '
v(2)-x(2) =O-x, = -x"

v(3)-x(3) =O-(c -a-x, -x,)= XL +X, -c+a;

1'(1,2) - x(1.2) = h -(a + x, + x,) = h -a- x, - x,;
v(2,3)-x(2.3) == O-(c -a- x,)= XL -c +a;

1'(1,3) - x(1,3)= c - (c - x,) == x,;

1'(1.2,3)- x(1,2,3) = c - c = 0;

1'(\9)-x(\9) = 0

2.1,6

Since XL e-:0, x, e-:° and XL +X, $ c - a, the only entries in 2, J ,6 which can be positive

are x, and b-a-x, -x" Obviously, to make these as low as possible it must take

x, =0 and x, >b-a If x, =0, the entries in 21.6 become -x" 0, x,-c+a,

b - a- x,, x, -c +a, 0, 0, 0. In the values that vary with x" b - a - x, > -x, so that the

largest element is either b - a - x, or XL -c +a, As functions of x, these look like the

figure 2.1 L



h-a-x]

•
Figure 2,1.1- Maximizing the minimum of two lines

This givesare the small value, i. e., h-a-x, ==x,-c+a

To make the largest of these as small as possible, X, is chosen so that the two functions

c+b
x, ==-2--a, and

suhstituting this and x, ,,0 into 2.1,5 gives (c; b ,0,c; b), This is the nucleolus and

e )" h" .. [0000 h-c h-c h-c C+bJ(x ,ort lSlmputaUonIS '" ,--,--,--,"---222 2

Shapley [11], looked at what each player could reasonably expect to get before the game

has begun, He put forward three axioms, which he felt 8.(v), player i's expectation in a,
game with characteristic fimction v, should satisfy,

Axiom 2,1 ,a: O,(V) is independent of the labeling of the players. If " is a,
permutation of I, 2, 3, ".,11 and xV is the characteristic function

of the game, with the players numbers permuted by 11, then

Axiom 2 1 b: The sum of the expectations should equal the maximum available

"from the game, so i ::1'P;<v) == v(N).

"



Axiom 2,1 ,c: If u and v are characteristic functions of two games, U + v is the

characteristic function of the game of playing both the games

together 'I' shOldd satisfy 1fI. (11+v) = 'I' (u)+ 1fI, (v) ,, , ,

2.!. 7

Given these assumptions, Shapley proved the following theorem.

Theorem 2.1.2

There is only one function, which satisfies all the three axioms (axiom 2 J,2.a to 2 1.2 c)

namely:

'I',(v)= L (#S-l)!(n-iiS)!(v(S)_v(S_{ij))
/ S:iES n!

where the summation is over all coalitions S which contain player i and #8 is the number

of the players in coalition S. '1'/(v) is called the Shapley value.

Example 2.1.1.f Find the Shapley values for the Oil Market Game

(Example 2.Ll).

To find '1'1(1') sum over the coalitions S = {l), {J, 2), {I, 3} and {I, 2, 3}, and

substituting into 2.1 ,7 gives:

_ 012!( 0) J!l!(b 0) J!J!(. 0) 2!0!(. 0)--,,~ +- - +-,- +-,-
3! 3! 3! 3!

, " b=-+-+-236

To find 0'2 (v) sum over the coalitions S = {2}, {I, 2}, {2, 3} and (I, 2, 3}, and

substituting into 2.1,7 gives:



11',(1') _ 0!2!(0 0) 1!J!(b ) III!(0 0) 2101( )__ - +- -H- - +- c-c
3! 3' 3! 3'

b "= 6 6

To find 11'3(1') sum over the coalitions S= (3J, {I, 3}, {2,3} and {I, 2, 3J, and

substituting into 2,1.7 gives:

_ 012'(0 0) JIll ( ) 1111(0 0) 2101( b)__ - +- c-a +- - +- ,-
3! 3! 3! 3!

cab=-----
263

2.1.3 CostGameand It's Properties
When the participants or players work together then cost alioeation is important and a

cost allocation problem is called a cost game, In a cost game, characteristic function is

called cost function, So, the cost function C(S) assigns to any coalition S the minimal

cost which should be invOlved if the individuals in S should work together in order to

serve their own purposes Obviously in a cost game the cost function is always

subadditive; that is, C(S,US,)~C(S,)+C(S,) where S,cN, S,cN and

S,nS, ='1',

A cost allocation method on A, is a map M :A" --+ R", For each cost function C E A"

the cost vector is Vee) = (~(C)Y, (C),.,. ..,Y~(C»),where v: (C) represents the i-th

player's charge in this method, For a cost aUocation method the desirable properties are

(i) efficiency,

(ii) individually rational,

(iii) stable,

(iv) dummy player property,



(v) anonymity property, and

(vi) aggregate monotonic. See [I]'

Though all these properties are desirable, but there is no any cost allocation method that

satisfies all these stated properties

A map M ,An --+ R" is called efficient cost allocation method if for each C E A"

2: V (C):£ C(N) ,
. ,
"N

A map M: A, --+ R" is called individually rational cost allocation method if for each

"A vector y is in the core if and only if (i) 2: y, = C(N) and Oi),
I = I

2: y,:;:;C(S)for. ,
IE S

all SeN and S 7crp_A map M: An --+ R" is called stable cost allocation ,?ethod if

V(C) 7cCore(C) for each C E A, with Core(C) 7c\'"

A map M ' An --+ Rn is called to possess a dummy player property if for all C E An and

i EN, V;(C) = C({i}), for which C(S v{i))- C(S) = C((i}) for an SeN - Ii)

A map M :An --+ R" is called to possess an anonymity property iffor each C E A" and

each permutation 0: N --+ N with Be E A", VW,)(Oc)= V,(C) for all i EN, where 0c is

the cost function given by (0" XOS)= C(S) for all SeN.



A map M: A. ---j. R. is called an aggregate monotonic cost allocation method if for

each C1,C2 E A., with CI(S)" C2(S) for all S ~ Nand O(N) ~ C2(N) then

V~(C1)~f';(C2)for all ieN,

Many other properties are possessed by the different cost allocation methods. Note that

for many cost allocation methods cost functions C E C,,' its core is empty, Further for

any cost allocation method on the set of cost functions with a non empty core, stability

implies efficiency as well as individual rationality, See [4].

2.2 Existing Cost AllocationMethods
The cost allocation problem is comparable with the problem in social choice theory to

find a suitable welfare function or social choice rule It is also comparable with the

problem of choosing a suitable statistical test in statistics. In specific cost allocation

situations, persons involved or arlJitratorshave to decide which method is most suitable

for their purposes, They have to put priorities on the list of desirable properties for the

cost allocation method, If one wants a method with too many properties, then

impossibilities arise just as in social choice theory See [3, 15J

There are some established cost allocation methods, which are described below.

2,2.1 The Egalitarian Method
In the egalitarian method E(C) , See [15], the total cost C(N) is equally distributed

among all the participants, So, the weight of all the participants is equal, that is, I.

Therefore, this method is defined by

£(C) = C(N} for all C(N) E C
h
.

"

This method is efficient, aggregate monotonic and possesses anonymity property

-



2.2.2 Shapley Cost Allocation Method

Tnan n-person game, for any cost function C(N) E l.,., the i-th player's cost is C({i}).

The marginal cost of the i-th participant is defined by m, = C(N) - C(N -Ii}) for all

i EN. This means that the marginal cost of the i-th participant is the cost that increases

the cost if player i joins the coalition N - {i}. Consider that the marginal cost is

M = {m"m2, ••••• ,m,,}. This method is only for that cost functions where the sum of the

marginal costs of the participants is less than that when all the participants (u<. when

number of participants is /I) work together, The smallest marginal cost is defined by

m, =minC,(S) for all iEN.
S,",S

And for all subadditive cost function C and for all i EN,

m, == min C (S):;; C({i})-C(~)=C({i})
s,"'s '

Let the cost function C E An and each permutation (): N ----Jo N with I1c E A". With

respect to 0, the participants form the coalition N by entering one by one in the order

611,612, . "', On. So, the marginal cost m" of the participant 0 i is

ma! =C(I1I,02, ......• m)-C(0l,02, , 0(i-1))

The Shapley cost allocation method ~, see [14], is defined by

L:M
F-"--

"
where M =(m".n1B, ,m,,,) and the sum is taken over all permutations 0 on N,

There exists various axiomatic characterizations of the Shapley method, The most well-

kno\Vll characterization is due to Shapley [12] himself and is as follows:

A cost allocation method M: An ----Jo 11" is efficient, anonymous, additive and possesses

the dummy player property ifand only ifM = '1',

,.



Driessen [5] proved that for some special cases Shapley method possesses weak dummy

player property and equal individuality property.

Young [17] showed that Shapley method is efficient, anonymous and strongly

monotonic if and only ifM = rp.

2.2.3 Cost Allocation Method depending on minimizing the

maximum unhappiness
Pioneering in this field was Schrneidler [1J] with his paper in which he introduced the

game theoretical concept nucleolus. Later many other authors [15] modified the ideas of

Schmeidler and introduced related concepts

For the cost function C EA", the set of imputation I(C) those are efficient and

individually rational, I(C) is defined by

I(C) = {Y ER";~y. = C(N) andy, :'> C({i}) for all iEN},

which is given in [1].

Given a cost function C EA, such that I(C) l' 'fI, the key idea is to look for a function

11:S x I(C) ~ R", where S c::N and where for a coalition S and for an imputation

y E I(C) the unhappiness, of the coalition S with respect to the cost allocation y, is

represented by a number II(S,y). So, the main target is to minimize the maxImum

unhappiness. Thus any cost allocation YJE I(C) is better than the cost allocation

y, E I(C) if

max{u(S, y,)}< max (1I(S'Y2)} for S c::N .



For any Il'Sxl(C)-JoR" and YEI(C), let 8(u,y) be the vector in R" whose

coordinates are the numbers 11arranged in non-increasing order. For given C and u. cost

allocation y, EI(C)is better than the cost allocation y, EI(C) if O(II,y,) is smaller

than 8(II,y,), i.e., B(II,y,)S;B(II,y,). So, the /I-nucleolus of the cosl function is defined,
by the set

The nucleolus of the cost function C is obtained when

II(S,y) '" L), -C(S) for S l' 'I'
,"8

"d
11('1' ,y) '" 0

Another term, normalized nucleolus, (introduced by Grotte), is the unhappiness function

defined by

,,'
II(S,y) =

LY, -C(S)
,c., for S l' 'I'

lSI

11('1',y)=O,

The disruption nucleoli, are studied by Gately [6], Littlechild and Vaidya [8]' and

Charmes, Rousseau and Seiford [4]. In Gately [6] and Littlechild and Vaidya [8], the

unhappiness function for the cost games with nonempty strict core and is detlned by

L>, -C(N -S)

II(S,y) = "N~:>I _ C(S) for S* 'f' andN ,

,"
In Charnes [4] the ratio of these two quantities is replaced by normalized difference

Thus this idea gives the following definition:

C(N-S)- r y-
,,(S y) = iEN-S I, IN-SI

C(S)- r y,
iES I

lSi forS*rpandN.



Schmeidler [11J proved that the nucleolus of a cost game consists of a single point and

hence it gives rise to a cost allocation method on A", which turns out to be efficient,

individually rational, stable, anonymous and to possess the dummy player propeny

However, as Megiddo [9] showed, the nucleolus cost allocation method is not

monotonic in aggregate.

2.2.4 Cost allocation methods based on separdble and noo-

separable costs

For any cost function the total of the separable costs will he less than the cost when all

the participants work together. The difference ofthese two cost give the remaining cost,

which is allocated among the participants in s0I!le way. So, remaining cost is

mathematically defined by

g(N) == C(N)- Lm,(>O)
,,"

"
The weight W=(w"w" ,w,) where all w.s are nonnegative, LW, > 0 and depend

'=J

on the cost functio'n.The separable cost allocation method with weight vector Wassigns

to a cost function C E An the cost allocation

S(C,W)=M+g~N)W
Lit-',
'=l

So, the separable cost is totally depending on the weight and in different separable cost

allocation methods the weights are given below.

(i) Equal charge method (Ee-method):

W=(l, I, ... ".,1)

(ii) Alternative cost avoided method (ACA-method),

W == (C({1})- m"C({2})- m"... ..., C({n})- mol

•



(iii) Separable cost remaining benefits method (SCRB-method):

W = min {C({i}),b,}- m, for all i E II'

Here, b, is the benefit to player i only when his purposes are served

These three cost allocation methods are efficient, anonymous.

2.2.5 The cost gap allocation method

In 1981, Tijs [16J introduced the T- value, a game theoretical solution concept. rhis

method is called the cost gap method because the allocation of the non-separable cost by

this separable method is determined with the aid ofa cost gap function,

Let M = (m"m2, •••••• ,m.) be the marginal vector for the game, whose i-th coordinate is

the separable cost of the player i, that is, m, '"C(N}- C(N - Ii}) for all i EN. For each

coalition S the cost gap of S in the game is defined by

g(S}0=C(S)-2:mj ifS ••'P
,,"

md

!r(W) = O.

The map g: 2N -Jo R is called the cost gap function of the cost function of the cost

game, g(N) is equal to the non-separable cost in the cost game,

Let a cost game with nonnegative cost gap function, i E II' and Sell' such that i E S

As in all separable methods, the separable cost m, is seen as a lower bound for the cost

contribution of player i to the joint cost C(N). For any S with i E S, the number

mins,,,s(m, + g(S») or equivalent m, +min"'d g(S) can be seen as an upper bound for

the cost contribution of player i to the joint cost C(N). Due to this reasoning, for any

cost function a corresponding weight vector W 0= (w"w"... ._.w,,) is defined by

w, '" min g(S) for all i E II'
8",S



The number w, can be seen as the maximal contribution of player i to the non-separable

cost g(N). Assume that the total of these maximal contributions covers the non-

separable cost g(N), that is, LW, '2g(N).

The cost gap allocation method is now defined as separable method, where the non-

separable cost is allocated to the players proportional to the above mentioned weight

vector Formally, to any cost function C such that

g(N) '2 0 for all SeN

LW, '2g(N).
""

The cost gap allocation method assigns the cost allocation

CGA(C) =
M

M+g(N)W
LWj

".--

ifg(N)=O

ifg(N»O

The cost gap allocation method is efficient, individually rational and possesses the

dummy player property, the anonymity property, the strategic equivalent property and

the continuity property. See [15].

I



Chapter 3

3.1 Cost AllocationMethod,CRD(q

Derived Cost Allocation

Method and It's Properties

The formula is derived in this study, depends on system loss, where system loss is

defined as loss of product in the form of wastage, loss of product due to misuse, and loss

of product arising from illegal and unaccounted connection of product with the network.

LeI b, is the i-th participant's benefit only when his purpose served and without

considering the system loss, Also consider " is the I_th participant's ~ystem loss.

Consider that the benefit, B==(b"b" ,bo)' the system loss, 1~=(1,,l2"" ..J.) and

therefore the actual benefit D = (d"d" ,. ,..,dn) where d, = b, -I, for all iEN. The

weight W = (w"w" ,wJ is the maximal contribution of player i to the non-separable

"cost, where w, ~ 0 for all i EN and LWi > 0 , So the maximum weight of player i is
'0'

maxw, ==C({i})-m,.

One of the three possibilities can arise after calculating d,. The value can be positive, or

zero, or negative, Remaining cost calculation and cost allocation of the participants

depends on the value of actual benetit.

3.1.1 Case I: When d,>O for all lEN.

Remaining cost, R = (C(/'i) - tm,J > 0 3.1 1

In this case the actual benefit, D is considered to be the weight function, Wand the

method CRS(C) = (C"C" C,,) is given by

n



3.1.2.

'CRS(C)=M+ ~W
LW,
,~l

Case II: When di 5:0 for all iEN.

3,1.2

In this case the remaining cost is same as 3,1.1 and the weight of all the players are

considered to be same, U!" W = 0,1 j) , For this case the method is given by

CRS(C) =M + RW

"
3,1.3

3.1.3. Case 111: When dj>O for i=1,2, ..... ,p and dk5:0 for

k= p+l,p+2, .. ""n.

Remaining cost, R = ( C(N) - ~mi - t~,C({k))) > 0

In this case the method is given by

3,1.4

l' Rw' Rw'
CR1J'(C) = m, +-,-'-, m, +-,-'- ,

LW', LW',
j=' l~L

,m, +-:'-'-~ ,C({p+l]}C({p+2}),,,,,C(fnj))
L;w;
J='

3.1.5

3.2 Properties
The cost allocation method CRS(C) satisfies the following basic properties,

3.2.1 Property 1: The CRS(q is efficient.

For the first two cases'
, "
LCRS,(C) = L:mj + R= C(N),



For the last case:
" P "

:LCRS,(C) '" :Lm, +R+ :LC({kJ)'" nN)
f=L ,.,

CRS,(C)For the first two cases

3.2.2 Property 2: The CRS(C) is individually rational.

Rw
"'m +--', .

Rw,m ,--', R

Oom,+C({lJ)-m,

o C({i])

For the last case. when i = 1, 2, __, p then the same relation is obtained (jLlst

converting w, by w:), and when i ~ p+ 1.p+2, . , nthen always CRS,(Cl = C([i})-

3.2.3 Property 3: The CRS(C) sometimes possesses dummy

player property.
Let D be the set of dummy players. Any player JED obviously satisfies the following

properties.

(i) m, =C({iJ) for all lED,

(ii) w, =0 for all iED.

For the first and the last cases when w, = 0 and w; '" 0 respectively for some iE N then

CRS,(C) = m, '" C(til)- So, always D •• { }.

3.2.4 Property 4: The CRS(C) satisfies the anonymity property.

For the first two cases: For all CEAn and 0c EAn

'" tocXO 8)-\OC X8(S -I») for all 8, E e Sand 8 i EN



=C(S)-C(S-1) forallScN

=mi forieN,

"'(Ii =max[\0cKOj)-mOi] for all e,eN

=max[C(Vl)- mi] for i E N

=w.,
md

"=C(N)- I m".
Oi=1 "I

n
=C(N)- I m.

i=1 I

=R.

RecWecC!?S(D C) =M BC+~,,--
I w" .
i=1 "I

RW=M +_,_,--
'we.i=l I

= CRS(C)

For the last case: Rewrite 3, 1,5 as

CRS{C) = (h+ql)~2 +q2) ..... ,( mp +qp}( mp + 1 +qp+ 1)-

(mp+2 +QP+2J ,(mn +qn))
Rw'

where qi =r wheni= 1,2, ... ,pand qj""O whenj=p+l,p+2,. ,n
I w~
i=l I

Using the method for the first two cases C!?S(D C) = C!?S(C) is obtained,
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Chapter 4 Examples and Diagrams

4.1 Examples
In this chapter examples are given and CRS(C) is calculated Irom the given data All the

values in the examples are taken randomly. Calculations have been done using programs

in e The program is given in the appendix.

The followings are examples of the derived cost allocation method, CRS(C), where all

the values are assumed. In every example the number of player is 5 and cost function is

485 unit.

4.1.1 Example on Case I

Player m, C(I'J) hi 'i Wi

1 70 100 10 8 30
2 60 90 8 3 30
3 95 125 21 15 30
4 50 100 17 10 50
5 00 90 11 9 30

CRS(C) ~ (96.47, 86.47, 121.47, 94 12,86.47)

4.1.2 Example on Case II

Player mi C({'l) h, 'i w,
1 70 100 10 11 1
2 60 90 12 14 1



Player mi C({i}) hi 'i wi

3 95 125 17 20 1
4 50 100 22 25 1

5 60 90 12 I3 1

CRS(C) = (100, 90, 125,80,90)

4.1.3 Example on Case III

4.1.3.a When dj>oforj=1,1,3, ,p anddk=ofork=p+l,

p+l, ...,n

Player m, C({i}) hi 'i Wi

1 70 JOO 10 10 JO

2 60 90 20 15 30
3 95 125 15 JO 30
4 50 100 15 I 12 50
5 60 90 15 I 5 30

CRS(C) = (100, 85.71, 120,71,92,86, 85.71)

4,1,3,b When dJ > ° for j = 1, 2, 3, , p and dk < 0 for k = p + 1,

p+l,. ...,n

Player

I 70

C({i})

100 8
'i
10 10



Player mi C({i}) hi " wi

2 60 90 10 I5 10
3 95 125 15 10 30
4 50 100 20 12 50
5 60 90 10 5 30

CRS(C) = (100, 90, 119 55, 90 91, 84.55)

4.2 Line Diagram
The results obtained in the examples are presented in the form of line diagrams that

clearly shows that the cost of every player either remains same or decrease if the cost

allocation method C'J?S(C) is applied

4.2.3 Line Diagram of Example 4.1.1

18)

lID

8)

o
I 2 3 4 5

The graph shows that the cost of all the players decreases, depending on their actual

benefit and weight. The percentage of the actual benefit and the weight of the Player 4

are higher than that of other four players. The graph shows that the difference between

"4.



the cost of Player 4 when he plays individually and the cost of same player when he

played together is higher than that of the others,

4.2.4 LineDia~ramof Example 4.1.2
In this case no player is able to make actual benefit and the weight of the players are

equal. But also the cost of Player 4, when he plays all together, decreases; because the

remaining cost of the player is bigger than that of all other participating players in the

game,

100

o

I
r-T
I

1 2 3 4 5

I---"",q -a-q(i(}I

4.2.5 Line Diagram of Example 4.1.3.a

15)

100

o

I I-
I

1 2 3 4 5

;0



The graph shows that depending on system loss, weight and remaining cost the cost of

the individual players vary when they work alone and work together.

4.2.4 Line Diagram of Example 4.t.3.b

Player I and 2 are unable to make actual benefit, and the graph shows that they have to

pay the same amount in both of the cases, but all other

150

100 I50

I0
1 2 3 4 5

[-+-"",q ___q(i))I

players make actual benefit and their cost when they work together are lower than that

when they work alone



Chapter 5 Conclusion

Cost allocation methods are designed to optimally distribute the cost among players

incurred in a joint-project with a view to satisfYplayers considering one's strengths and

weaknesses Certain properties are mathematically defined pertaining to cost allocation

methods whose satisfaction by a method ensures true optimality of the method,

Unfortunately no method satisfies all of the desired properties (defined and identified

earlier) and therefore scope is always there to add a new method to the collection.

Proposed and developed method by the author satisfies four of the properties (efficient,

individually rational, possess dummy player property and anonymity property) and

therefore optimizes allocation to a certain extent in consideration of earlier defined

constraints, The author believes that the developed method could play some role in real

application level.

In our country, unplanned and multiple road digging by different authorities is a

common problem that cOLlldbe helped OUiemploying the developed formula Since data

collection in true and accurate form is a big deal of problem in Bangladesh, therefore,

the method could not be tried upon real road digging situation However, simulated

result with random data on the model speaks of work ability of it.

The developed formula is planned to be tested in the future using real life data.



Appendix

#include<stdio,h>

#incll.lde<coniO.h>

void mainO

I
int n,i,pv = O,nv= 0;

float ef,r,sm = O,sw= O,se = O,~m,~e,~b,*1,*w, *d,*ers;

c1rserO,

printft"No, of players are "),

scanft"%d",&n);

printf("\nCost function is ");

scanft"%f',&ef),

printf( "\nm[i]It\te[ i]\t\tb[i]ItIt1[iJ\tItw[i]1n ");

for(i = O;i<n;i++)

{

pnntf("ln");

scanft"%f%f%t"Iof"lof',&m[i],&e[i],&b[i],&I[i],&w[i]),

d[i] = b[i] - l[i];

sm = sm + m[i];

i!((w[i]<O)II(w[i]<d[i])llCw[i]>(e[i]-m[i]»))

{

break;

}

)

r= d-om,

for(i = O;i<n;i++)

{

if(d[i]>O)

I

'41



pv=pv+ 1;

}

else

(

llv=nv+l;

}

}

if(pv==n)

(

forO = O;i<n;i++)

r
sw = sw + w[ij,

I
printf("\nCRD(C) = (");

forO = O;i<n;i++)

(

crs[i] = m[i],. «(r'w[i])/sw);

if(i<n -1)

(

printf\" %.2f,",crs[i]);

)

else

(

printf(" %.2f',crs[i]),

}

)

primf("l");

)

else if(nv = = nl

{



printf("\nCRD(C) - (");

for(i =O;i<n;i++)

(

crs[i] = m[i] + «(r'w[i])ln);

if(i<n-l)

(

pnntf(" %,2f," ,crs[iJ),

}

else

(

printf(" %.2t",crs[i]);

I
I

printJ\")");

I

(

sm=O;

sw=O;

for(i = O;i<n;i++)

(

if(d[i]>O)

(

sm = sm + m[iJ;

sw = sw + w[i);

)

(

sc=sc+c[i),

I



)

sm=sm+sc;

r=cf-5m;

pnntf("lnCRD(C)=("),

for(i = O,i<=n _1 ,itt)

{

if(d[i]>O)

{

crs[i] = m[i] + «r*w(iJ)/sw);

}

else

{

ers[i] = eli];

)

if(i<n -1)

{

printf(" %,2[," ,crs[iJ);

I
else

{

printf(" %.2f',crs[iJ),

}

}

printf(")");

I
getchO;

}

o
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