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ABSTRACT

Many real-world scheduling problems are multi objective and complex in nature.
That is, there ensl several critena that must be taken into consideration when
evalualing the quality of the proposed solution or schedule. On the other hand
consideration of machine reliability is very important during job allocation in cach
stage to get a realistic hybrid flow shop schedule. This research aims to develop
two fuzzy inference systems (FIS) for the hybrid flow shop problem. First FIS is
used to gel the priority of each job considering multiple objectives of processing
time, due date and cost ever time. Second FIS is used to get machine rehability and
availubility based priority using the information of mean time to failure (MTTF) &
mcan time to repair (MTTR) of each individual machine of each stage. Then the
total load is balanced depending on their reliability and availability 1.e., maxunuim
utilization target are determmed. An algorithm is developed for grouping,

sequencing & allocating the jobs to the machines at every stage in such a way that
total percentage of over utilization is minimum. According to this algorithm a

computing tool is developed and with a easc study the entire process 1s cxplained.
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CHAPTER 1

INTRODUCTION

1.1 General Introduction

Scheduling is the process of organizing, choosing and timing resource usage to
carry out all the activities nceessary to produce the desired outpuls of activities
and resources. In flow shop there is more than one machine and cach job must be
processed on each of the machines — the number of operaliens for each job is
equal with the number of machines, the jth operation of cach job being processed

on machine j.
1.2 Rationale of the Study

Flow shop problem concerns (he sequencing of a given number of jobs through a
scries of machines in the exact same order o1 all machines with the aim to salisfy
4 set of constraints as much as possible, and optimize a set of objectives. The
commonly studied objectives inclade: make span, mean flow time, tardiness ctc.
Among those objectives, the make span, defined as the time when the last job
completes on the last machine, 15 the most frequentiy studied one. A large
pumber of deterministic scheduling algorithms have been proposed in last
decades to deal with flew shop scheduling problems with various objectives and
constraints. However, it is often difficult to apply those algorithms to real-life
flow shop problems. For example, in practice the processing times o[ jobs could
he uncertain due to incomplete knowledge or uncertain environment which
implies that there exist various external sources and types of unceriainty. Fuszy
sets and logic can be used to lackic uncermainties inherent in actual flow shop
scheduling problems. Majority of approaches consider luzzy processing thnc

and/or fuzzy due dates.



1.3 Objectives of the Study

Objeciives of this research are as follows:

Incorporate uncerainty of processing time, cost over time, and earliest
duec date quriug hybrid Mow shop scheduling.

lncnrpor:;le multi ohjectives i Scheduling.

Incorporate influence of machine reliability during scheduling to

rcatize the integration between maintenance and production planning,

[.4 Methodology

[dentify mubti ebjective scheduling parameter & construcl their

appropriate membership functions & fuzzy rules.

Identify machime reliability & availability affected wvariables &

construct their appropriatc inembership functions & fnzzy rules.

Develop a furzy inlerence system to 1dentity priority of cach job &
other fuzzy inference system to identify prionly of each machine {or

cach individual stage of multi processor flow shop using MATLAR

Fuzzy Logic Toolbox.

Devclop an algorithm for grouping, scquencing & allocating the jobs
to the machines at every stage in such a way that loial pereentage of

over utilization is minimuni.



CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

Real-world scheduling problems are multi objective and complex cornbinatonal
nature. Ihat is, there cxist several criteria that must be taken into consideration
when cvaluating the quality of the proposed solution or schedule. TL is comman
that some or all of these criteria are conflicting, perhaps incomunensurable and set
by more than one decision-maker. Among thesc criteria there are {or exampie:
processing time, critical ratio, earliest due date, utilization ol rcsources.
Tradilionally, these problems have been tackled as single objective optimization
problems alter combining the multiple criteria mnto a single scalar value. On the
other hand, inherent complexity and unceriainty makes the scheduling process
complicated, This imposcs a pressurc upon the researcher to implement an
appropriate and realistic scheduling process. The interest of this research lies with

hybrid flow shop scheduling which 1s an impertant ficld of scheduling,

2.2 Simulated Annealing

Louki! et al. (2005} described the analysis of the performance ol a schedule often
invalves more than one aspect and therefore requires a multi-objective treatment.
In this paper they presented the gencral context of multi-objective produclion

scheduling, analyzed brie(ly the differcnt possible approaches and define the aim
of thus study i.e. to design a general method able to approximate the set of all the
efficicnt schedules for a large sel of scheduling modcls. Then they mtroduced
the m odcls t hey w ant to trcat o ne machine, p arallel m achines and permutation
flow shops and the corresponding notations The method used called mulli-
objective simulatcd annealing is described 1s devoled lo cxiensive numerncal

experimients and their analysis.



Cho et al. {2005) described that the cilectivencss of (he zolution method based an
simulated annealing { SAY mainly depends on how Lo d etermine tbhe S A-related
parameters. A schemc as well as parameter values for defining an anncaling
schedulc should be appropriately determined, sinoc vanous schemes and their
corresponding parwmeter values have a signilicant impact on the performance of
SA algorithms. Thal’s why they, based on robust design, have proposed a new
annealing parameter design method for the mixed-model sequencing preblem
which is known to be NP-hard. To show the effectiveness of the proposed

method, exiensive computalion cxperiments werc conducted.

Andreas and Nearchou (2004) articulated that advances in modemn manulacturing
systems such as CAD/CAM, FMS, CIM, have increased the use of intelligent
techniques [or solving various combinatorial and NP-hard scquencing and
scheduling  problems. T'roduction process in these systems consists of workshop
probiems such as grouping similar parts into manufacturing cells and procecds by
passing these parts on machines in the same order. This paper prescnted a new
hybrid simulated annealing  algorithm (hybrid SAA} for solving the flow-shop
scheduling problem (FSSPY; an NP-hard scheduling problem with a strony
engincering background. The hybnd SAA mtegrates the basic struclure of a SAA
tngether with featurcs borrowed from the ficlds of genetic algorithms (GAs) and
local search techmiques. Particularly, the algorlhm works from a poputation of
candidate schedules and generates new populations of neighbor schedules by
applying suitable small perturbation schemes. Further, during the anneahng
process, an iterated hill climbing procedure is stochastically applied on the
population of schedules with the hope to improve its performance. The proposed
approach ig fast and easily implemented. Computational results on scveral public
benclimarks of TSSP instances with up to 500 jobs and 20 machines showed the
effcctivencss and the high quality performance of the -appmach. In comparisen to
the performance of previous SA and GA metiods, the performance of (he

proposed one was found supctior.

Mansouri {2006} propesed a multi-objective simulated annealing (MOSA})

solution approach to a bi-criteria sequencing problem to coordinale required sct-



ups between two successive stages of o supply chain in a flow shop patiern Each
production batch has two distinet attributes und a sct-up otours in each stage
when the comesponding atiribute of the two successive batches arc different,
There are two objectives including: minimizing total set-ups and minimizing the
maximum number of set-ups between the lwo stages that are both NP-hard

problems.

Ying and Liao {2004} described Ant colony system {ACS) which 1s a novel mela-
heurstic inspired by the for aging behavior of real ant. This paper is the first to
apply ACS for the nim/#/Cpay problem, an NP-hard sequencing problem which is
used to find a processing order of # different jobs to be processed on m machines
in the same scquence with minimuzmg Lhe make span. To verify the developed
ACS algorithun, computational cxpenments are conducted on the well-known
benchmark problem set of Taillard. The ACS algorithm is compared wilh other
mata-heuristics  such  as  genetic  algorithm,  simulated  anncaling, and
neighborhood search [rom the litcrature, Computationat results demonstrale that

ACS is a more cffective mata-heuristic for the a/m/P/C .y problem,

Fink and Veb (2003) described Continuous fow-shop scheduling  prolilems
which circumscribed an Lmportant class of scquencing problems in ihe field of
production planning. The problem considercd here 1s to find & permutation of
jobs to be processed sequentially on a number of machines under the restoction
that the processing of each job has to be continuous with respect to the objective
of minimizing the lotal processing time { [low -time). This problem is INP'-hard.
they considered the apphcation of dilferent kinds of meta heuristics [rom a
practical point of view, cxamining the trade-off between running tinc and
solution qualily as well as the knowledge and efforts needed to implement andl
calibrate the algorithms. Computational results show that high quahty rcsults can
be obtained in an efficient way by applying meta- heuristics software components
with neither the nced to understand their inner working nor the necessity to

manually tunc parametcrs.

Gupta et al.(2002) developed and compared different local scarch heuristics for

the two-stage flow shop problem with make span minimization as the primary




criterion and the mininiization of eitlicr the total flow  time, total weighted flow
time, or total weighted Lardiness as the secondary critcrion. They investigated
several vanants of simulated anncaling, lhreshold accepting, tabu search, and
mulii-level scarch algoritluns. The influcnce of the parameters of these heunstics
and the starting solution are empirically analyzed. The proposed heurisbic
algorithms arc empincally evaluated and found lo be relatively more effective in

finding better guality solutions than the existing algorithns,

Tian ct al.(1999) focused on the generation mechamsm of random permutation
solutions, this paper mvestigaled the application of the Simulated Annealing
(SA) algorithm to the combinatotial optimization problems with permutalion
property. Six types of perturbation scheme for generating randomt permutation
solutions are introduced. They are proved to satisfy the asymplotical converpence
requitcments. The results of experimental evaluations on Travcling Salcsman
Problem (TSP), Tlow-shap Scheduling Problem (FSSP), and Quadratic
Assignmeni Problem (QAFP) roveal that the efficiencies of the perturbation
schemes are diflerent in searching a solution spacc. By adopting a proper
perurbation scheme, the SA alporithm has shown to produce very ¢flicient

solutions to dilferent combmnatorial optimization problems with permutalion

property.

Ishibuchi et al.(1994) formulated a fuzzy flow shop scheduling problem where
the due-date of each job is given as a fuzzy set. The membership function of the
furzy due-date corresponds Lo the grade of salisfaction of a complction lime. The
objective funclion of the {ormulated problem is to maximize the mimmum grade
of satisfaction aver given jobs. Several local scarch algorithms including multi-
slart descent, simulated annealing and taboo scarch algorithms arc applicd to
the problem. The performance of each algonthm is compared with one another by
computer stmulations on randomly 5encrated test problems. It is shown by
cimulation results that some algorithms do not work well for the fuzzy How shop
scheduling problem. Thus. a new approach is preposcd by changing the
objective functien. The cffectivencss of this approach is demonsirated by

computer simulations.



2.3 Tabu Search

Garcia ct al. (2005) dealt with the problem of selecting and scheduling the orders
to be processed by a manufacturing plant for immediate delivery to the customer
site. Among the constraints considered were the limited production capacity, the
available number of veheles and the tme windows wilhin which orders must be
served. They first described the problem as it occurs in practice n some industrial
cnvironments, and then presented an juteger progranuming model that maximizes
the profit duc to the customer orders io be processed. A tabu search-based
solution procedure to solve this problems was developed and tested empirically
with randomly generated problenis, Comparisons with an exact procedure show
(hat the method finds very pood-quality solutions wilh smail computation

requIremcnts.

Nowicki and Smutnicki (2006) dealt with the {low-shop scheduling problem
with (he makespan eritcrion is a certain strongly NP-hard cuse (rom the domain
of OR. This problem, having simple fernwiation contrasting with its troublesome,
complex and time-consuming selution methods, is ideal for testing the quality of
advanced combinalorial optimization algonthms. Although many exceltent
approximale algarithms for the flow-shop problem have been provided, up till
now, in the literature, some theoretical and expenmental problems associated
with an algorithm’s activity still remain unexamined. In this paper, they provide a
new view on the solution space and the search process. Relying upon it, we arc
proposing the new approximate algorithm, which applies some preperlics of
ncighborhoods, refers to the big valley phenomenon, uses some clements of the
scattler search  as well as the path re Lnking technique. This algorithin shows up
to now unprcccdented accuracy, obtmmnable within 2 shor time on a FC, which
has been confirmed in a wide variely of computer tests. Good propertics of the

algorithm remain scalable if the size ol instances increascs.

Janiak et al. {2005) studicd the flow-shop scheduling problem with parallel
machines at each stape (machine center). For each job its release and due date as

well as a processing time for its cach operation are given.The scheduling criterion



consists of three pars: the lolal weighted earliness, the total weighted tardiness
and the total weighled waiting time. The crnilerion takes nio account the costs of
storing semi-manufactured products in the course of production and ready-made
products as well as penalties {for not meeting the deadlincs stated in the conditions
of the contract with customer. To solve the probiem, three constructive
algorithms and three meta heutistics (based onc Tabu Search and Simulated
Anncaling techniques) arc developed and exporimentally anaiyzed. All the
proposed algorithms operate on the notion of so-called operalion processing
order, i.c. the order of operations on each machine. They showed that the problem
of schedule construction on the base of a given operation processing order can be
reduced to the lincar programming task. They also proposed seme approximation

algorithm for schedule construction and show the conditions of its aptimality.

Liu et al{2005) described three types of shop scheduling  problems, the flow
shop, the job shop and the open shop scheduling  problems, have been widely
studied in the llcrature. However, very few arlicles address the group shop
scheduling problem introduced in 1997, wiuch is a general formulation that
covers the three above mentioned shop scheduling  problems and the mixed shop
scheduling prohlem. In this paper, they applied tabu search to the group shop
scheduling p roblem and cvaluate the performance o f the algorithm ona sceto f
benchmark problems. The computational results show that our tabu search
aleorithm is typically more cfficient and faster than the other methods proposed
in the literature. Furthermore, the proposed tabu scarch  method has found some

new hest solutions of the berchmark 1pstances.

Grabowski and Pempera {2005) developed and compared different local search

algorithms for the no-wait flow-shop pmblemlwith make gpan critenon (Cupax)-
We present several variants of descending search and tabu scarch algorithms.
In the algorithms the multi moves arc used that consisl in performing several
moves simultaneously in a single jteration of algorithm and allow us to accelerate
(he convergence to good solutions. Besides, in the  tabu scarch algorithnis a
dynamic tabu list is proposcd that assists additionally to aveid trapped at a local

optimum. The proposed algorithms are empirically cvaluated and found to be



refatively more cffective in finding better quality solutions than existing

algorithms. The presented ideas can be applicd in any local scarch procedures.

Crabowski ond Wodecki (2004) dealt with a classic fow-shop scheduling
problem with make span crlerion. Some new properties of the problem
associated wilh the blucks have been presenteed and discussed. These propertics
allow us lo proposc a new very fast local search procedure based on a tabu
scarch approach. Compuiational experiments (up to 500 jobs and 20 machines)
are given and compared with the results yielded by the best algorithms discussed
mn the litcrature. These results show that the algorithm proposed solves the flow-
shop instances with high accuracy in a very short time. The presented propertics

and ideas can be applied in any local scarch procedures.

Hen-Daya and Al-Fawzan (1998) proposed a  labu scarch approach for solving
the permutation (low shop scheduling problem. The proposed implementation
of the tabu scarch approach supgests simple techniques for generating
neighborhoods o [a given scquence and a combined scheme for i ntensification
and diversification that has nol been considered belore. These new featurcs result
in an implementation that improves upon previous tabu search implementations
that uee mechanisms of comparable simplicity Also, better results were obtained

than {hose produced by a simulated unnealing algorithm [rom the literature.
2.4 Genetic Algorithm

Wang ot al. (2000) explained as a typical manufacturing and sch;:du]ing

problem with strong industrial background, flow shop scheduling with limited
buffers has gmned wide attention both in academic and cneineering ficlds. With
the ohjcctive to minimize the total completion hime (or make span}, such an issuc
is very hard to selve effectively due to the NP-hardness and the constraint on the
intermediate buffer. In this paper, an effcctive hybrid geneue algonithm {HGA}
is proposed for permutation flow shop scheduling with fimited buffers. In the
HGA, not only mulliple genetic  operalors hased on evolulionary mechanism
arc used simultaneously in hybod sense, but also a neighborhood structure hased

on graph mode] is cmployed to enhance the local scarch, so that the exploration




and exploitation abilities can be well balanced. Morcover, a decision probability
< used to control the wtilization of genetic mutation operation and local search
based on problem-specific information so as o prevent the promature
convergence and concentrale computing cffort on promising neighbor solutions.
Simulation tesults and comparisons based on benchmarks demonstralc the
cffectiveness of the HGA. Moanwhile, ihe effucts of buller size and decision

probability on optimization performances are discussed

According to Chang ct al. (2006) the sub-population genctic algorithun (SPGA) 15
cffective in solving multi objective scheduling problenus. Based on the pioncer
efforts, this rescarch proposes a mimng gene slructure technique integrated wath
the SPGA. The mining problem of clite chromosomces 1s formulated as a linear
assignment problem and a greedy heuristic using threshold to eliminate redundant
information. As a result, artificial chromosomes are created according to this
gene mining procedure and (hesc arificial chromosomes will he reintroduced into
the evolulion process to improve the cfficiency and solution quality of the
procedure. In  addition, to lurther increase the quality of the artificial
chromosome, a dynamic (hreshold procedure is developed and the [low shop
scheduling problems arc applied as a benchmark problem for testing the
developed algorithm. Extensive tesis in the Now-shop scheduling problem show

that the proposed approach can improve the performance of SPGA signilicantly.

Zandieh ot al. (2006) explained (hat much of the research on operations
scheduling problems has either ignored setup times ot assumned that sctup times
on cach machine arc independent of the job sequence, This paper deals with the
hybrid flow shop scheduling problems 1n wlich there arc sequence dependent
sctup times, comrmonly known as the SDST hybrid flow shops. This type of
production sysiem is found in industries such as chentical, textile, metallurgical,
printed cirenit board, and automobile manufacture. With the increase in
manufacturing complexily, conventional scheduling tcchmytes for gencrating a
reasonable manufacturing schedule have become ineffective. An immune
algorithm (IA) can be used to tackle complex problems and produce a reasonable

manufacturing schedule within an aceeptable time. This paper described an

14}




immune algorithm approach lo the scheduhng of a SDST hybrid flow shop. An
overvicw of the hybrd [low shops and the basic notions of an TA arc first
presented,  Subscquently, the details of an TA approach are described and
implemented. The resulls oblained are compared with those compuicd hy
Random Key Genetic Algorithm (RKGA) presenicd previously. From the results,
it was established that LA outperformed RKGA.

Chan, W and Hu,H.(2001) described that there arc rwo altematives for production
organization in pre east factories, namely the comprehensive method and the
specialized method. Production scheduling under the specialized allemative has
been found to be a difficult eplimization problem if heterogeneous elements are
involved. A flow shop scquencing model is developed for this kind of production
scheduling that considers the constraints cncountered in actual practice. The
model is optimized using & genetic algorithm (GA) approach. The results are
compared with those obtained using classical heuristic rules in two cxamples that
involve the objective of minimizing the make span or the total tardiness penalty.
The comparison shows that ihe (GA can obtain good schedules lor the model,
giving a family of solutions that are at Icast as good as those produced by the

heunstic rules.

2.5 Newral Network

Amlkumar and Tanprasert (2006) developed the design and implementation of a
neural network-based job priority assigner system for a joh-scheduling
cuovironment, This paper reports on research that established thal a back
propagation ncural network-based priority procedure would recognize jobs from

a job queue by cstimating each job's prionly.

Sclimanpur et al. (2004) dealt with the sequencing of different jobs of flow shop
scheduling that visit a set of machines in the same order. A neural networks-
based tabu search method, namely EXTS, is proposed for the flow shop
scheduling. Unlike (e other tabu search-based methods, the proposed approach

helps diminishing (he tabu cffcct in an exponentinl way rather than most




commonly used way of dinumshing it in a sudden manner. On the basis of the
conducted tesis, some rules are evolved to sct the values for diffcrent parameters.
The cffcctiveness of the proposed method is tested with 23 problems sclected
from literature. The computational resulis indicate that the proposed approach is

ellcetive in terms of reduecd make span for the attempied problems.

Lee and Shaw (2000) considered the classic problem of sequencing o set of jobs
that arrive in different combinations ever time in a manufacturing Oow-shop.
They focus on the development of a two-level neural nctwork that incremenlally
lcarns sequencing knowledge. Bused on the knowledge gained {rom leaming
using a set of {raining excmplars, the neural network makes real lime sequencing
decisions for 2 sct of jobs thal arrive in different job combinations. In addition to
cxplain the delails regarding the workings of the neural network, they also
cvaluate its performance [or flow-shop sequencing problems. The practical
benelit of the neural-nel approach s that the neural network incrementally leans
the sequencing knowledge and can apply the knowledge for sequencing a set of
jobs on a real timc basis. They showed that the ncural network can be used to
develop hybrid genelic algorithms, The experimental results demonstrate that {1)
the neural-net approach produces consistently supenor solution quality {i.e.,
makc span) with sigmificantly lu::s:s. computational time than the traditional
heuristic approachics; (2) when comparcd 10 genetic algorithms the neural-net
approach’s performances are wilhin 3.4% of those of geneuc algorithms, but
using only less than 0.2% of the computational time nceded by genelic
algorithms; and (3) the neural-net approach further improves solution guality and
computational time by combiming it with genetic algorithms. These results
support the efficacy of using the neural-net approach for real time fHow-shop

sequencing

Sabuncuogly and Gurgun (1996), have successfully applied artificial neural
networks (ANNs) to solve a variety of problems. They proposed a new neural
nelwork approach to solve the single machine mean tardiness scheduling problem
and the minimem make span job shop scheduling problem. The proposed

network combines the charactenslics of ncural networks and algorithmic
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approaches. The performance of the network 15 compared with the existing

scheduling algorithms under varous experimental conditions.

Watanabe el al. (1993) Job-shop scheduling cannot easily be analytically
accomplished, so, 1t 15 done by computer simulation using heuristic prionly rulcs.
The SLACK rule for calenlating the margins of jobs to their due-dales 1s eflcctive
in meeting the duc-dates. However, the calculated imarging arc not precise
because the actual margin is shortened due to conflicts with other jobs. The
authors proposc a method for estimating the margins by usig a neural network.
It is found that the method is effective for improving the average lateness 1o due-
dates but not the maximum lateness. This paper proposcs a method for adding a
second meural network for judging lhe reliability of the estimated margins
composed lo the first onc and for switching to the margins calculaied by the
SLACK rule when the reliability is low. The proposcd method is verilied by
scheduling simulations o be effcetive in decreasing the maximum lateness to

due-dates as much as the averape lateness.

Dagli and Suusathanchai (1993) described a hybrid approach between two new
techniques, Gencetic Algorithms and Ariificial Noural Networks, for generating
Job Shop Schedules (f8S) in a discrele manufacturing environment based on non-
lincar multi-criteria objective function. Genetic Algerithm {(GA) 15 used as a
scarch technique for an optimal schedule via a uniform randomly generated
population of genc strings which represent alternative feasible schedules. GA
propagales this spceific pene populaton through a number of eycles or
generations by implementing natural genetic mechamsm (.. reproduction
operator and crossover operator). It is important to desigh an appropriate format
of genes for JSS problems. Specifically, gene strings should have a structure that
mmposes the most common restrietive constraint, a precedence constraint. The
olher is an Anificial Neural Network, which uses ils highly connected-neuron
network to perform as a tuulti-criteria evaluator. The basic idea is a neural
network cvaluator which maps a complex sel of scheduling criteria (i.e. Mow

time, Talenessy to evalvale values provided by expericnced cxperts. Onee, the
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network is fully traincd, it will be used as an evoluator 1o access the [itncss or

performance of those stumulaled gene strings.

The proposcd approach was prototyped and implementied on JSS problems based
on different todel sizes, namely small, medium, and large. The results are

comparcd to the Shortest Processing Time heuristic used extensively n industry.

2.6 Fuzzy Logic

Fuzzy togic, which was introduced by Zadeh (1965), has been applicd to various
industrial problems including production systems |Zadeh 1965]. Recently, there
has b een s1gnilicant attention piven to modeling s cheduling problems within a
fuzzy framework. The advantage of the fuzzy logic system approach is that it
incorporales both numerical results from a previous salution or simulation and
the scheduling cxpertisc from cxpericnces or observation, and it is easy to

1mplement.

Grabot and Geneste {1994) proposed 1 way to use fuzzy logic in order 1o build
aggregated rules allowing obtaining a compromise between the satisfaclions of
scveral cnleria. When the criteria of performance change with the evolution of
the production covironment, these aggregated rules can be parameterized in order

to modify the respective influcnce of the elementary rules they arc composcd of.

Hierarchical planming, scheduling  and control in flexible manufacturing systems
{FMS) provide a systematic way o effcctively allocate resources along different
time henizons. Kcung et al. (2003) described the design and devclopment of an
intelligent hicrarchical coniro! model based on a proposed tool management
method, The control model consisls of four levels: the process plan selection, the
master scheduling, the job  sequencing and the control level. The model is
developed 1o optimize the machine utilization and balance tool magrazine capacity
of a Mexible machining woikstation (FMW) in a tool-sharing covironment.

Problems are wdentified and modeled in the level of process plan sclection, master
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scheduling, and job sequencing, A genetic-based algorithm was developed to
solve the problem donams throughoul the herarchical planning and  scheduling

model. Fuzzy logic tcchmuque could also be incerporated mto the master
production schedule (MPS) level to allow [or a maore realistic result in the
presence of uncertainty and imprecisencss [n order to fit the realistic nalure of

actual industrial environments.

When scheduling jobs in a fow shop no single dispatching rule works best for all
performance criteria. Hence, it becomes paramount to assess which rulc is more
_ balanced in tenms of different conllicling achievements. An alternative to lhe
simulation based comparison of different dispatching rules can be represented by
a linguistic based decision making method. Petroni and Rizzi (2002) prescnted a
fuzzy logic based tool intended to rank flow shop dispatching rules under
multiple performance criteria. This tool is detailed with reference to a significant
industnial ¢asc o fa major c ompany o perating 1n 1he b oilermaker i ndustry, The
results show that the approach 1s robust and effective in providing a practical
suidanee to scheduling practionets in choosing priorities dispatching rules when
there are muliplec objectives, Finatly, the b enefits and the s hortcomings of the

approach are discussed.

Allet { 2003} d ealt w ith & particular se heduling p roblem inspired by a practcal
case coming from a Belgian Phanmaceutical Company. This problem has some
parlicularities with respect to the *classical job shop problem’. The principal one
js the existence of a delay between the end of an operation and the siar of the
next aperation of the same job. This delay is nol hixcd but belongs generally to an
interval range of possible valucs. A resofution method (the horizon method) has
been proposed in the deterministic case (fixed data and strict constraints). In (his
melhed, the horizon time of cach machine 1» discretised by unit times and at each
unit time a binary value is associated; all the operations applied on the machines
horizous are logic operations {OR, AND, right or left shifling and so on).
Unfortunately, this method does not take inlo account several aspccts of the
problem: the cxistence of a preference relation on the possible values of the delay

between successive operations and of flexible due dates.
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In this work, he modecled such Nexible parameters using the fuzzy logic. They
propose 4 new method generalizing the honzon method. Tlis new method try to
find {for the realization of the jobs) a compromise between the choice of good
values for the delay between couples of successive operations of the same job and

vood values for the completion time of the jobs,

Most scheduling problems are complex combinatonal problems and very difficult
1o sofve. That 15 why, lots of methods fucus on the opthmizalion according to a
single criterion {make span, workloads ol machines, wailing times, etc.}. The
combining of several crileria induces additional complexity and ncw problems.
Kacem et al. (2002) proposed a Parcto approach based on the hybndization of
fuzzy logic (FL) and evolulionary algorithms (EAs}) to solve Lhe flexible job-shap
scheduling problem (FJSP). This hybrid approach exploits the knowledge
representation capabilities of FL and the adaplive capabilities of EAs. The
integration of these two methodologies for the mulli-objective optimization has
bocome an increasing interest. The objective considered 1s 1o minimize Lhe
overall completion time {make span), the total workload of machines and the
workload of the most loaded machine. Many examples arc presented 1o illusirale
some theoretical considerations and to show the efficiency of the suggested

methodology.

Yun, Y. S. (2002) proposed a mew genctic algonthm (GA) with fuzzy logic
controller (FLC) for dealmyg with preemptive jub-shop scheduling problems (p-
ISP} and non-precmptive job-shop scheduling problems (np-ISP). The proposed
algorithm considers the preemplive cases of aclivities among jobs under single
machine scheduling problems. For these proemptive cases, he first use constraint
programming and secondly develop a new gene representalion method, a new
crossover and mutation operators 1n the proposed aigoritbm. llow ever, lhe
proposed algorithm, as conventional GA, also has a weakness that takes so much
time for the fine-tuning of genetic parameters. FLC can be used for reguliating
these paramecters. FLC is used to adaplively regulate the crossover ratio and the
mutation ratio of the proposed algorithm, To prove the performance of the

proposed FL.C, we divide the propesed algorithm indo two cases: the GA with the



FLC (pro-fGA) and the GA withoul the FLC (pro-GA).In numerical examples, he
applicd the proposed algorithims to several Job-shop scheduling problems and the
results applied are analyzed and compared. V arious e xpenments show thal the

results of pro-fGA oulperform these of pro-GA.

Flexible [low shops  can be thoughi of as pencrulizations of sinple Now
shops. [n the past, the processing Lime for each job was usually asswmed to be
known cxactly, bul in many real-world applications, processing times may vary
dynamically due o human faclors or operating laults. Felix and Abhary (1997}
generalized it to continuous (uzzy domains. They usc triangular membership
functions for flexible flow shops wilh two machime ceniers o examinc
processing-time uncertainties and to make scheduling maore swilable for real
apphcations. They [ist used triangular fuzzy LPT algorittun to allocate jobs,
and then use triangular fuzzy Johnsen algorithm 1o deal wilh sequencing the
tasks. The proposed method thus provides a more flexible way of  scheduling

jobs than conventional scheduling methods.

I job sequencing for a fiow shop, processing Umes are frequently not known
cxactly and only estimated intervals are given. Furzy numbers are ideally
suited to 1epresent these intervals. McCuahonE and Lec (1992) described the
process of the Campbell, Dudek and Smith (CDS) job sequencing algorithm is
modhiied lo aceept trapezoidal fuzzy processing times. Deterministic sequences
result, bul the sequence performance measurciments of makespan and job mean

flow time are [uzey, having been calculated using fuzzy arthmetic. The use
of possibitity theory and the fuzzy integral enables the schedular lo
meaningfully interprel these fuery results. Deterministic approximations to this

fuzzy approach are also investipated.

Tsujimura et al. {1993} showed that fuzzy sct thcory can be useful in modeling
and solving flow shop scheduling problems with unceriain processing times
and 1llustrales a methodology for solving job sequencing problem which the
opinions of experts greatly disagree mn each processing tume. Triangular fuzzy

numbers (TFNs) are used (o represent the processing times ol experts. And the
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comparison methods based on the dominance property is sued 1o determine the
ranking of the fuzzy numbers. By the dominunce criteria, for each job, a major
TFN and a minor TEN arc sclected and a pessmuistic sequence with major TFNs
and an optimislic sequence with minor TTNs are computer. Bratich and bound
algorithin for make span 1n threc-macline  Now shop 15 vtilized to illustrate the

praposed methodology.

Hong and Wang (2000} articulated that (lexible (low shops can be thought of us
generalizations of simple flow shops. In Lhe past, the processing tume [or cach
job was usually assumed o be known cxactly, bul in many real-world
applicalions, processing times may vary dynamically due to human faciors or
operating [aults. They have d emonsirated how discrete  [uzzy ¢ oncepls could
easily be used in the Sriskandarajah and Sethi's algorithm for managing uncertain
[lexible- MNow-shop scheduling  In this paper, they generalize it lo continuous

fuzzy domains. They usc triangular membership functions for flexible ilow
shops with two machine centers (o examine processing-time uncertaintics and to
make scheduling mote suitable for real applications. They first use tniangular
fuzzy LPT algorithm 1o ailocate jobs, and then use triangular fuzzy Johnson
algorithm to deal with scquencing lhe tasks. The proposed method thus provides
a more Mexible way of  scheduling  jobs than conventional scheduling

methods.

Cheng ot al. (2001) considered the three-machine permutation  flow-shop
scheduling  problem with release times where the objective is to minimize the
maximum complction time, A special solvable case is found for the F2riChar
problem, which sharpens the boundary between casy and hard cascs and can be
used to compute a tight lower bound for our problem. Two dominance rules are
generalized and apphed to generaling initial schedules, directing the scarch
strategy and decomposing the preblem into smalier ones. The branch and bound
algorithm proposed here combines an adaptive branching rule with a  furzy
search strategy (o narrow the search (ree and lead the scarch to an optinal
solulion as early as possible. Qur exicnsive numerical cxpeniments have led 1o a

classification of ‘casy' vs. ‘hard’ problems, dependent only on the relative size of
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the release times. T he algorithm has quickly solved approximately 9% o fthe

hardest tcst problem instances with up to 200 jobs and 100% of the large

problems classified as casy.

2.7 Summary of Literature Review

The ahove literaturcs are summarized in a tabular form according to the following

tahle as per their research field:

Table 2.1: Summanzed Literalure Rovicw

Field Refercnee Description of the work
Simulated | Loukil et al. Introduced multi-objective simulated annealing
Adnealing | (2005) based scheduling,
Based Cho et al. (2005) | Described that the effechiveness of the solution

Scheduling

method based on simulated annealing (SA) &

determined the 5 A-related parameters,

Andreas and
Nearchou (2004)

Presented a now hybrnid  simulated anncaling
algorithin (hybiid SAA) for solving the How-
shop scheduling problem (FSST').

Mansouri (2006}

Proposcd a multi-objective simulated anncaling
(MOSA)

minimizing total sct-ups and minimizing the

solution  approach  including:

maximum n uember o f s et-ups belwesn Lthe two

slages,

Yiug and Liao
(2004}

Described Ant colony system (ACS) which 15 a

novel  meta-heuristic to solve  NP-hard

sequencing problem.

Fink and ¥ah
(2003)

Described the process of how continuous flow-
shop scheduling finds a permutation of jobs to
be processed sequentially on a number of
machines for minimnizing the total processing

time,




Developed and compared different local search

Crupia el

al.{2002) hewristics  for the  two-stape  [low  shop
problem with make span mininuzation.

Tian ct ah.{1999) | Described  that by adopung a  proper

perturbation scheme, the SA algorithm  has
shown to produce very cfficient solulions to
different combinaiorial optunization problems
with permutation property.

Tabu
Scarch
Based
Scheduling

Carcia et al.

Developed a tabu scarch-based selution

{2005) procedure to solve this problem and tested
cmpirically with randomly generated problems.
Nowicki and Flow-shop scheduling problem with the make

Smutnicki (2006)

span criterion is solved using tabu search

algorithm.

Tamiak ot al,

(2005)

Three constructive algorithms and lhree mota

heuristics {based one Tabu Search and

Simulated Anncaling techmques) are developed
to  solve and

scheduling  problem

expenmentally analyzed.

Liu ct al.(2003)

They showed that tabu search algorithm is
typically more cfficient and faster than the

other methods o solve scheduling problem

Grabowski and
Pempera {(2005)

Developed and compared different local
scarch algorithms for the no-wait  flow-shop

problem with make span eritenien (Cax)-

Grabowski and | They dealt with  a  classic  flow-shop

Wodecki (2004) | scheduling  problem with make span criterion
and proposed a way to solve with tabu search
algorithm.

Ben-Daya  and | Proposcd a tabu scarch  approach for solving

Al-Fawyan the permulation  flow shop scheduling

{1998} problem.




Genetic Wang et al. Proposed  an  effective  hybrid penctic
Algorithm | (2006) algorithm  (HGA) for pennutation {low shop
Based scheduling  with limited buflers.
Scheduling | Chang et al. Described  sub-population  genetic  algenihm
{2006) (SPGA) is cffeclive in solving mult] objective
scheduling problems.
Zandigh el al. Decalt with the hybrid flow shop scheduling
{2006) problems 1w  which there e sequence
dependent setup limes, commonly known as the
SDST hybrid flow shops.
Chan, W, and described the GA can obtain good schedules for
Hu,IL(2001} their proposed  medel, giving a family of
solutions that are at least as good as lhosc
produced by the heurnistic rules.
Neural Anilkumar and | Fomnulated a back propagation neural nctwork-
Nelwork Tanprasert bascd priority procedure to solve scheduling
Based {2006} problem.

Schedulmg

Solimanpur et al.

(2004)

A neural networks-based tabu search method,
namecly EXTS, is proposcd for the flow shop

scheduling.

Lee and  Shaw
(2000)

They proposcd the neural network based hybrid

genetic algorithms to solve scheduling problem.

Sabuncuoglu and

Gurgun {1996},

Proposed a new neural network approach to

solve the single machine mean tardiness
scheduling problem and the minimum make

span job shop scheduling problem.

Watunabe et al,
(1993)

The authors propose a method lor estimating
the marging by using a neural nctwork. It 1s
found that lhe method s clfective for
improving the average lateness to due-dates but

nol the maximum lateness.

Dagli and

Described a hybrid approach between two new

J
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Sittisathanchal lechinigues, Geoetie Algonithms and Artificial
{1993) MNeura! MNetworks, for generating Job Shop

Schedules (JSS).
Furcy Zadch (1963) Articulated that the advantage of the fuzzy
Logic logic system approach is that it incorporates
Bascd both numerical resulls from a previous solution
Scheduling or simulation and the scheduling experiise from

experiences or observation, and it is casy to

nnplement.

(rrabot and

Gienesle {1994)

Proposed o way o use fuzzy logic in order to
build agpregaled rules to solve the mult

objeclive scheduling problem.

Keung ct al.

(2003)

Descnbed the design and development of an
infelligent hicrarchical control model lo solve

the scheduling problem.

Pelroni and Rizzi
(2002)

Presented 2 fuzzy logic based tool inlended to
rank flow shop dispatching rules under mulbiple

performance criteria

Allel (2003)

Proposed a resolution method (ihe Aorizon
method) for the deterministic case (fixed data

and sirict constraints). In this method, the
horizon time of cach machine 15 discretised by
pait times and at each unit time a binary value

is associated.

Kacem et al. Proposed a Parcto approach based on the
{2002} hybridization of fuzzy logic (FL) and
evolutionary algorithms (EAs) to solve the
Nexible job-shop scheduling problem (FJSP).
Yun, Y. 5. }Describeda new genetic algonthm { GA) with
(2002) fuzzy logic conlroller (FLC) lor dealing with

preemptive job-shop scheduling problemas.
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Tsujunura el Showed that fuzzy set theory can be useful in
al.{1993) modcling and selving  flow shop scheduling
problems wilh uncerlain processing times &
Triangular {uzzy numbers (TFNs) are uscd 1o

represent the procassing imes of experts.

Cheng et al. Considered the three-machine penmutation
{2001} Now-shop scheduling problem with release
times where the objective 1s o minimize the

maxinmum conipletion time.

In this research the litcrature is reviewed on local search methods for flow shop
and job shop scheduling and adapts these to the hybnd [low shop scheduling. The
above proposed methods did not consider the fuzzy multi objective parallcl flow
shop problem and machine reliabitity based ulilization during scheduling. If
machine reliability is not considered during the schedulng proccss then the

schedule may nol be a realistic schedule d ue to the uncertain s hutdown o fthe

machine.

To address the uncertainty & satisfy the multi objectives, fuzzy rule-hased system
15 developed. This system provides the prionily of each job by taking the
infonpation of proccssing time, cost over time, carliest due dale ctc. as an
appropriate fuzzy membership function. On the other hand other fuzzy nlerence
systemn {FIS) provides the machine priority bascd on reliability and availability of
each stage based an lhe information about mean time to failure (MTTF) & mean
time to repair {(MTTR} of each mdividual machine. A maximum utilization target
of each machine is calculaled using the reliability of each machine found fromn
the second FIS. Based on the priority calculation for each job and niachine for
gach stage, an algorithm is developed to grouping, sequencing & allocating the
jobs to the machines at every stage in such a way that total percentage of over

viilization is minimured,
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CHAPTER 3

PROBLEM IDENTIFICATION

3.1 Introduction

Schieduling problems consist of the allocation of tasks to scare resources over
time. The hybrd flow shop is an extension o f the flow shop: at every stage a
nuriber of identical machines are available that can opcrate n parallel. The
& (ference with the fMlow shop is that al cach stage it has to assign the jobs 1o one
of the several available machines. In esscnce, the hybrid flow shoep probiem
consists of two sub problems: assigning jobs to machines, ie, a prouping
problem, and sequencing operations on the machine, j.e., a scheduling problem.
Both problems should be solved n such a way thal the given objechives are

satisficd and optimized.

3.2 Over all problem definition

In bybrid flow shop there may be a numbers ol stages ol processor and each stage
hus more ther one ideptical machine. The machines are identical in a scnse that,
for a given stage the jobs need the same time to be processed on each machinc.
But the reliability and availabiily characicristics i.c., mean time lo failure
(MTTF) and mean time lo repair (MTTR) is different for each machine ina
singie stage. So though these machines in an individual stage are identical in a
scnse of processing time, there different values of mean time to faillure (MTTE)

and mean time to repair (MTTR) makes them having diflerent priority.

Each job has 1o be proccssed on every slagc. The priority of the jobs could be
appraised by the values ol there processing time, due date (Due Datz) and cosl
over time (COVERT) ctc. In cach stage the identical maching’s priority 1s
determined based on the information of meun time o failure (MTTF) and mean

time to repair (MTTR).
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Figure 3: Typica! Scenario of hybrid flow shop

So this problem involves determining the mechamsm of priority dctermination of
the jobs and machincs in an individual stage and also determinc the way for
grouping, sequencing & allocating the jobs to the machines al every stage in such
a way that total percentage of over utilization will be minimum and consequcntly

the top priority jobs will be processed on the top priority machines.
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CHAPTER 4

FUZZY SCHEDULING PRELIMINARIES

4,1 Tntreduction

The flow shop scheduling problems exist naturally in many real-life situations,
since (here are many practical as well as important applications for a job to be
processed in serics with more than onc-stage in industry. An ordinary flow shop
is a mulli-stage production process wilh the property that all products have to
pass through a number of stages in the same order. The multiprocessor Now shop
is an extension of the flow shop: at every stage a number of identical machines

are available that can operate in parallel,

4.2 Fuzzy Logic in Scheduling

Tuzzy set theory has been used to inodel systems that are hatd to define precisely.
As a methodology, fuzzy sct theory incorporates inprecision and subjectivily into
ihe model formulation and solution process. Loifi Ashker Zadeh, a logician of
human cognition, introduced soine formal settings for dealing with uncertainty
|Zadeh 2005]. The main theme of his philosophy is that (he human cognilion has
two main facets: Partiality and Granularity. Partiality means tolerance to partial
truth—truth value of a proposition or an event is not only true and false, but also
partially true or falsc. Granularity means formation of granules fwords or
phrases) assighed un-sharply to a set of values or attributes. It has been applied to
various ndustrial problems including production systems [Zadeh 1965].
Recently, there hus been significant attention given to inodeling scheduling
problems within a fuzzy framework. ‘The advantage of the fuzy logic system
approach is that it incorporates bath numerical results from a previous solution or
simulation and the scheduling expertise from experiences or obscrvation, and it is

casy to implement.
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4.2.1 Fuzzy Logic

Fuzzy Logic is a problem-solving contiol system methodology that lends isell to
implementation in systems ranging from simple, small, ecmbedded micro-
controllers to large, nelworked, mwlti-channcl PC or workstation-based data
acquisition and control syslems. It can be implemented in hardware, soltware, or
a combination ol both FL provides a simple way to amive at a defimte
conclusion based upon vague, ambipuous, imprecisc, noisy, or missing input

inlormation.

Fuzzy logic has two different meamings. In a narow sensc, fuzzy logic is a
logical system, which is an extension of multi-valued logic. Butin a widcr sense,
which is in predominant use teday, fuzzy logic (FL) is almost synonymous with
the theory of fuzzy sets, a lheory which refates to classes of objects with un sharp

boundaries in which mmembership is a matter ol degree.

4,2.2 Mcmbership Functions

A membership function (MF} is a curve that defines how sach point in the imput
space is mapped lo a membership-valuc {or degrce of membership) between O
and 1. The input space 15 somctimes referred to as the universc of discourse. It is
a graphical representation of the magnitude of parlicipation of each imput. It
associales a weighting with each of the inputs that are processed. Membership
funclions can be like triangular, trapezoidaf, Gaussian membership funciions,
sigmoidal membership function cte. Use of membership function type depends on

the problem situation.

Thic only condition a membership function must really satisfy is that it must vary
between O and 1. The function itself can be an arbilrary curve whose shape can be

delined as a funclion that suils us from the point of view of simplicity,

convenience, specd, and efficiency.
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A classical set might be expressed s

A= ix]x=06}

A fuzzy set is an cxtension of a classwcal set. [f X is the universc of discourse and
its clements are denoted by x, then a fuzzy sel A in X 15 defined as a sct of
ordered pairs.

A= {x, pAf) [x X}

nAfx) is called the membership funclion {or MF) of x in A. The membership

function maps each element of X to a membership value between 0and 1.

The Fuzzy Logic Toolbox includes 11 buill-in membership funclion types. These
11 funclions are, in turn, built from several basic functions: piccewisc linear
functions, {he Gaussian distribution funclion, the sigmoid curve, and guadralic
and cubic polynomial curves, By convention, all membership functions have the

lelters mf at the end of their names,

The simplest membership functions are formed using straight lines. Of these, (he
simplest is the triangular membership function, and it has the [unction name
trimf, it 15 nothing more than a collection of three pomnts forming a triangle. The
trapezoidal membership function, trapmf, has a flat top and really s just a
truncated triangle curve. These straight line membership functions have the

advantage of simpheity.
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Figure 4.1 : Triangular & trapezoidal membership function
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Twa membership functions arc built on the Gaussian distnbution curve: a simple
Guussian curve and o two-sided composite of two difforent Gaussian curves. The

two functions are gaussm{ and ganssZimf

The gencralized bell membership function is specified by three parameters and
has the function name ghellmf, The bell membership function has onc more
parameter than the Gaussian membership furction, so it can appreach a non-
fuzzy set il the free parameter is tuned. Because of their smooihness and concise
notation, Gaussian and bell membership fanctions are poputar methods for
specifying fuzey sets. Both of thesc curves have the advantage of being smooth

and nonzero at all points.
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Figure 4.2; Diffcrent Gaussian membership function

Although the Gaussian membership functions and bell membership lanctions
aclicve smoothness, they arc unable to specily asymmetric membership
[unctions, which are important in certain applications. Next the sigmoidal
niembership function, which is either open left or nght, Asymmetric and closed
(i.c. not open to the lelt or nght) memhership functions can be synthesized using
two sipmoidal functions, so in addition to the basic sigmf, we also have the
diffcrence botween two sigmoidal [unctions, dsigmf, and the product of two

sipmoidal functions psigmf.
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Figure 4.3: Sigmoidal membership function

Polynomiat based curves account for scveral of the membership functions in the

toolbox. Three related membership functions arc the Z, S, and £ cuwrves, all

named because of their shape. The funchion zmf is the asymmetrical potynomial

curve open to the left, smf is the mirrorimage funclion that opens to the right,

and pimf1s zero on both extremes with a nise in the middle.

F e A IR PR E. J—
! ---5--- i o -5---—-- e
Azl ~-- e Jnu-x\i-\—- ___E.......-..

i !
1] [] L) [] H
whl Feri?]
anf

a L]
o Fa AR

ami

Figure 4.4: Polynomial membership function

4.2.3 Logical Opcrations

The most important thing to reahze about fuzzy logical reasoning ig the fact that

1t is a superset of standard Boolcan logic. In other words, if we keep the fuzzy

values at their extremcs of 1 (completely truc), and 0 (compleicly falsc), standard

logical operations will hold. Asan example, ¢ onsider Lhe standard truth lables

below:
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o 0 0 0 9 0 1
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AND OR NOT

Figure 4.5; Explanation of logical opcration

In fuzzy logic the truth of any statement is a maticr of degree. The input values
can be real numbers between 0 and 1. Which function will preserve the results of
the AND truth table (for exampic) and alse extend to all real nambers between 0
and 1 is the min operation. That is, resolve the statement A AND B, where A and
B arc limited 1o the range (0,1), by using the function min(A,B). Using the same
reasoning, the OR operation can be replaced with the max function, so that A OR
B becomes cquivalent to max({A,B) liollowing table described how the truth table

above is completely unchanged by this substitution.

4 B mAB A B maxiAB) A 1-4
0 o | o 0 a | o ‘ 0 1]
0 oo ] 0 A 1 0
1 o | o 1 o | i
1 1 ; 1 1 1 1
AND OR NOT

Figure 4.6: Numenical Explanation of logical operation

Moreover, since therc is a function behind the truth table rather than just the truth
table itself, now il is considered values other than 1 and 0. The next [igure nuses a
graph to show the same information. 1t 1s converted the truth luble to a plol of two
fuzzy sets applied together to create one fuzzy set. The upper part of the figare

displays plots corresponding to the two-valued truth tables above, while the lower



part of the figure displays how the operations work over 2 continuously varying

range of truth values A and B according o the fuzzy operations.
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Figure 4.7: Graplucal Explanation of logical opcration

4.2.4 If-Then Rules

Furzzy scts and fuzzy operators atc the subjects and verbs of fuzzy logic. These 1l-
then rule statements are used to formulate the conditional statemenis that
compnse fuzzy logic. A single luzzy if-then rulc assumes the form if x is A then
y is B where A and B are linguistic values defined by fuzzy scts on ihe ranges
(universes of discourse) X and Y, respectively. The if-part of the rule “x is A” 18
called the antccedent or premise, while the then-part of the mle “y is B is called

the consequent or conclusion,

4.2.5 Fuzzy Inference System

TFuzzy Inference Systems is the process of formulaling the mapping from a given
ipput to an output using fuzzy logic. The m apping L hen provides a basis [rom
which decisions can be made, or patterns discerned. The process of fuzzy

infercnce involves all of the pieccs that are deseribed in the' previous sections:




membership functions, (uzzy logic operators, and if-then rules. There are two
types of fuzzy inference systems that can be implemented in the Fuzzy Logic
Toolbox: Mamdani-type and Sugeno-type. Thesc two types of inference systems
vary somewhal in the way outputs are detepmned. Fuzry inference systems have
been successfully applied in ficlds such as automatic control, data classification,
decision analysis, expert syslems, and compuler vision. Bcecause of its
multidisciplinary nature, fuzzy inference sysiems are associated with a number of
names, such as [uzzy-rule-based systems, fuzsy cxpert systers, fuzsy modehing,
fuzzy associative memory, fuzzy logic controllers, and simply (and ambiguously)
fuzzy s ystems, M amdani's [uzzy 1ufercnce m ethod i s the most commonly seen
furzy methodology. Mamdani's method was among the [irst contrel systems bulll
using fuzzy set theory. It was proposed n 1975 by Ebrahin Mamdani as an
attenip! to control a steam engine and boiler combination by synthesizing a sct of
linguistic control rules obtuined from cxperienced human operators. Mamdan's
offort was based on Lotfi Zadch's 1973 paper on fuzzy algorithms for complex
systems and decision processes . Mamdani-type inference, as it has becn defined
it for the Fuzzy Logic Toolbox, cxpects the output membership funclions to be
fuzzy sets. After the agpregation process, there is a fuzzy set for cach output
variable that nceds defuzzilication. It is pessible, and in many cases much more
eMcicnt, to usc a single spike as the output membership function rather than a
distributed fuzzy set. This is somelimes known as a singlelon output membership
function, and it can be thought of as a pre-defuzzified fuzzy sel. It cnhances the
cfficiency of the dcfuzaification proccss becausc it greatly sumplifics the
computation required by the more general Mamdani mcthod, which finds the
ceniroid of a iwo-dimensional function. Rather than intcgrating across (he two-
dimensional funciion to find the centrmd, weighted average method of a fow data
points is used. Sugeno-type systems supporl this type of model. In general,
Sugcno-type sy stems canbeused tom odel any inference system in which the

gutput membership functions are cither lingar or constant.

in the Fuzzy Logic Toolbox, there are five parts of the fuzzy inforence process:
fuzzification o f the input v ariables, application of the fuzzy o perator {AND or

OR) in the antecedent, implication [rom the antecedent to the consequent,
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agoregation of the consequents across the rlcs, and defuzzification. These
sometimes cryptic and odd names have very specific meaning that we'll define

carefully as we step through cach of then m more detail below.

4.2.5.1 Step L. FLtzsz}f Inputs

Tlhic first step is (o take the inputs and detenmine the degrec to which they belong
to each of the appropriate fuzzy scts via membership functions. In the Fuzzy
Logic Toolbox, the fnput is always a ensp numerical valuc limited to the umverse
of discourse of the input variable and the outpul is a fuzzy degree of membership
in the qualifying linguistic sel (always the interval between 0 and 1)
Furzification of the input amounts to cither a table lookup or 2 function
evaluation. Each input is fuezified over all the qualifying membership functions

reqguired by the rujes.
4.2.5.2 Step 2. Apply Fuzzy Operator

Ouce the imputs have been fuzeificd, the degree to which cach part of the
antccedent has been satisfied for cach rulc is kown. If the antecedent of a given
rule has more than one part, the fuz.y operator is applied to obtain one number
that represents the result of the antecedent for that rule. This number will then be
applied lo the output function. The input to the fuzzy operator is twWO OT MIore
membership v alues from fuzzilied i nput v ariables. The output is a single truth
value As is doscribed in the section on fuzzy logical operations, any numbet of
well-defined methods ean fill in for the AND operation or the OR operation. In
the Fuzzy Logic Toolbox, lwo buillain AND methods arc supporicd: mii
(minimum) and prod {product). Two built-in OR methods are alse supported:
max (maximum}, and the probabilistic OR method probor. The probabilistic OR

method (also known as the algebraic sum) is calculated according o the equation

probor(a,b)=a+b—ab



In addition 1o these built-in methods, It is possible to create own melhods for

AND and OR by writing any function and setting (hat by the choice.

4.2.5.3 Step 3. Apply Implication Meihod

Before applying the impiication method, we must take care of the rule's weight.
Every rule has a weight (a number between 0 and 1), which is applied to the
number given by the antecedent. Generally this weight is 1 {as 1t 18 for this
exanple) and so it has no cffect at all on the implication process. From time 1o
time you may want to weight one rale relative to the others by changing its
weight value to something other than 1. Once proper weighting has been assigned
to each rule, the implication method is implemented. A consequent 15 a fuzzy set
represented by a membership function, which weights appropriately the linguistic
characleristics that are altributed to it. The consequent 1s reshaped LSINg a
function associaled with the antecedent (a single number). The inpul for the
implicalion process is a single numbet given by the antecedent, and the output i1s
a fuzzy sel. Implication is impicmented {or each rulc. Two built-in methods are
supporied, and they are the same functions that are used by the AND method.
min (mininum), which truncates the output luzzy sel, and prod (product), which

scales the output [uzzy sel.

4.2.5.4 Step 4. Agercgate All Outputs

Since decisions are based on the tesling of all of the rules m an FIS, the rules
must be combined in some manner in order to make a decision. Aggregation is
the process by which the fuzzy sels that represent the outputs of each rule are
combined into a single fuzzy sct. Aggregation only ocours once for cach output
variable, just prior to the lifth and {inal step, d efuzzification. The inputofthe
aggregation proecss is the list of truncaled outpul functions returmed by the
implicalion process for each rule. The output of the apgrcgation process 1S one
fuzzy set for cach outpnt variable. Notice that as long as the aggregation method

is commutative (which it abways should be), then the order in which the rules arc
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exscuted is ummportant, Three built-in methods are supported: max {maximumy),

probor {probabihistic OR}, and sum (simply the sum of each rulc’s output ged}.

4.2.5.5 Step S. Detuzzify

The input [or the defuzzification process is a fuzzy set (the aggregatc output
fuzey set) and the output is a single number. As much as fuzziness helps the rule
evaluation during the intermediate steps, the final desired output for each variable
is generally a single numiber. However, the aggregate ol a fuzzy set cncolnpasses
a range of output valucs, and so must be deluzzified n order to resolve a single
output value from the set. Perhaps the most popular defuzzification mcthed 1s the

centroid ealculation, which relums the center of arca under the curve,

4.2.6 The Fuzzy Infercnce Diagram

The [uzzy inference diagram is the composite of all the smaller diagrams we've
been looking at so far in this section. I simultaneously displays all paris of the
fuzzy inference process we've cxamined. Infonmation [lows through the fuzzy

inference diagram as shown below:

ﬁ
f A

Interpreting the
luzey interenca
diagrarm
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Figure 4.8; Furzy Inference Diagram
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Notice how the Mlow proceeds up from the inputs in the lower left, then across
cach row, or rale, and then down the rule outputs Lo finish in the lower nght. This
is a very compact way o showing cverytiung at once, from linguistic variablc

fuzzification all the way through defuzzification of the agpregate output.

4.3 Reliability And Availability Based Scheduling

Reliability is the probability that a plant or component will not fail to perform
within specified limits in a given time winle working in a stated environment. For
the case of mechanical sysiems the following definition can be uscd to define

reliability:

Mechanica! Relighility is the probability that a spare, item, or unit will perform
its preseribed duly wilhout failure for a given time when operated correctly in a

specified enviroament.

Availability is the measurc of how often the system 1s available for use (such as a
systent’s up-time percentage). Availability and reliability may sound like the same
thing, but it is worlh noting that a system can havc great Availabilily but no
Rehiability. An intemnet router is a good example of this; 1t stores no slate data. Tt
is one of the few systems where in data loss is acceptable, as long as high

availability is maintained.

If machine reliability and availability is not considercd during the scheduling
process then the schedule may notbea realistic s chedule due to the uncertamn
shuldown of the maching. So instead of choosing alternative machine randomly,
in order to incorporate the machine’s rcliability am:i availability in scheduling
process the priority o f t be m achines s hould be dctermined by their failure and
repair characteristics. These types of characteristics are usually determined by the

mean time to failure (MTTF) and mean time to repair {(MTTR).
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CHAPTER 5

RELIABILITY & AVAILABILITY BASED
HYBRID FLOW SHOP SCHEDULING

5.1 General Introduction

Flow shop is a multi-stage production process with the property that all products
have to pass through a number of stages in the same order. The multiprocessor
flow shop is an extension of the flow shop: at every stage a number of identical
machines are available that can operate in parallel. Scheduling problems may deal
with multi objectives and then the scheduling becomes more complicated. In this
research the multi criteria of the jobs like the processing time, due datc , cost over
time and the multi criteria of the machine like the reliability and availability arc

used to have an realistic schedule.

5.2 Proposed method

Proposed approach of this research is to identify multi objective scheduling
parameter (processing time, due date, cosl over time), machine relighility- and
availability affected variables (MTTR, MTTF} and construct their appropriate
metmbership lunctions & luzzy rules. Using these membership functions & fuzsy
rules developed a fuzzy inference system (F15) to identify priority of cach job &
other fuzzy inference system 1o identify priority of cach machine for each
individual stage of hybrid flow shop using MATLAB Fuzzy Logic Toolbox. To
process the top priority job in the lop priority machines and minimize the make
span lastly an algorilhm is developed for grouping, sequencing & allocating the
jobs to the machines at every stage using the prionily in such a way that total
percentage of over ulilization is minimized. Proposed method is suwmumarized as

the following frame work:
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Figure 5.1: Reliability and Availability based Multi Objective Scheduling Frame

Wark.

5.2.1 Fuzzy model identilication

Mamdani’s fuzzy inference method 15 the most commonly seen fuzzy

methodology. Mamdani's method was among the first control systems built using
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fuzzy set (heory. It was proposed w1 1975 by Ebrahim Mamdani as an altempt to
control 4 steam engine and boiler combination by synihesizing a sct of linguistic
cofilro] rules oblained fom expenenced human operators. Mamdani lypc
inference, as we have defined 1t for the Fuzzy Logic Toolbox, cxpecls the outpul
membership [unctions to be fuxzy sets. Alter the aggregalion process, there is a
fuxzy set for cach oulput variable that needs defuzzification. it 15 possible, and in
many cascs much more elficient, 10 use a single spike as the output membership
{unction rather than a distnbuted fuzzy sct. In this study Mamadani type fuzzy
inference metlod is used because it is intwitive, well suited to human mput and
nonlinear system. Here all the variables are expressed as linguistic variables. In
this model ‘minimum’ is used for implication stage, ‘maximum’ is used for

aggregation stage and *centroid’ is used lor defurzification.
3.2.2 FIS for job prierity determination

To incorporale multi objcctive scheduling fuzzy priority 15 calculated by
developing a fuzzy inference system using MATLAB fuzzy logic tool box. Threc
inpul variables processing {imc, due datc, cost over tinie arc used In this F18 and
out put of this FIS is prionty value of the job. These input and cutput values
should be expressed as a membership funclion to develop the FIS. A membership
function (MF) is a curve that defines how each point in the inpul space is mapped
(o 2 membership value (or degree of memberslup) between 0 and 1. The input
space is sometimes referred 10 as the universe of discourse, a fancy name for a
simple conccpt. There are many ways to assigh values or function to fuzzy
variables. This assignment process can be intuitive process performed by the
scheduling knowledge. In this research Gaussian membership function 1s chosen
for the processing time and triangular membership function is chosen for other
variables and three membership functions for inputs and five membership
functions for output is used becausc the mere the number of membershp
function, the more the number of rule needs. The following figure shows the

imembership funetions used in this FIS for job priority delermination.
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Processing time has closc relation to average MNow time, WIP mventory and
capacily Utilizalion. In case there 15 more than one job to be processed, it is
preferred to process the job first which have lowest processing time o reduce the
average flow time, WIP inventory level and inereasc capacity utilization. Other
irnporant paramcter is due date which 1s considered significantly to complele the
job by its due dalec and thus tardingss can be minimized. Cost over time
(COVERT) is also incorporated to prieritize the job because the cxpected per unit

delay cosl varies and 1l significantly affects the production cost.

Taking all these above information in mind the following 9 rules arc constructed
in the fuzzy miference system to determune the priomty of ithe jobs on each
machine at cvery stage. Among them the top 3 rules have weight 0.5 and rest of
the G rules has weight 1 because Due date and Cost Over Time (COVERT) are

cansidered more important thay the processing time.

If {processimg lune 12 low) then (prionty 1s high)

If {processing Linie 15 medivm) then {pricnty is medium)
If {proccssing time 15 gh) then (prionty 15 low)

If (Due daie 15 low) then (prionty 15 very high}

If (Due date is medium) then {priority is mediuni}

If {Due date 15 high) then (prionty is very low)

If (COVERT 15 low) then (priority is low)

If (COVERT is medium) then (priority is high)
IF(COVERT 15 lugh) then {prionty 1s very ngh)

5.2.3 FIS for machine’s priority determination

In hybrid fMow shop scheduling, maching’s priority is very important because the
lnghly rehable and avalable machine should gel the Wgh pnonty dunng
allocation of the top priority job. Reliability is a broad term that focuscs on the
ability of 4 product 1o perfonm 1its inlended function. Rehabihity can be defined as
the probabifity that an item will continue to perform its intended (unction without

failure for a specificd period of time under stated conditions. To determine the
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prianity of the ¢ach machine in every stage furzy inference system is developed
which 1ake the mean time 1o failure{MTTF) and mean time to repair (MTTR) o
imput & machine’s prorly as & ouiput, In machine religbility, mearn time to
failure (MTTF) is a measure of expected time where the machine will fail. In a
case of an exponential distribution, the MTTF value is the reciprocal of the
failurc rate. On the other hand mezan time to repair (MTTR) is also imponant
parameter which affeets the reliability ind availability most. 1f a machine requires

more time 10 repair then it's poonty is low & vice versa,

kn order 10 overcome the uncertninty and imprecision, fuzzy logic theory is used
to restore the inlegrtion of reliability and availsbility. In the following FIS,
triangular membership function is chosen for alt input and output vanables and
five membership functions for inputs and [ive membership functions for output is

uscd. All these are determined by the expen knowledge of scheduling. The
[@ilowing Mgure shows the membership functions used in this FIS for machines

priarity determinalion.
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Fipure 5.7: FIS for machine prnionity calculation
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Fipure 5.11: Relationship Diagram of Machine’s Prienily, MTTR, MTTY

Following 10 rules are used 1n the fuzzy inference syslem to determine the

priority of each machine in cvery stage {euch of them has equal rule weight 1):

If (MTTEF is very Jow)} then (machine priority is very low)
If (MTTF is low) then {machinc priority is jow)

If (MTTF is mediwm) then {machine priority is mediwmn)
TE(MTTF is high) then (machine pricrity is high)

If (MTTF is very high) then (machine priority is very high)
If (MTTR is very low) then (machine priority is very high}
1f (MTTR is low) then {machme priority is high)

If (MTTR i5 medium) then {machinc prionty is medium}
If (MTTR is high) then {machine priority is low}

If (MTTR is very high) then (machine prionty 1s very low)

5.3 Grouping and Sequcnocing Algorithm

Afler geting the priority of each job & machine for every slage using the two

different F18 the following incasures are taken:
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Job priority is determined based on their priority value. The job which has
highest prienty valuc has ranked top, second lghest prionty has ranked sccond
and so on. Similarly machive prionily is determmed bascd on the reliability and
availability value and using this pnionty value and processing time of cach job the
tareel ulilization is caleulated with the following equation:

Suppose the machines have Prionly I}, Ry, Ra, LRy
Nermalized Prionty {for machine i) MR = (RJ;{ZR,J
r=L

Targel Utilization (for machine 1} 7, = MR = TPT

Where TET=Total Processing Time

5.3.1 Grouping

Maio principle of this grouping algorithm is to perform the top priority job in Lhe
top priority machine. So [first assign the lop priority jobs to the highest priority

machine until it satisfy the target ulilization.

When it does nol salisfy the tarpet utilization go to the sccond highest priority
maciiine & assign the rest of the job until it satisfy the target utilization of the

seccond highest pnority machine.

If it does not satisly in first assipnment calcufale percenlage of over utilization for
ihat assignment (U2%} & also calculale the percentage of over utilization (Ul%)
il'it is assigned to the highest priority machine with previous assignmeni. Assign
ihe Job to the machine in which percentage of over ulilization is minimized &
assipn the rest of the job until it satisfy the target utilization of the second highest

priority machine.
If 1t does not salisly other than first assignment go to the third highest prionty

machine & assign the rest of the job until it sabsfy the target utilization of the

third highest priority machime.
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if it does not satisfy in first assigimment calculale percentage ol over utilization [or
ihat asstgnmient & also calculate the percentage of over utilization if it is assigned
to the second highest prionty machime with previous agsignment. Assign the Job
o the machine in which pereentage of over utilization is minimum & assign the
rest of the jobs until 1l salisly the rarget utilization of the third highest prionty

machine.

If it does ot satisfy other than first assignnient go to the fourth highest poority
machine & assign ihe rest of the job until it satisfy the turgel ulilization of the

fourth highes| pooniy machinc.
Similarly grouping is perfonmed in other stages,

Afier that a re-grouping operation is performed starting from the lowest poionty
machine w hich has o ver utilized allocation. Among the group the job that has
highest priority, send lo the next igher priority machine and the over ulilization
is calculated. For which machine over utilization is minimwn, keep the job to
that macline, Similarly check the all machine having over utilization [rom

bottem to top.

5.3.2 Sequencing

Sequencing is determined bascd on the priority of the job. Highest priority job on

the group goes [irst Lthen second third & 50 on.

Bul ¢ xeept the flirst stagce sequencing o ther sequencing may nead to modily in
order to minimize the make span wilhout hampering the main principle of
groping & sequencing i.c., the higher priority job does nol need to wait for the
job which has less priority. It 15 modilied in such a way that if the arrival tine of
the higher priority job is greater than the completion time of (he less prionty job

in that stage of the same group then do the less priority job first,
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Find the priority for each job & machines in
every stage using FIS
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Calculate target wtilization for each machios
in overy stage

X

Fry

Assipn the top priority jobs 1o Lhe highest
prigrity machine

Yes

Satisfy

Target 1n mfe-
]

[

Assign the jobs to the Second highest priority machine

Satisfy Yes
Targel in mie-2
Assign the jobs to the third .
highest priority machine 15 1t Ist
Assignment?
¥
iepeat the sleps ax belors
: P \‘/‘fcs
X Yes
Gall1=%l2

Regrouping the jobs by

comparing the over utilization

¥

Re sequencing Lhe jobs (f
possible

Assign that job to the highest priority
machine

Figure 5.12: Grouping, Sequencing Algerithun
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CHAFTER 6

RESULT ANALYSIS

6.1 Introduction

The developed algorithm for fuzzy multi objective machine reliability based
mulli processor flow shop scheduling has been coded in € programining
languages with MATLADB fuzzy logic tool box to put the System into practice.
MATLARB fuzzy logic lool box js used to prioritize the jobs and different
machines in an individual stage to full fill the multi objective criteria. Using these
prioritics of jobs and machines the developed seheduling algorithm then provides
us the schedule. For analyzing the performance of the developed algorithm a case

study is presented here,

6.2 Casc Study

A case study is presented here using ihe hypothetical data o clarity the proposed
process. A three stage mulii processor flow shop is presented here as [ike the

following fipurc:

M,

MII e

Figure 6.1: 3 stage hybrid Jow shop
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In first stage there arc 3 machines and in slage 2 ; stage 3 there are 2 machine
iaken into consideration. All the machmes i cvery stage have idenlical
processing time but diffcrent rebiability which is calculated based on their failure
and repair characteristics. Five jobs arc considered here having the following 3
different processing lime in 3 stage, due dale [or cach jobs and cosl over time

(COVERT) for cach job which are determined by the customer requirements.

Table 6.1: Information of jobs in stage 1, stage2, stape3

Job Processing | Processing | Processing

name Time Time Time Duc | Covert
(Stage 1) | (Stage ) | (Stageld) Dale

A 15 12 1o 25 95

B 20 10 15 20 80

C 12 9 20 21 25

D 10 15 9 15 70

E 3 4 3 5 100

Total 60 50 57

Processing

Time

Priority of the job is calculated using the fuzzy inference system. Bascd on this
priorily the Top priority job in stage 1 is E, then D, then B, then A and Jowest

priority Job is C. Similarly priority of the machines in other slage is dctermined.

Priorities of the machines are also determined based on the rcliability of the
machines found frormn the second fuzzy infercnee system, The machine which has
the highest rcliability has ranked top priority machine, the machine which has
second highest relishility has ranked second top priority machine in a stage and
50 on. Then based on Lheir normalized priorly proportion the target utilization for

cach machine 15 determined.
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Fipure 6.2: Job’s Priority Calculation using FIS
Table 6.2: Priority of Job in stage 1, stage2, slage3
Job name Priority Priority Priority
{Stage 1) {Stage 2) {(Stage 3)
A 0.486 0.474 0.497
B 0.465 0.507 0.5
C 0.446 0.440 {1424
D 0.608 0.509 0.612
E 0.720 (0.721 (0.726
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Figure 6.3: Machine Priority Caloulation using FIS

Tahle 6.3: Information & prionly of machines in stage |

Mic no, | MITF | MTFR | Priority | Normalized Target
(minute} | {minute) Priority Utilization
1 Q00 30 0.726 (0.51599147 | 30.959
2 500 60 0.407 0.28926795 | 17.356
3 300 90 0.274 .19474058 | 11.684
1 6l
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Table 6.4: Information & priority of machines i stagc 2

Micno. | MITF | MTTR | Priority | Normalized | Target
(minute) | {(minute) Priority | Utilization
1 695 20 (.691 0.6008853 | 30494
2 500 55 (0.442 0.3901147 19.506
| L 50

Table 6.5: Information & prierity of machines in stage 3

Micno. | MITF | MTTR | Priority | Nermalized Target
(minute) | {minuie) Priority Ltilization
I 605 30 0.630 0,5606732 | 31.938
2 500 50 0.50 {.4393268 | 25.042
| 57

According to the developed algorithm following table provide the ullimate
grouping of the jobs to the machines and accordingly the jobs should be ailocated

to restorc the priozily of the jobs and machines.

Table 6.6: Final Schedule

Machine No. | Slagel Stage2 Staged

(sequcnced as

p]‘lﬂl‘it}"] without Re- | Wwith  Re- | Wuhaut Re- [ With Be-
Sequenetg | Sequoncing Crawping Grouping

1 EDA |EDB EDB ED.B ED,B,A

2 B ALC C.A AC C

3 . Jv=20% | U%=16%

Tolal Make Span O 63

Sequencing is donc casily here based on the priority of cach job in a group.

Suppose in stage 1, machine 1 the job E should be process first, then D and then
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A. But re-sequencing algorithm may alter the sequencing bascd on the amval
time of the highest priority job in a group. Here for stage 2, maching 2 according
to te sequencing algorithm the job € should be processed irst instead of job A
having higher priority becausc the arrival ime of job A (28 minute) in Stage 2 Is
greater than the completion tume of job € (21 minute) in stage 2.This re
sequencing algorithm is used to minimize the make span without hampering the
prority restoration. Simultaneously a rc grouping algorithin is used in stage 3 to

minimize the over utilization.

6.3 Computaiional Resnl¢

The Heveloped program has been run on a TOSHIBA Laptop MACHOIOAQTOT
Intel (R) Celeron (R) M having 1.60 GHz of processor speed, 1.60 GHz 224 MDB
Ram and MicrosoR Windows XP operating systemn for the processing ol 30 jobs
in 50 stapes each of having 50 parallel machines hybrid flow shop. The
computational time was 3.51 seconds, whieh shiows a good performance of the

algonitlun in view of computational speed.
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CHAPTER 7

CONCLUSION AND RECOMMENDATIONS

7.1 Conclusion

Instead of choosing job randomly, this research proposcd the use of fuzzy
inference systern to delermine the job priority based on their processing time, due
date, cost over time (COVERT) which are (uzzy in nature most of the time. This
is an altemative way to wcorporate the influence of processing time, cost over
time, carliest due date during multi processor flow shop scheduling to fulfill multi
objective because many real-world schedulinp problems arc multi objective. That
is. there exist several criteria that must be laken into considcration when

evaluating the quality ol the proposed schedule.

On the wiher hand, inhercnt complexity and unceriainty makes the scheduling
process complicated and herc fuzzy logic is used in order to build aggregated
rules allowing obtaining a compromise between the sarisfactions of scveral
criteria. The inability of the normal scheduling methods to address the
imprecision and uncertainty paved the path for the fuzzy scheduling tcchmques.
By incorporating the expert knowledge of cxperienced scheduler the fuzzy

inference system can be developed in such a way that it provides a realistic result.

To realize lhc iniegration between maintenancc and production planning
machines are priontized using another fuzzy inference syslem based on their
reliability and availability because if machine reliability and availability is not
considered durine the scheduling process then the schedule may not be a realistic

schedule due (o the uncertain shutdown ol the machine,

b1



To balance loads on each machinc an algorithm is developed for grouping,
sequencing & allocating the jobs to the machines at cvery stage in such a way
that total p ercentage o f over utilization is minimum and sends the Lop priority
jobs to the top pricrity machine. A re sequencing mcchanisin is also incorporated

to minimize the make span without hampering the priority restoration.

7.2 Recommendations

Future aim of this research 15 to perform a scnsitivity analysis by changing the
values of meanume to {ailure (MTTF) & mean time to repair (MTTR) of cach
machine & sce the signifcant differences each of change makces. An algonthm
can be developed for automatic selection of the morc sensitive machine, for
which if the reliabilily and avallability is incressed by deploymg more
mainienance work then the make span will be decreased significantly and
according to this, a rcalistic production and mainicnance plan then can be
possible to i mplement. To facititale the proposed s cheduling m ethod the fuzzy
logic tool box can be interfaced with the developed tool so that it can

automatically read the out put of the fuzzy inference system.
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A INPUT DATA

‘Total stape: 3

Total job: 5

Total machine in stage 1: 3
Jobs Details:

Jobsa
Triority: 486
Time: 15

Jobs b
Priority: 465
Time: 20

Jabs ¢
Priotity: 446
Time; 12

Jobsd
Prionty. 608
Time: 1}

Jobse

Priority: 726
Time: 3

Machine details:
Machine 1
Reliability: 726

Machine 2
Ecliability: 407

Machine 3
Reliability: 274

Total machine in stage 20 2

Jobs Details:



Jobs a
Priority: 474
Timeg: 12

Jobhs
Priarity. 507
Time: 10

Jobs ¢
Priority: 446
Time: 9

Jobs d
Pnonty: 509
Time: 15

Jobs ¢
Priorty: 721
Time: 4

béachine deta]s:
daclkine 1
Reliability: 714

Machine 2
Reliability: .5

Total maching in stage 3: 2

lobs Details:

Jobs a
Prionty: 4%7
Time; 14

Jobs b
Prionly: .5
Tume: 15

Johs
Priority: 424
Time: 20

Jobs d
Priority: 612
Time: 9



Jobs e
Priority: 726
Time: 3

Machinc details:
Machine 1
Reliability: 633

Waclune 2
Reliability: .496
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B Result

mmmmmemamar oo mmmm e e S ] -
Jobs given according to machine priority:
cda

b

Machinetl: eda

Machinel2: b

Machincl3: ¢

joha: machine: 1 Time consume: 28
jobb: machine: 2 Time consume: 20
jobe: machine: 3 Time consume: 12

job d: machine: I Time consume: 13

L2

jobe: machipe: 1 Time consume:

R T

Jobs given according to machine priority:
edb

ca

Machine2l: cdb
bachinel?; ca

G



joba: muachine: 2 Time conswme: 40
job b:  machine: 1 Time consume: 38
jobe:  machine: 2 Time consume: 21
jobd: machine: 1 Time copsume. 28

jobe: machine: 1 Time consume: 7

emamemen e S1AEE: Fammmmmr o e
Jobs given according to machinc prionly:

cdba

Machine31l; edba

Machinc32: ¢

joba: machine: 1 Time consume: 63
job b:  machine: 1 Time consume: 33
job e machine: 2 Time consumne: 41
jobd: machine: 1 Time consume: 37
jobe: machine: 1 Time consume: 10

Make span of this process 63 for the job a
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C COMPUTER CODE

thuclude<iostream.h>
ffdeline S1£E 10;

il lolal_stage;

int stage_per[SIZE];

int reliabity[SIZE)| S1ZE]:

float time_machine[SIZE][STZE];
int machine[SIZLE[STZE][SIZE|;

struct rec

{ -
int hme;
Int pirority;

int index;
[loal time_consume;

b
int total_job;

void grouping{int number);
voud sorting()

void main()

{
siruct rec Job[SIZE];

int sum=_
float total_time=(},

cin>>tolal_slage;

for{int i=;i<tolal_siage,i++)
cin>=stage_perfi];

for(i=0:i<total_slage;it+)
for(int j=0;j<stage_per(i];j++)
cin>=reliabiny[1}3);
cin=>lotal_job;

for(i=0<tolal_jobi++}

{
i

jobjt].index=i;

for(i=0;<total_machinc;i++)

GB



total_time=(),
sum=1{;

for(j=0<dotal_jobj++}

{
cin>=1ob[j].pirority;
ein==job[]].lime;
total_time+=job(i].time,

i

for(j=0,j<=pcr_stagefi];j++)

sum-+=rcliabity[i][j];

{or(int k=0;k<per_stage[i]:k++}
time_machine[k]=({reliabity[1][k]/sum)*total_time;

sorling();
groupingi};
b
}
void sorting()
{
for{int i=0;i<total_job;i++)
for{int j=i;j<total_job;j++)
1
if{job[j].pirorityjob{1]. pirority)
{
rec I,
m=ioh[i];
job[i]=iobljl;
job[i]=m;
¥
'
}

void grouping(inl number)
{
float time, k=0,1=0;
floal I[S1ZE];

time=jab[0].Lime;

for(int j=0;j<total_job;++)
d

if{time=time_machine[number][k])

{

KA+
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time=i},
i=1;
}

machine[number][k][1++]=job[j] index;
met=job(y].tme;

H{number—0};
job|j].ime_consumet=hme;

b

ifinumber=0)
for(int 1=00==1:141)

iU{jobli]time_consume=(job[i+1].time_consumctiob[1+1].1me))
{
machine[number][k]{[J=job[i+1].indcx;
machine[number][k][1+1 = ob[i].index;

Job[i].time_consumet=job[i].ime+job[i+]].line;
job[i+1].time_consumect+=job[i+1].timc;

}

Hinclude<igstream. b=
#include<stdio h>
Hdcline SIZE 50

1ni total_stage;

init total_job;

{loat total_time;

Moat total_reliability;

int machine[S1ZE][S1ZE];

int machine_ailocation]SIZE];

foat machine _cost[S1ZE];

int machine record[SIZE][SIZE][SIZE];
it machine_prionty[SIZENSIZE][SIZE];
mt total_m[SIZE};

struct jobs_compute

{

Nloat consume_time;

int machine[SI1ZE};

Moat ime_process[SIZE];
b

H



struct job_dctails

{
int Job_index;
char a;
fioat Job_time;
floal job_priority;
b
struct machine_delails
{
float reliabilily;
i stage;
mt mdex;
float time_given,
1

jobs_compute compule[SIZE];
job_dctails job_main[SIZE];
job_dctails jobs[S1ZE],
machinc_detalls machine_stage[SIZE];

void Assign(int stage count,int total_machme},
void Reassign(int stage_count,int tolal_machine);
void Reallocale(int stage_count,nt total_machine);
void outputfint stage_count,ini total_machine);
void computation(int stage,int total_machine);

void mainf)

{
inl lotal_machine,stage_tount,j,k;
job_details temp_job;
machine_details temp_machine;
float p
int flag,

cout<="Total stage: ";
cin>>total_stage,

cout<<"‘n'nTotal job: ";
¢inz>total_job;

forfint i=0;i<total_jobj++)
compute[i].consumec_time=0,

for{1=0;i<total_stage;++}

for(j=0;)<SIZE;j++)
for(k=0;k=<SIZE;k--}
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maching_recordi][j1k]=1;
machine_priority[1][][k]=-1:
}

for{stage count=0;slage couni<lotal_stage;stage count+}
i

lolal_time=0,

total reliabilin=0,

cout<<"n'nTotal machine in stage "<<stage count+]<<";

cin=»total_machine;

for(1=0;<SIZE j++)
machine allocation[j]=0;

for()=0;)<SIZE,j++)
machine_cost[j]=0;

cout=<"n\nlobs Details: ')

for(j=0;j<total_job;++)
{
jobs[i]job_index=j;

jobsljla~aj;

cout<<"niJobs "<<jobs[j].a;

Nag=1;
whilc(flag)
{

cout<<™n't Priority: ",
cin==p;

if(pe=1 &b p=0)

{
jobs[]] job_priority=p;
Map=0,

1

else

cout<<"nit Prionty range
O<priority<=1,input again'n";

}

[Tag=1;



whilc(flag)

{
coul=<"\ Time: "
cinz=p;
if(p>=0)
i
jobs[)]. job_time=p;
flag=0;
}
clse
cout==""n% Time is positive'n";
1

total_lime+=jobs[j] job_time;

}

for(j=0;j<total_job;++)
job_main[j]=jobs[jl;
coul<<"\nnMachine details: *;
for(j=0;j<lotal machiney++)
{
machine slage[j] stagc=stage_count,
machine stage[j].index=j;

cout=<"mthMaching "<<j+1;
flag=1,

whilc{flag)
{

cout<<"wnt Rebability: ";
cin==p;

ifip<=1 &é& p=0)
t
machine_stage[)].reliability=p,
flag={;
;

cout<<™nt Reliability range
O=<reliability<=1mput again'n";

i

zlse

total_reliability+=machinc_stage[j].reliability;

}

for{j={:j<total_maching;j++)
for{k=j;k<total_machine;k+-+)
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i[{machine_stagefj].reliability<machine_stage[k].rehalnlily)

¥
temp_machinc=machine_stage[j];
machine_stage[j]=machine stage[k];
machine stage[k]=tcmp_machine;

i

for(j=0;j<total_machinej++)

machine_stage]jitime given={machine_stapgc[jl.rcliability/total reliabilit
y)¥total_time;

for(j=0;<total_joby++)
for(k=y;k<total job,k++)
ifijobs|j].job_priority<jobs[k].job_prionty)

{
temp_job=jobs[)];
jobs{j]=jobs[k];
jobs[k]=temp_job;
E

Assign(stage count,tolal_machine);
Reassiun(stage count,lotal_machinc);

istage count>0})
Reallocale(stage counttotal machine),

computation{stage count,total_machine);

for{int i=0;1<total_maclinen++)
for{j=0;j<=machine_allocation{i];j++)

machine record[stage count][maclunc_stage(i].index][j]=machine[i][i};
for{i={};i<total_maching;++)
tor(j=0;j<machinc_allocation[1]++)
machinc_prionty[stage count}[i][j]=machine[i}{j];
total_m(stage couni]=lolal_machinc;

i

for(i=0;i<total_stagentt)
output{i,total_m[i]};

[loat max=(k,
for(i=0;1<total joh++)

if{max<coniputef1].consume_time}
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max=compute[i].consume_tume;

coul=<"nwn",
lor(i=(hi<total_job;i+4)
if{computcfi).consume_tunme=—=max)
cout<<"Make span of lhe process "<<max<<" [or
ihe job "<=<job_main[i].a<<"\n",

cin=>j;
i

void computalion{int siage,int total_machine)
{
int k=0
for{int i=0;1<total_macling;it++}
for(int j=0,)<macline_allocation[i];j++)
i

i inden;
index=machine[i][i];

compule[index] machine[stage]=machine stage[1].index;

1 slage==0)
for(k=1;k>=0;k--}

compute[index].conswme_time+=job_main{machine[i][k]]job_tume;

compute[index].time_process[stage]=compuic|index].consume_time;

}
i

void Assign(int stage,int lotal machine)

i
int k=0m=0;
Hoat cost={},

for{int i=0;1<total_job;i++})
{

cost+=jobs[1] job_time;

i{cost<machine_stage[k].time_given)

¥
machine[k){m+]=jobs[1] Job_index;
+tmachme_allocation[k];
machine_cosi[k]=cost;

}

clse
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i{cost==machinc_stage[k].time_jriven ||
machine_allocaticalk]==0}

{ ‘-+machine_alloeation[k];
machine cost[k]=cost,
machine{k++][m]=jobsfi].job_index;
m={;
cost=0,

}

else

if{cost>machine_stagelk].time_given)
r
1

i[{k=<total_machins-1)

{

m=t);

machine[++k}{m++]=jobs[i] job_index;
++machine allocation[k];
cost=jobs[1],Job_time;

machine cost[k]=cost;

H

clac

machine| kK][m++]=jobs[1]job_index;
++machine_allocation[k];
machine _cost[k]=cost;

}

t

void Reagsign(int stage,int 1o1al_machine)

{

float ratio1=0,
[Toat ratio2=0,

for(int i=total_machine-1;i=0;i--)
t
if{(machinc_cos{il>machine slage[i].timc_given) &&
machine_allocation[i]=1}
1
ratiol=(machine_cost[i]-
machine_stage[1].time_given)/machine_stage[i].lime_given;

Noat cast;

int index;

index=machineg[1][{]];
cost=job_imaimn[uwlex].job_time;

Th



ratio2?={cost+machine_cost[i-1]-machine_stage[i-
1].time_given)/machine_stage[i-1].time_given;

{ratiol=ratia2)
{
machine_cosif1]-=cost;
for(int k=1;k<machine_allocation[i];k++)
macline[i][k-1]=machine[ij[k];

—-machine_allocation[i];
machine_cost[i-1H=cost;
maching[i-1][maclune allocation{i-1]]=mdex;
++machine allocation[i-1];

t
r
}
}
void Reallocaie{int stage,int total_machine)
{

int finish[SIZE);
it a,b,etemp,

for(int i=0;i<total job;++)
fmsh[i]=0,

fur{i=0;i<total_imachine;i++}
for(int j=0;j<machine_allocation|i];j++)

{
a=machinc[i][j];
hi

for{int k=j+1:k<machinc_allecation[1];k++)

{

b=machine[i][k];

ificompule[a] consume_time=(compute[b].consume_tmetjob_main[b] jo
b time})
{
a=h;
c=k;

}

temp=machme[i}lc|;
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for(inl m=c-1;m>=;m--)
machinefi][m+1]=machinef1][m];
machme[1]{1]=tecmp,

compute[machine(i][j]].consume_time+=job_main[machine[i][j]].job_tim

c;
float time;
time=compute[machinefi}[j]}.consume_time;
for{m=j+i;m<nachine_allocation[1];m++)
if{time>compute[machinefi}[m]].consume_time)
compute{machine|i][m]].consume_time=time;
}
;
void output{int stage,ni tolal_machine}
{
COULTE T N o mm mm e mmrm oo e e Sl e " mtagEt ] < -

R ——— Y| L

cout<<"Jobs given according 1o machine prionityn'n®;

for(int i=0;1<total _machingi++)
{
for(int k=0:k=total_job;k++)
if{machinc_prionty[stage][i]{k]!=-1)
cout=<"
"e<job main[machine priority[stage][ij{k]].a;

coul=="nn";

}

COUEEE NI L mm e wm mm e mmm o eme e AT

for{i=0;i=<total_machinc;i++)

{

cout=<"Maching"<<slaget| <<+ <<

for(inl k=0;k<total job;k++)
if(machine_record[stage][1][k]!=1)
cout<<"
"odjob_main(macline record[stage][i][k]].a;

cout<<"in'n";

}

COUEE A L rm oo o o emmmammemem= N,

T8



for(i=0;1<tolal_job;i++)
{
cout<<" job "<<job_man[ij.a<<"; "<<" machme:
"ecompute[i].machine{slage]+1<<" Time consume:
"<<compute[1].ime_proccss[stage]<<"n'n";

}
}
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