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Abstract

In the wake of increased use of multimedia applications for day-to-day normal activities, including
business and entertainment, the pressure of introducing a generalized technique for segmenting an
object in effective and efficient way becomes crucial for creative animations and providing low bit
rate communications. All the existing techniques of image segmentation either require prior
knowledge about the number of objects in the image or misclassify pixels to be included within the
object or the both. The above limitations, along with the complexities of the existing segmentation
techniques, make the process ineffective as the requirements of segmentation cannot be met in
many cases. This thesis proposes a novel image segmentation algorithm called the robust object
segmentation based on pattern matching, which introduces the region stability, connectivity and
pattern matching techniques for splitting and merging an image to identify objects within it. The
stability test classified the regions as the background, object and mixed regions, of which the most
interesting mixed regions will be splitted recursively until a small block containing 16x16 pixels is
obtained, otherwise being classified to be either the background or the object region. Each of the
smallest mixed regions is then matched with one of the suitable patterns for replacing the contour of
an object. The algorithm for the first time solves key problems of segmentation, is able to segment
all types of known and unknown images and provides the superior performances compared with
recently developed suppressed fuzzy c-means and object based segmentation using fuzzy clustering
schemes in terms of its complexity and ability to segment obj.ects, and therefore, hastening the

arrival of new era in the world of multimedia applications.
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Chapter 1

Introduction

Image segmentation is the process of separating mutually homogeneous rcgions of interests
i.c., assigning pixels to a region having common properties. This is particularly important as it
is often the pre-processing step in many image processing algorithms. The objects are
partitioned into a number of non-intersecting rcgions in such a way that each region is
homogencous and the union of two adjacent regions is always non-homogencous, Most natural
objects are non-homogeneous however, and the definition of what exactly constitutes an object
depends very much on the application and the user, which contradicts the generic deflinition of
image scgmentation. There is actually no formal unified standard dcfinition of image
segmentation, which can be viewed thercfore, as an ad hoc process which depends on the
cmphasis given to the specific object features to be segmented in a particular application, and
in the way they balanec and compromise onc desired property against another [1, 20, 26, 54,
64]. That is the reason for image segmentation being a very difficult and challenging research

topic.

Though image scgmentation is very difficult, it plays a fundamental role in the ficld of
image processing, imagce analysis, and coding with a wide range of applications not limited to:
automatic car assembling in robotic vision, airport identification from acrial photographs,
security systems, object-bascd image identification and retricval, object recognition, sccond
generation image coding, criminal investigation, computer graphic, pattern recognition, and
diverse applications in medical scicnce such as cancerous cell detection, segmentation of brain
images, skin treatment, intrathoracic airway trees, and abnormality detection of heart ventricles

[29, 54, 58, 73].

An image may be defined as two dimensional function, f{x, ), where x and y arc spatial
(planc) coordinates, and the amplitude of fat any pair of coordinates (x, ) is called the grey
kevel intensity of the image at that point. When x, ¥, and amplitude value of / are all finite,

discrete quantitics, the image is called digital image. The ficld of digital image processing

o

¢



Chapter 1 Introduction 2

refers to processing digital images by means of a digital computer. Notc that a digital image is
composed of a finitc number of clements, cach-of which has a particular location and value.
These elements are referred to as picture clements, image elements, pels and pixels. Pixel is

the term most widely used to denote the elements of a digital image [36].

There are no clear-cut boundarics in the continuum from image processing at onc-¢nd to
computer vision at the other. Onc useful paradigm is to consider three types of computerized
processcs in this continuum: low, mid and high level processes. Low-level processes involve
primitive operation such as image processing to reduce noise, contrast enhancemcnt and image
sharpening. Mid-level processing on image involves description of those objects to reduce
them to a form of suitable for computer processing and classification for individual objccts. A
mid-level process is characterized by the fact that its inputs generally arc images, but its
outputs arc attributes extracted from thosc images. Finally, high-level processing involves
“making sense” of an ensemblc of recognizcd objects, as in image analysis, and at the far end

of the continuum, performing the cognitive function normally associated with vision [36].

The application of digital images is rapidly expanding due to thc ever-increasing demand
of computer, Internct and multimedia technologies in all aspect of human lives, which makes
digital image processing a most important rescarch arca. Digital image processing
encompasses a wide and varied field of applications from medical science to documcent
processing and generally refers to the manipulation and analysis of pictorial information.
Image processing is mainly divided into six distinet classcs: i) representation and modelling, 11)
enhancement, iii) restoration, iv) analysis, v) reconstruction, and vi) compression. Image
analysis embraces feature extraction, scgmentation and object classification [11, 26, 36, 45,
48], with scgmentation for instance, being applied to separale desired objects in an image so

that measurcments can subsequently be made upeon them.

Segmentation is the process of subdividing an image into its constituent regions or objects.
The level to which the subdivision is carried depends on the feature used for measuring the
homogeneity of objects. That is, segmentation should stop when the objects of interest in an

application have becn isolated (64].

Image scgmentation algorithms generally arc based on onc of the two basic propertics of
intensity values: discontinuity and similarity. In the first category, the approach is to partition
image bascd on abrupt changes in intensity, such as cdges in an image. The principal

approaches in the second catcgory are based on partitioning an image into regions that are
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similar according lo a set of predefined criteria. Thresholding, rcgion growing and rcgion
splitting and merging are examples of methods in this catcgory. The segmentation approaches
used in compound document compression can be grouped into 3 classes: (i) object-based

segmentation (ii) layer-based scgmentation, and (iii) approximate block-based scgmentation.

In objcct-based scgmentation, an image is divided into regions, where each rcgion follows
exact object boundaries. An object may be a photograph, a graphical object, a lctter, ete. In
principle, this mcthod may provide the best compression, since it provides the best match
between a data type and the compression method most suitable for this data type. In reality, the
best compression may not be achievable for the following reasons. Coding the object
boundaries requires cxtra bits, and the typical algorithms, uscd for lossy image compression
[2]. are designed to opcrate on rcctangular objects. They can operaic on objects with
nonrectangular boundarics, but thc compression performance will suffer. Complcxity is
another drawback of this method, sincc precisc image segmentation may requirc the usc of

very sophisticatcd segmentation algerithms {29, 58, 73].

Layer-bascd segmentation can be regarded as a simplified version of the full object-based
scgmentation. The original page is divided into rectangular layers, where cach layer can have
one or more objeets, and “mask” plancs. A mask planc (clls which pixels of a particular layer
should be included in the final composite page. Each layer is compressed with a specific
compression method. The advantages of this approach arc simplified segmentation (when the
number of layers is less than the number of objects), and a better match between layer
boundaries and the compression algorithms (since layers are rectangular regions). Standard,
off-the-shelf compression methods can be casily incorporated into this structure. The
drawbacks of this method arc: mismatch between the compression method used for a particular
layer and the data types (when several various objccts arc included in the samc layer),
mismatch between the object boundaries and the compressed region boundaries, and an
intrinsic redundancy, due to the fact that the same parts of the original image appear in several

layers [29, 58, 73].

Approximatc block-based segmentation can also be rcgarded as a simplified version of the
full objcet segmentation. Each region follows approximatc object boundaries, and is made of
rectangular blocks. The size of the blocks may vary within thc same region to better
approximate the actual object boundary. Thc advantages of this approach arc: simplificd
segmentation, better match between region boundaries and the compression algorithms, and

the lack of redundancy, which may be present in the layer-based approach. The potential
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drawbacks are the potential loss in the compression performance compared to the truc object-
based scgmentation, and the nced to slightly modify the off-the-shell algorithms to work on
nonrcctangular regions. Note that the segmentation performed in this case is done with the
purpose of optimizing the compression performance, and may not bec appropriate for other

uscs, such as OCR, image enhancement, cte [29, 58, 73].

Different applications rcquire different types of digital image. The most commonly used
images arc light intensity (LI), range (depth) image (RI), computerized tomography (CT),
thermal and magnetic resonance images (MRI). The research published to date on image
segmentation is highly dependent on the image type, its dimensions and application domain
and so for this rcason, there is no single generalized technique that is suitable for all images

[49, 58].

In some situations, such as industrial inspection applications, at least somc measurc of
control over the environment is possible at times. The experience image processing sysicm
designers invariably pays considerable attention to such opportunitics. In other applications,
such as autonomous target acquisition, the system designer has no control of the environment.
Then the usual approach is to focus on selceting the types of seusors most likely to enhance to
the objects ‘of interest while diminishing the contribution of irrelevant image detail. A good
example is the uses of infrarcd imaging by the military to detect objects with strong hcat

signatures, such as cquipment and troops in motion.

~ Bandwidth is a very important limiting factor in application of image scgmentation.
Several segmentation schemes require morphological analysis of the different regions, and
multiplc passes over thc image being scgmented. However, cach pass normally requires
loading memory data from slow to fast memory (L1 cache, cic.), which 1s a slow process.
Scgmentation solutions based on multiple passes arc much slower (or costly) than what can be
expeeted by, for instance, counting the number of operations. Thus, an ideal solution would
usc a single pass to decide on the type of image region. Such solution would be very difficult
with arbitrary shapes of segmentation regions, but it is fcasible if we consider only a pre-
defincd shape. For example, we can usc rectangular blocks, and decide the image typc based
only on the propertics of the pixels inside the block. We call such technique as block
classification. This technique is theoretically sub-optimal, since it must classify all pixels in the
block in the same manner, cven if the block contains the boundary between two regions.
Another potential problem would be the fact that it docs not consider the pixels in the block’s
neighbourhood [49].
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Despite the numerous techniques developed in the literature [1, 20, 54], image
segmentation is still a subject of on-going investigations and it cannot be conclusively stated
that the segmentation problem has been completely solved because of the applications, and
image and object diversitics. As a consequence, the task of choosing the best method for a
specific application is still a challenging task. Several survey papers (1, 20, 54, 58, 64] cover
the major image scgmentation techniques available in the literature. The tree diagram of image
segmentation techniques is shown in Figure 1.1. Scgmentation techniques can be broadly
categorized into two approaches: (i) boundary-based methods and (ir) region-based methods.
Basically, the first approach is based on discontinuity and tends to pariition an image by
detecting isolated points, lines and edges according to abrupt changes of local propertics. The
regions arc then deduced from their boundary. The usual tools that are employed in boundary-
based methods include local filtering approaches such as Canny edge detector [16] or encrgy
minimization like the active contour model (i.c. snake model) [50] and balloon models [22].

First approach is not efficient in segmentation process duc to the following reasons:

(i) They do not exploit spatial information.

(i) They arc domain-dependent method.

(iif) Thresholding is static in nature.

(iv) Two adjacent regions do not share the same boundary information.
(v) Some simply closed discrete curves do not satisfy Jordan theorem.

The algorithms from the second approach exploit the homogeneity of spatially dense
information (c.g. intensity, colour, texture properties, etc.} to produce the segmentation result.
It includes thresholding [68], clustering [72], region-growing [66], Tcgion splitting [44] and
merging [40]. Both types of approaches have their advantages and disadvantages. To improve
the segmentation results, a strategy consists in combining these two approaches in order to
obtain a robust segmentation by exploiting the advantages of one method to reduce the
drawbacks of the other. Diffcrent frameworks have been proposed [17, 67]. Zhu [74] develops
a unifying framework that combines the attractive geomclrical features of deformable models
and the statistical techniques of region growing. Germond et al. [35] proposed 10 mix several
types of information and knowledge provided and used by complementary individual systems

like a multi-agent system, a deformablc model and an edge detector within a cooperative
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framework. Moreover, Geiger ef al. [33] devcloped another approach based on mathematical
models. This is an attempt to unify different methods of image segmentation under a common

framework based on the Bayesian thcory.

A mixed stralegy in combination of thesc two approaches are also available but they are
Icss efficicnt as they suffer from huge computational complexities and inefficient with respect
to time requirement. There are also other image scgmeniation techniques which are not
classified in either catcgory, including those based upon Markov random modcls, Bayesian
principles and the Gibbs distribution, with further details being given in [7, 34]. These
approaches are also not widely acceptable for their shortcomings. Thereby rescarchers now-a-
days arc highly intcrested 1o improve the performance and quality of the second approach to

mect the image scgmentation demand as they provide following advantages:

() TItis very simplec in nature.

(ii) It evaluates all the spatial properties of the image.

(iif) Data structure representation is easier than boundary based image processing.
(iv) It gives dynamic solution to image segmentation.

(v) Itis based on a specific region model described by a homogeneity predicate.

(vi) It provides well organized iterative solution with less computational complexities

and hazards.

Scgmentation is certainly one of the most challenging tasks in image processing and

computer vision for many reasons, some of which are [1, 20, 54, 58):

(i) Image types such as MRI, CT or Single Photon Emission Computed Tomography
(SPECT) contain inherent constraints that make the resulting image noisy and

may include or introduce some visual artefacts.

(i) Image data can be ambiguous and susccplible to noise and high frequency
distortion as in SPECT imaging for instance, where object edges become luzzy

" and ill-defined.

(ii) The shapc of the same object can differ from image to image due to having

different domain and capturing techniques as well as various oricntations. An
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object’s structure may not be well defined in many natural images and can also

be very hard to accurately locate the contour of an object.
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Figure 1.1: General classification of image segmentation technique

(iv) The distributions of gray-seale pixel values of the same object are not the same

for all images and even in the same image; pixcls belonging to the same class

may have different infensitics and distributions.

(v) Objects to be segmented are highly domain and applicatioﬁ dependent; for

example, in order to automatically estimate the myocardial wall thickness from a

captured X-ray image of the human heart region, the inner and outer contours of

the heart’s left ventricle may be the two objects required to be segmented, while

for another application, the entire heart may need to be segmented.

(vi) The properties of an object can differ in their representation depending:upon the

type of image and its domain, so there needs to be a trade-off between the desired

properties that are to be employed for segmentation. For example, some gray

scale images have a Poisson distribution, though this would not be true for either

an RI or MRI image, so the segmentation strategy requires both semantic and a

priori information concerning the image type and with other relevant object

information such as the number of objects in the image.



Chapter 1 Introduction 8

Region-based image scgmentation is a procedure to subdivide an image into its constituent
parts or objecls, called regions, using image attributcs such as pixel intensity, spectral valugs,
and/or textural properties [69]. The basic scheme consists of joining adjacent pixels to form
regions; adjacent regions are thcn merged to obtain larger regions. Rcgion growing by merging
is a bottom-up proccdure that groups pixels or rcgions into larger regions. Region growing by
splitting, a top-down approach, is just opposite to the merging. If a region does not satisfy the
homogeneity criteria then it is subdivided into sub-regions. Region splitting-and-merging
technique solves the region growing problem in two stages: the Split and the Merge stages.
The Split stage is a pre-processing stage that aims lo reduce the number of merge steps
requircd to solve the problem. This approach firstly splits the objects bascd on the threshold
used for homogencity and then merges splitted regions those are identical with respect to some

predefined threshold used for homogeneity to form final segmented regions or objects.

Fuzzy image scgmentation techniques [54 depends on fuzzy set theory of mathematical
models, genetic algorithms and ncural networks, and are used in diversc applications including
image processing, paticrn recognition, robotic vision, cngincering tools, security and computer
vision systems. Fuzzy image scgmcntation techniques, arc broadly classified into six
categories [25]: 1) fuzzy geometric, ii) fuzzy thresholding, i) fuzzy integral-based, iv) fuzzy
rule-bascd, v) soft computing-based and vi) fuzzy clustering. Clustering is the process of
separating or grouping a given sct of unlabeled patterns into a number of clusters such that the
patterns drawn from the same cluster are similar to cach other in some sensec, while those are
assigned to different clusters are dissimrlar [11, 26, 36]. Most of the time, objccts arc defined

by a set of features and so those with similar fcatures are classified into one cluster [26].

There arc mainly two types of clustering, namcly hard (crisp) (HC) and fuzzy-based [43].
In a HC algorithm [48, 54], the decision boundary is fully defined and onc pattern is classified
into onc and only onc cluster, i.e. clusters are mutually exclusive |11, 26]. However in the real
world, the boundaries between clusters arc not elearly defined. Some patterns may belong to
more than one cluster and so in this casc, fuzzy-based clustering techniques [1, 3, 20, 64, 73]
providc a better and morc efficient approach for classifying these patterns by assigning a
membership value to cach individual pattern. Fuzzy clustering algorithms arc broadly
classified into two groups: i) classical and ii) shape-based {36]. There cxist many classical
fuzzy clustering algorithms in the literature, among the most popular and widely used being: 1)
fuzzy c-means (FCM) [12], ii) suppressed fuzzy c-means (SFCM) [27], and 111) probabilistic c-
means (PCM) [51], whilc from a shape-based fuzzy clustering viewpoint, well-cstablished and
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popular algorithms includc: i) Gustafson-Kesse! (GK) [39], i) circular shape-based [55], 1ii)
elliptical shape-based [32] and iv) object based segmentation using fuzzy clustering (OSF) [5]

techmques.

Segmentation is however, very challenging because of the multiplicity of objects 1n an
image and the large variation between them. In many object based image scgmentation
applications from robotic car assembly through to medical imaging, the number of clusters is
known a priori, for this rcason, clustering algorithms arc used for objcet based image
segmentation, though even so, the segmentation performance of these clustering algorithms
such as [12, 27, 51] is still highly dependent on the features used and types of object in an
image, which ultimately limits their gencralization capability. As humans cxploeit shapc as a
perceptual attribute in both detecting and recognising objects, this motivatcs the exploration of
ways o integrate shapc-based information into the clustering framework in order to scgment
objects in an image. Existing shape-based clustering techniques, such fuzzy k-ring (FKR) [53]
and fuzzy elliptic-ring (FKE) [32] are all characterized as able to only accuratcly scgment
objccts having ring, compact spherical, clliptical or a combination of ring and clliptically
shaped objccts. Most natural objects however, are neither ring nor elliptic in shape so the
performance of these algorithms is compromised. An alternative shape-based clustering
approach is the GK algorithm [39] which adopts the local topological structure of the shape of
a cluster though this does not explicitly consider shape information and so is unable to scgment
arbitrary shaped objects satisfactorily. To achicve this goal, strategies that embed generic
shape information within the fuzzy clustering framework need to be devcloped. Ameer ef af
[6] introduced the fuzzy image segmentation of generic shaped clusters (FISG) algorithm that
attempted to incorporate generic shape information, and while it segmented certain arbitrary
shaped objects well, it possessed a number of limitations including: i) inaccurate updating of
the object shape contour, ii) erroncous shape representation duc to using a Bewicr curve with a
large number of control points; and iii) the overlapping of initial shape dcscriptors. To
explicitly address thesc issucs a new OSF algorithm [5] that reduces over-scaling and
penerates a shape contour representation cither automatically by any clustering algorithm or
using B-splincs for a given set of significant shapc points. To incorporate generic shape
information, shape initialisation for each object has to be either manually or automatically
provided, so OSF uses the GK algorithm for automatic shape initialisation because it locally
adapts the distancc metric to the shape of the cluster by estimating the cluster covariance

matrix {39]. Though OSF outperforms above mentioned clustering algorithms it does not
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provide better result where number of clusters are not known a priori. At the same time it also

suffers from scaling and other problems in objcct diversities.

Though, several algorithms [1, 20, 29, 54, 58, 64, 73] are developed to overcome various
difficulties in image scgmentation, the split-and-merge (SM) algorithm [58] is onc of the
efficient and well recognized algorithms which directly or indircctly widely uscd in many
applications. The SM algorithm firstly splits the objects based on the threshold used for
homogencity and then merges the splitted regions those are identical with respect to some
predefined threshold used for homogencity to form final scgmented regions or objects. But, the
problems of the SM algorithm arc that both splitting and merging steps are highly dependent
on the thresholds used. Also, there arc a huge number objects having different variations
among them [4]. For these reasons, the SM algorithm 15 unable to scgment all types of objects
in an image within its general framework. This motivated to develop a new scgmentation
algorithm based on the SM algorithm considering the following motivated works as mentioned

below. The motivated work diagram is shown in Figurc 1.2.

(i) The pattern bascd vidco processing is well known algorithm in the litcrature [60].
But, the existing SM algorithm docs not consider pattern bascd segmentation that
will reduce the segmentation proccssing time. This motivates to consider region

bascd image segmentation technique.

(ii) The basic scheme of the SM algorithm is that it is highly dependcnt on the
threshold valuc. The existing SM algorithm along with its modified algorithms
available in the literature do not provide any means of updating this threshold
valuc bascd on the object feature diversities as they do not consider the inter-
object variability [1, 20, 29, 54, 58, 64, 73]. For this rcason unsuperviscd image
segmentation cannot be obtained by the existing SM algorithms and this
motivates to consider a fiducial limit of T-test as threshold value for both
splitting and merging based on the inter-object variance which is updated after

each merging operation.

(iif) Since the block of pattern is matched with the region of the image, the accuracy
of the segmentation performance will highly dependent on the patterns that are
used for matching purposc. In [56, 39, 61, 62, 63,] 32 patterns are used in vidco
processing, these patterns will be considered to assess the segmentation

performance of the proposed algorithm.
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(iv) Most of the existing algorithms fail to segment real time images as the number of

objects are not known a priori. The static thresholding of the existing SM
algorithms results wrong segmentation of real time images. This motivates to
incorporate fiducial limit as thresholding when applied T-test for checking object
stability and for this reason the number of objects need not to be known a priori
as the threshold is generated from the data available to the input images and

dynamically updates itself throughout the merging process.

(v) To improve the performance of the block based or patiern based clustering

algorithm, it needs to incorporate 8-connecitivity instead of 4-connectivity in the
segmentation framework for merging process to produce final segmented regions

or objects due to considering the weakly connected regions also.

(vi) In the pattern matching procedure, the image region is replaced by the existing

pattern which causes some pixel loss. Since the pattern matching procedure will
cause some pixel loss during segmentation process, this motivates to consider

small sized pattern with different shapes and orientation to reduce the pixel loss.

Refinement of
existing algorithm

T-test
Existing SM
algorithm Pattern
matching _
| ‘ ﬂ Result

16x16
Patterns

Figure 1.2: Motivated work diagram.
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Addressing the above mentioned issues and with the aim of generalizing the SM algerithm

and to introduce a new segmentation dimension, this thesis contributes to the following fields:

()

(i)

{1i1)

(iv)

This thesis has analysed the existing SM algorithm along with its modified
algorithms available in the literature and has consolidated the useful
consideration and proposal of various rescarchers to formulate a strong basc of
knowlcdge on segmentation techniques. In real time application it 1s better to
accept little bit erroncous information rather than high access time. With the aim
of reducing sepmentation processing tme, a new dimension of image
scgmentation technique is introduced in this thesis considering pattern based
scgmentation. This thesis introduces a newly developed algorithm namely robust

object segmentation using pattern matching (ROSP).

First time in the ROSP algorithm, 8 patterns having 16x16 size arc used in
segmentation process. Since, the partially accepted image blocks (mixcd regions)
arc replaced with the matched patiern, these causes some pixel loss and hence
shape distortion. To reduce the pixel loss and shape distortion, 32 patterns are

used instead of 8 that are already applied in video processing.

The existing region based segmentation algorithms could not dominate in image
segmentation domain over the clustering algorithms due to its alorementioncd
inherent drawbacks. To enhance the performance of the proposed ROSP
algorithm, the image feature stability applying T-test is used for splitting the
objects in an image and then image feature stability, 8-conneclivity, and pattcrn
matching are considered for merging the splitted regions to form the final
segmented regions (objects). The 8-conneetivity is applied to consider the weakly
connected regions also instead of 4-connectivity and hence improves the
segmentation performance of the ROSP algorithm. Moreover, unlike the various
clustering algorithms the proposed ROSP algorithm number of object need not to

be known a priori,

To asscss the robustness of the proposed algorithm, thc experiments were
conducted for different images having different objects. The scgmented results of
the proposed algorithm are compared with the suppressed Sfuzzy e-means (SFCM)
[27]), and a newly developed shape-bascd fuzzy clustering algorithm namely

object based image segmentation using fuzzy clustering (OSF) algorithm [5]. The



Chapter 1 Intreduction 13

gualitative analysis shows that the ROSP algorithm outperforms the SFCM and
the OSF algorithms. Thus, it can be stated that the ROSP algorithm will assist the
region based segmentation algorithms to be the most acceptable algorithms in
image scgmentation where the real time image segmentation 18 nceded and will
give the region based segmentation algorithms a dominating boost over the

clustering algorithms.

The rest of the thesis is organized as follows: Chapter 2 contains the basic concept of the
original SM algorithm as proposed by Pavlidis [64] and includes the brief description of few
modified algorithms which arc based on the original SM algorithm to outperform the SM
algorithm by reducing few of its drawbacks. It has shown the motivation for multi-stage
merging since the single-stage merging does not provide better performance to all type of
objects. Finally, literary background of the proposed ROSP algorithms is discussed with

mathematical and philosophical logics.

Chapter 3 introduces the proposed ROSP algorithm. This chapter describes the operating
procedure of the ROSP algorithm, chronologically mentioning the consideration used by cach

step and [inally unfolds the algorithm itself.

The qualitative result and analysis of the proposed ROSP algorithm compared with the
SFCM and the newly accepted OSF algorithm is provided in Chapter 4. This chapter describes

the comparative cvaluation of cach experiment of the ROSP.

Finally, Chapter 5 provides the conclusion which includes the meriis and demerits of the
ROSP algorithm and cxplores some future direction to improve the ROSP algorithm with a

view to overcome the problem.



Chapter 2

Literature Review

A number of algorithms have been devcloped to overcome various difficulties in image
scgmentation. The split and merge (SM) algorithm is one of the efficicnt and well recognized
algorithm which dircctly or indirectly used in many applications. Numcrous rescarchers have
performed their rescarch work on this algorithm to triumph over its drawbacks for its
sustainable and competent implementation. This Chapter has consolidated the uscful
consideration and proposal of various researchers to formulate a strong basc of knowledge on
scgmentation techniques. It has also tinted few unsettlcd drawbacks of the SM algorithm that
has opened the casement of brainstorming. The single stage employment of the SM algorithm
cannot be applicd globally on all types of images thcreby multistage merging become essential
to withstand feature diversities. This concept motivates for developing the proposed robust
object segmentation based on pottern matching (ROSP) algorilhm. This Chapter, therefore,
describes the theoretical background of the ROSP algorithm.

2.1 Basic ldea on Region Based Image Segmentation

As mentioned in the previous Chapter, image segmentation is a vital field in image analysis,
coding and understanding, with a wide diversity of application, ranging from car assembly,
airport sccurity, object recognition and second gencration image coding, through to criminal
investigative analysis and medical imaging. Image segmentation is also a key step in many
approaches to data compression and image analysis. Region based image segmentation is a
procedure to subdivide an image into its constituent parts or objects, called regions, using
image attributes such as pixel intensity, spectral values, and/or textural propertics [66]. Let R
represent the cntire image having different objects. Segmentation may be viewed as a process

that partitions R into » sub-regions, R, Ry, ..., R, such that:

14
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(@) U, R =R,
(b) Vi :R;is a connected region,
(c) Vi,jii#jand RNR =¢,
(d) Vi: P(R)=TRUE,
(e) Vi,j:i# j and P(R,UR,)=FALSE,
Where, P(R,) is a logical predicate over the set of pixels in the set of pixcls in R, and ¢ is
the empty sct [64].

Proposition (a) indicates that segmentation must be completed, that is, every pixel must be
in a region while the second one indicatcs the pixels belonging to a region must be connccted.
The proposition (c) represents that the regions must be disjoined and the proposition (d) deals
with the properties that must be satisficd by the pixels in ¢very segmented region R, in such a
way P(R) = TRUE if all the pixels in R; arc cquivalent with respect to predicatc P. Finally, the

proposition (c) indicates the regions R; and R; arc different in the sense of predicate P.

It is very difficult to identify features for this method becausc features are dynamic in
nature, The features appropriate for onc image segmentation may not be appropriatc for
another image. Usually following features arc used for rcgion based image segmentation of

gray scale image:

(i) Intensity of gray level,
(ii) Position of gray level,
(iiiy Conneetivity of regions,

(iv) Texture information (mean covariance, standard deviation, maximum ot/and

minimum gray level intensity),
(v) Boundary information,
(vi) Size, and

(vii) Shape.

.’thf%
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Among thesc features few arc sclected optimally to form the featurc vector. Different
algorithms use different sct of features. Ultimate goal of feature selcction is that the image can
be segmented into various regions in such a way that the aforcmentioned proposition (a-e) is

fulfilled [15].

Basically, region growing is a gencral technique for image segmentation. The basic
scheme consists of joining adjacent pixels to form regions;, adjacent regions are then merged to
obtain larger regions. Based on the use of fusion (or merge) and split opcrators, region

exiraction techniques may be classificd as:

(i) The bottom-up approach which leads to merging algorithms consisting in

aggregating small regions into larger oncs.

(i) The top-down approach which leads to splitting algorithms consisting in

recursively dividing an image into smaller and smaller regions.

(iii) The mixed approach which leads to sphitting algorithms introduced by Horowitz

and Pavlidis [64], and combining splilling and merging.

All these methods partition original image by recursively splitting and/or merging its
regions. Botiom-up, top-down and split and merge methods are regrouped into the general term

of region based methods.

The definition of region-based methods required the knowledge of different features about

rcgions. These features can be grouped into six basic requirements:

() Traversc a region in order 1o extract paramcters such as mean, variance,

histogram ete.
(ii) Find the set of regions being adjacent to another one.
(i) Find the boundary of a region.

(iv) Find the boundary clement shared by two regions or the two regions sharing a

same boundary element,

(v) Traverse a region boundary in order to exiract paramcters. length, mean, gradient

along the boundary, etc.
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The calculation of all of thesc fcatures involves the topology and/or the geometry of the

scgmented image. There is also a sixth requirement involving a hierarchical organization,

(i) Find the split that has produced a given region and the other regions generated by
this split [14].

This list summarizes the basic requirements of rcgion-based algorithms. Other thing level
features like the sct of regions included in another onc can be required by rcgion-bascd
algorithms. Only a subsct of thesc requirements is used by top-down and bottom-up mcthods.
Bottom-up methods mainly use requirements 1 and -2 while top-down mcthods usc
requirements 1 and 6. Most of split and merge methods use about all of six requirements. Data
structure used to find efficiently information required by split algorithms are ofien made of
squares organized in quad trees or pyramids. These structures are then broken and reorganized
into a Region Adjacency Graph in order to perform merge operations [14]. Various types of

region growing mcthods are discussed in the following Sections.
2.2 Region Growing by Merging/Splitting

Region growing by merging is a bottom-up procedurc that groups pixcls or regions into larger
rcgions. The simplest approach is pixel aggregation, which starts with a set of “seed’ paxel.
From these secd pixels regions grows by appending neighbouring sced pixels that have similar
propertics in the sense of the predicate P, which defines the process. Two immecdiate problems

of this approach are;

(i) The sclection of initial sceds that properly represent regions of interest.

(ii) The sclcction of suitable properties for including pixels into regions during the

growing process [59].

When no a priori information about how to sclect the sced pixels is available, the
procedure consists of computing the same set of propertics for every pixel that will ultimately
be used to assign pixels to regions during the growing proeess. The selection of similarity

criteria (predicate P) depends on the problem under consideration [53].

Region growing by splitting a top-down approach is just opposite to the merging. I a
region docs not satisfy the homogeneity criteria then it is subdivided into sub-regions. This

procedure continues until the entire rcgions satisfy the homogencity criteria. The main
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drawback of this method is that adjacent regions may have identical properties, thus it docs not

give a global solution rather give local solution.
2.3 Region Splitting and Merging

An alternative to the previous mcthods as mentioned in Scction 2.2 consists of initially
subdividing the image into a sct of arbitrary, disjoint regions and then to merge and/er to split
the regions in an atiempt to satisfy the following (a) to (c) conditions [64]. The splii-and-merge
(SM) algorithm being developed by Pavlidis [64] in 1974 based on this concept is still one of
the most popular classical imagc segmentation algorithms and is widely used directly or
indirectly in image processing. The SM algorithm is a useful and important algorithm in image
processing and pattern recognition due to its simplicity, effcctiveness, un-supervision and
relative cost minimization. The SM algorithm firstly splits the objccts based on the threshold
used for homogeneity and then merges the splitted regions thosc are identical with respect to
some predefined threshold used for homogeneity to form final scgmented regions. Let R and P
be the entire image and the predicate, respectively. If R is a square image, an approach for
segmenting R consists of successively subdividing it into smaller and smaller square regions so
that, for any region R, <R, P@®R;) = TRUE. That is, if P(R;) = FALSE, R; has 1o be newly
subdivided and so on. To satis(y the constraints (a) to (c) befow only merging adjacent regions
whose combined pixels satisfy the predicate P is required where two adjacent regions R; and R;
will be merged if P(R;\’ Ry = TRUE. The SM algorithm may be summarized by the following

steps:

(a) Split any rcgion R, into four almost equal regions where P(R,) = FALSE.
(b) Merge any adjacent regions R; and R; for which P(R; W R) = TRUE

(c) Stop when no further merging or splitting is possible. Othcrwise repeat steps (a)

and (b).

The Split-and-Merge algorithm as proposed by Horowitz and Pavlidis [64] solves the
region growing problem in two stages: the Split and the Merge stages. The Split stage s a
preprocessing stage that aims to reduce thc number of merge steps required to solve the
problem. Though there cxists a huge number of segmentation algorithm in the litcrature {1, 19,

20, 29, 54, 57, 58, 64, 71, 73], thc SM algorithm is only considered in this thesis. For this
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reason, the related literature based on the SM algorithm is presented here. Major difficulties in

the SM algorithm of Pavlidis are:

(i) It is difficult to identify the point to split a region.

Gi) It does not provide a uniquc solution: when starting with a different initial
partition, we get a different result. A small difference introduced at a low level of

the nierging slage propagates and induces severe modifications in the final result.

(iii) The SM algorithm only gives a local optimization and not a global one. For
instance, this procedure does not guarantee that cach subset Is merged with the
best of its four supersets, but only that cach frec subsct encountered in the

scanning process docs.

{(iv) The consequence of the limitation of local optimization appears as instability in
the final arcas. Due to the competition between adjacent subsets, a small
variation in the scgmentation process induces large differences in the result. This
vartation can be:

(a) A geometrical translation of the picture (registration error),
(b) A scale factor on the luminance (photometric error),

(c) A noise on the signal.

Thus we say that the SM algorithm is not robust with respect 1o geometric

and photometric disturbances.

(v) It is sensitive to a variation of the threshold value in the homogencity predicate.
(vi) Feature selection need to be dynamic to get a better result.

(vii) Huge computation is required in each iteration and these computations arc
interdependent, thereby it stow downs the overall processing. Parallel

implementation is also difficult duc to interdependencics.

(viii) Even if it is possible to continue with parallel processing using a region
adjacency graph (RAG) data structure, the worse case condition may raisc load

unbalancing problem.
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(ix) Cohcrent regions created during the split may remain in the partitioning, because

their existence is only reconsidercd afier a sequence of split operation.

(x) Two scparate operations such as split and merge require a huge amount of

processing time.

(xi) Smoothness of the image boundary is not maintained since the region is grown
by combining thc squared regions partitioncd through a hard constant of

homogametic criteria.

(xii) From a computational point of view, this region growing algorithm is
representative of the class of irregular and dynamic problems which are most

difficult to solve and need extreme knowlcdgeable agent to perform the task.

(xiii) Non-uniform problems arc characterized by a behaviour that is data dependent

and cannot be determined at compilation time.

(xiv) The SM algorithm has a very volatile behaviour, starting with a high degrec of

parallelism that very rapidly diminishes to a much lower degree of parallelism.

Based on the SM algorithm as proposed by Pavlidis [64] different models have bcen
developed so far. SM modelling depends on the merging criteria for its conslituent regions.
Basically a merging criterion consists of two parts: a region model, describing each image
region with a sct of features, and a dissimilarity measure, defining a metric on the featurcs of
the region model. The range of possible region models reaches from simple models like
uniform intensity values up to texture, shape or motion parameiers. This thesis has considered
gray scale image only. However, all presented criteria can be readily generalized to work on
colour images. The better a region model matches the rcal image-data, the longer the minimum
edge-weights remain small and the steeper is the relative increase as soon as the segmentation
has reached its final state. This makes the segmentation process morc robust to the selection of
the fixed threshold for the stopping condition. A region is describes by its homogencity
property. A region is said to be unique if it satisfies the condition P(Ri W Rj)=FALSE ,

Vi # j. This homogeneity property basically defines a region model. Various types of

homogeneity property measurement criteria [15, 40] are discussed in the following Scetions.
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2.3.1 Mean Gray Level Difference

The simplest region model is to describe each region R, by its mean luminance p; A
straightforward possibility to define a dissimilarity measure on this model is to use the squarcd

differcnce as follows [15]:

o, = (,U,- - /“1)2 21
2.3.2 Ward’s Criterion

Another measure which operates on the mean-gray level model is the Ward Critcrion. The idea

is to consider the model error for a region R; that is defined as:
2
E =2 n (X)) 2.2)

The dissimilarity associatcd with a pair of rcgions is defined as the additional total crror
that is introduced by merging the two regions and can be calculated by wff =&, -4, -¢,
(with$, being the error after a hypothctical merge of R; and R {15]. Afier clementary
implications, this can be cxpressed as:

e |R; ”R |
“ IR, +[R, |

(ﬂ #J) (2.3)

2.3.3 Mean/Ward Mixture

Neither the Mean-criterion nor the Ward-critcrion produces a subjeclively appropriate

scgmentation. A betier criterion may be a compromisc between the characteristics of Mcan and
Ward, For this reason, the gcometrical mean of both the critena (mif = ,ﬂa};’-’ .a)f;‘) is trcated as

a new Mean-Ward Criterion [15]. Since the absolute value of the criterion is not important, the
square-root can be ignored and hence resuiting as follows:
(1)’ (2.4)

o RIRL
“i |R|+1R|

1)

'
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2.3.4 Linear-intensity Model

Because of intensity effccts, natural images scldom consist of completely homogencous
regions, Almost all regions that are perceived as homogencous contain a small gray level
intensity gradient, Therefore, it is sensiblc to usc a region model that is capable of describing
slowly varying intensity gradients. A possible region model defines the gray level distribution
as /'(x,y) = & + fx + y with the threc parameters @, B.y . For cach individual region, these
parameters are estimated from the image data using a least-squares approach [15]. Comparable

to the Ward-criterion, we define this model error as:

2= T (F )= (x,9)) 2.5)
and the region dissimilarity as:
L
wj =&; ~¢F &) 2.6)

2.3.5 Border Criterion

Although the linear-gray level model handles well most regions occurring in natural images,
the model has two main drawbacks such as (i) it is rather computationally intensive, and (ii) it
still cannot handle all cases of small gray level vanations. Especially curved surfaces have
complicated gray level distributions. Both problems can be circumvented by using the

following Border criterion. Let B, ={x,,x;} be the set of pairs of pixels along the common
boundary between region R, and R; (withx, € R, andx, € R;). The Border-critcrion can be

defined as the sum of squared differences along the boundary [15]:

of = T(rls)- 1) e

i xomel,

2.3.6 Comparisdn

In natural image segmentation, several classes of commonly occurring difficulties can be
identified. The robustness of each criterion on the problem classes can be evaluated [15]. In the

following Sections, some problem classes are described in more detail:
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2.3.6.1 Noise

Camera noise has a well visible cffect at the bcginning of the scgmentation process.
Dissimilarity measures which are normalized to their region sizes, like Ward’s criterion, give
superior results, because single noisy pixels introduce no large overall error [15]. Noisy image

segmentation based on various criterions is shown in Figure 2.1 for visua! perception.

oy a=an
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Figure 2.1: Noisy image segmentation based on various criterions 115].

2.3.6.2 Blurred and Double Edges

Objects which arc out of camera focus appear with blurred edges in the image. This can lcad to
an over scgmentation into many thin rings around the object boundary. The Linear- gray level
criterion can approximate the blurred edge with a single region if the object boundaries arc
straight lincs. Curved boundarics can be handled by the border criterion. Howcver, the more
general modcl of the Border criterion has the disadvantage to ignore the pixcls inside a region.
Thus, it is possible for an object to grow along its unsharp border until it is completely merged

with the background as shown in Figurc 2.2. Afler scgmentation with a too fow threshold,
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objects scem to have double edges. Because of its tendency to merge small rcgions, the Ward-

criterion can remove these double edges well.

() L)

Figure 2.2: (a) Input Image (b) The right object is removed by the Border eriterion [40].
2.3.6,3 Subjective Evaluation

As can b scen in Figure 2.3, the Ward criterion has a tendency to split large regions inta

scveral segments, while mean criterion removes large regions cqually likely as smali regions.

{a) Input imape

{b) Mean criterion

el

(c) Ward critcrion

" (d) Lincar-Intensity criterion

Figure 2.3: Unsharped imnge segmentation based on various criterions [15]
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Figure 2.1 shows the scgmentation using the Mecan-Ward critcrion. The result is much

more subjectively pleasing as the large regions arc preserved and much of the text is kept.
2.3.7 Stopping Criterion

To easc the selection of robust stopping thresholds, it is desirable that the weights remain small
for as long as possible and show large growth as soon as the model cannot adapt to the
enlarged regions anymore. The Mean criterion increascs before a subjectively recognizable
reason is visible. On the other hand, both Ward and Linear-Luminance show a very stecp

increasc in model error [15].
2.3.8 Motivation for Multistage Merging

Each criterion, as mentioned above, shows both advantages and disadvantages. To choose a
single criterion for the complete segmentation process resulis in a dissatisfactory segmentation
and hence motivates a multi-stage approach. A criterion is used as long as it can well handle
the current configuration. Then, the criterion is exchanged by another onc. By using several
stages, the selection of an appropriatc threshold in the stopping criterion is not critical. It
should be chosen sufficiently low Lo ensure passing the control to the next criterion before the
situation exceeds the capabilities of the criterion’s rcgion model. A sequence of criteria which
produced good results is:
e Ward criteria: remove much of the image noise and eliminate double edges.

e Mean-Ward criteria: does the main work of merging rcgions.

Border criteria: finally merges regions in which pixel intensity effects play a central role in

the segmentation process [15].
2.4 Modification of the SM Algorithm

Since the SM algorithm as mentioned in Section 2.3 can not give optimal result due to image
character diversities, various rescarcher have been developed new algorithms which basically
based on the concept of the SM algorithm. Their effort could bring the SM concept to a
formidable stage but could not establish its total acccptability. Few of those modified SM
algorithms arc highlighted in the following Scctions.
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2.4.1 Modification of the SM Algorithm Based on Region Variability

Generally objects within an image minimize their intra-object variability while maximize the
inter-objcet variability. Basing on this concept, another region model namely Split-and-Merge
with Grouping Segmentation (SMG) is proposcd by Veenman ef al. |71] based on a common
criterion to quantify region homogeneity that is the sum-of-squared-crror and 1s as [ollows:

i Y |x-uR) where, u(¥)= lz x 2.8)

i=l xeR, LY xel

To mimmize the intra-region variability, the sum-of-squared-error criterion is used.
Further, the joint intra-region variability constraint is used as a minimum variance for the

union of two regions {71]. This lcads to the following region model:

min ¥|R,|var(R,) where, var(Y)= |-}17\ Y- Y ) 2.9)
ReR xef
Subject 10,
YRR, valR UR,)> g2, (2.10)

In general, the optimization of this model icads to region having a variance bc:lcwvofm )

However, there arc some rarc situations in which the variance of individual region can exceed
this limit. The solution of this problem is if there exists a region R, for which the variance

exceeds the maximum variance limite 2| then all sub-regions of R, have a distance smaller

than ajm to the centre of region R, or they can not be separated from R, without violating the
joint variance constraint in equation above with some region R, which is:

var(R, )z oo =V, eR, Q\x — wR| g, v AR, var(R, U {x}) < gjm) (2.11)

Prove of the above assumption is given in [71]. In this model, the connectivity is imposed
as hard constraints because:
e Connected segments are usually bigger so that more reliable statistics can be
maintained.
e The optimization problem simplifics into a one criterion optimization problem,
since it does not need to oplimize a connectivity criterion as well.
e Can avoid the introduction of an additional parameter that is nceded in case of
resulting multi-criterion optimization problem which is solved by weighting

homogeneity and a connectivity term.
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This region model is implemented through split-and-merge algorithm bascd on |42] and
[64]. The homogencity predicate used in thesc models is the Chi-squared test, where the
rejection probability is sct to 0.5, Sincc only merges on the same level of the quad tree arc
allowed, a final grouping step is incorporated. In the grouping stage, all regions thosc arc

homogencous arc grouped together. The regions arc homogencous if the distance between their
means is below a certain maximum threshold & .- Finally, these regions arc grouped together
with their ncighbouring scgments if their sizc is relatively small (default 0.2%) with respect to
their largest neighbour, This split-and-merge algorithin docs not need to know the number of
segments a priori. Morcover, the scgment connectivity is always satisfied |71]. The result is

shown in the Figure 2.4 below:

Input image gl =0.6,=22

1 _yp? g _
Oy =107, 6, =20 Ry =15%, 8, =15 ok, =20%, 8,=0

Figure 2.4: Application of the SMG algerithm to circular input image with

r

. 2 . " 4
various o and & o parameter settings [71).

The basic limitation of this algorithm is that, it behaves abruptly different with the change
of threshold valuc as the threshold is user defined. Morc so the object smoothness cannot be
maintaincd in this algorithm [28-29].

-‘.
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2.4.2 Modification of the SM Algorithm for Parallel Implementation

One of the major problems of the SM algorithm is that it requires more processing time than
expectation [42, 54]. It is because of calculation for both splitting and merging differently and
in both stages a number of iterations is required 1o attain the threshold level. This problem can
be solved by applying various technigues, such as (i) using multiprocessor 10 segregatc the
processing and distributing the load to various processors, (ii) having multi-agent environment
where we can blend genctic algorithm with the SM algorithm, and (iii) may bc done by

recursively cxccuting the splitting and merging process simultancously.

One algorithm is proposed by M.D.G. Montoya ef al. [54] wherc the region growing
process transforms a set of pixcls into a sct of labclled regions and goal is to design strategics
for thesc transformations 1o be carricd out concurrently, in such a way that ¢ach processor must
work on disjointed subsets of pixcls or regions. The Split phase works on the sct of individual
pixels of the image and is an inherently parallcl task. So, initially, an image of size N=N,xN; is
partitioned into P=P,» [, sub-images containing ﬂx %adjacenl pixels. Neighbouring sub-

1 2
images will be located into neighbour processor elements (PEs). At the beginning of the merge
phase the computational work load of a processor clement depends on the set of local regions
created during the split phasc and on the set of edges created between local regions and
neighbouring processor regions. The implementation of the Split-and-Merge parallel region

‘

growing algorithm can be described by the following steps [54]:
(@) A sct of P;XP; sub-images arc crcated and mapped onto the set of PEs.

(b) Each PE cxccutes the split phase on its own sub image using a bottom-up stratcgy

and assigns an identifier (/D) to cach of the created regions.

(¢) Each PE builds its own local weighted graph by creating the sct of edges between

its own local rcgions which satisfy the vicinity and homogeneity critcria.

(d) PEs exchange information about the regions at the border of the initial sub-image
and create the set of weighted edges betwecn regions that belong to differcnt

necighbouring PEs.

(¢) Each region determines the linked regions that best suit the homogeneity criterion

as candidatc regions to be merged with.
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(f) PEs must exchange information about the best sclection for those linked regions

located at different PEs.

(b)

6 7 1 3
8 6 5 4
8 8 5 6
7 6 6 6
(c)
0 2 3
6 7
8 10
(d)

Figure 2.5: Split phasc (a) pixel vatues and (b) pixel /D numbers at the start of the split phase,
(¢) pixcl values and (d) Region /D afler split first and [inal split ieration [34].

(D) (2) |3
6 1 3
(6) (D
8 5 4
(8) (10)
8 5 6
7 6 6
(@ 2 (3
T3
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8 6 |5 |4
8 8 5 &
7 6 6 6

(b)

(c)

0 (2 |3
6 7| 3
(6)
8 6| 4
8 8| 3 6
7 6|6 6
@ 2
6 7 [ 1_ 3
8 6 5 |_4
8 8 5 6
7 6 6 6

(d)

Figure 2.6: Merge phase (a) at start of merge phase, (b) after first iteration of the merge iteration, {c) after second

iteration, and (d) after final iteration [54].
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(g) Vertices and edges of the graph are updated for the current set of regions and only
those edges that do not satisfy the homogencity criterion are removed.

(h) Repeat steps (c)—(g) while linked regions still exist. Otherwisc the algorithm cnds.

At step (b) of the algorithm, when the split phasc is finished, each PE assigns an identifier
to each of their created regions. These IDs are calculated as a function of the processor element
identifier and depend on the maximum numbcr of regions generated locally by a PE. The split
and merge phase of this algorithm arc shown graphically in Figure 2.5 and Figure 2.6
respectively. Three methods for defining the region’s /Ds can be applied. Examples of region

ID method are shown in Figure 2.7.
2.4.2.1 Consccutive

The set of regions obtained at the end of the split phase arc scquentially examined from left to
right and top to bottom and consecutive /Ds arc assigned to consccutive regions. In this

method, the ID given to a region, located at the processor p is

ID:px%ﬂ'; where, 0 p < P, ()$i<%, (2.12)

where p is the processor identifier.

So, IDs of regions located at the same PE are a block of consccutive integers. This method

suffers a strong load unbalance cflcct.

2.4.2.2 Cyclic

IDs of the regions are cyclically distributed among PEs. The /D assigned to a region located at

the processor p is determined as

ID=p+Pxi, Where, 0p <P, OSF<%. (2.13)

In this method the load unbalance effcet can be reduced. Morcover, this helps 1o break the
chains of merge dependencics in the boundaries of the processors when ties are produced. It
reduces the number of iterations with respect to the Consceutive method which retains the
scrialization problem related to the merging order within every proccséor element, due to the

fact that the region identificrs follow an increasing order {34].

£
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2.4.2.3 Random

Region /Ds are cyclic and randomly generatcd. The execution time is also reduced. In this
method the good load balance effect is maintained. It avoids the serialization problem, Random
method climinates the chains of merge dependencies in the selection of the regions to be

merged, introducing some additional degree of parallelism in the algorithm.

0 4 5 1] 1 5 4 5 9
0 7 9 13 13 |1
8 9 12 2 6 3 6 14 |11
10 |11 10 |14 2 10
(a) Consecutive (b) Cyclie {¢) Randcin

Figure 2.7: Examples of region /D method

From a parallel point of view the region growing problem is an irregular and dynamic
problem, ie., the size and the amount of regions as well as the number of edges between
rcgions arc data dependent and they cvolve during algorithm execution. To solve this kind of
problem on a multiprocessor system, it scems to be very convenient to apply load-balancing
strategies and to establish efficient communication patterns |54, 66]. At the beginning of the
merge phasc the number of cdges at cach processor is data dependent, so it will be necessary to
apply a work load-balancing strategy. Montoya ef al. [54] proposcd a static load-balancing
strategy as a previous siep to the merge phasc and a dynamic load-balancing scheme after cach

itcration of the merge phase.

The main limitation of this parallel SM algorithm is that, large images with small objects
yielded the best results but small image with more objects does not provide expected results as
well as requires more exccution time [28]. This is due to the fact that small objects require less
inter processor merging and allow a higher degree of parallelism since there are fewer
dependencies beiween merging regions. The algorithm alse produces a more restricted
ordering for merging sequence and requires a greater amount of inter processor communication

while the image contains a single large object or few large objects.
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2.4.3 Modification of the SM Algorithm for Recursive Implementation

If the split and mergc process can be performed simultancously then the computational time is
reduced significantly, Til Aach ef al. [1] proposed a segmentation algorithm where recursive
SM is applied. It starts with the whole image being onc region which is described by its overall
statistics. The basic idea is to extract thosc arcas from this region where local statistics deviate
significantly from the global overall statistics. New regions arc formed {rom these statistically
deviating arcas by sets of connccted pixels. The result is a partition consisting of several major
regions. The global parameters for all of these regions can then be computed. This process is
continued for each region: We compare local statistics inside each region against the newly
acquired global region statistics, and extract the deviating areas. The process comes to an ¢nd
when no further inhomogeneities can be detected in any region. This recursive scgmentation
scheme, however, is not complete due to the following reasons:
First, there is a trade-off between 'reliability’ and spatial resolution inherent with the
used significance test, which depends on the size of the sliding window inside which
the local statistic is computed. The reliability increases with the window size.
Sccondly, only the region internal grey values are described by a stochastic model,
but not the region shapes. This leads 1o noisy boundaries between those regions

which differ only slightly in their respective statistics.

Both of these shoricomings can be overcome by a relaxation procedure, which examines
cach pixel situated at a region boundary, and assigns it to that neighbouring region to which it
fits best, Sinee this procedurc predominantly affects region shapes, it Is rcasonable to
incorporate a stochastic model for these shapes, which tends to smooth noisy boundarics at
statistically "uncertain' transitions. Each step of the rccursive scgmentation process hence

consists of two parts.
(a) Detection of inhomogeneities (object detection).

(b) Contour relaxation.
2.4.3.1 Object Detection

Consider a given partition {0 for the image data Y. This might be the initial one-region

partition, or one of the partitions emerging during the process. The notion 'inhomogeneity' is

specified as a significant deviation of local mean from the global estimate, fﬁ(R_,.). The

.:_;"\l
S

AT e
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detection procedurc works as follows: First, an error image £ = {e,,} is computed by
normalizing the grey values inside each region according to
ymin - .PI"‘”J(RJ)

Cpn = (2.14)
G(R )

where, R, is the region to which the pixel (m,' n) belongs. Inside a sliding window of
dimensions @x d on the error image E the local average i, ,is computed, and 44, , is assigned

to the pixel (m, n). If the local statistics comply with the global ones, 4, is distributed

according to N(0, 7). Each pixcel (m, n) with | ym"| > { is then marked as an inhomogencity[1].

2.4.3.2 Coniour Relaxation

The application of objcct detection provides a partition (), which suffers from inaccurate

region boundaries due to the limited spatial resolution of the dctection scheme. Hence (), has
to be modified until it matches the given image best. The 'best match' is evaluated on the basis

of the Maximum a Posteriori (MAP) criterion, that is, we modify (J, until a local maximum of

the a Posteriori density p((Q, Y). Ideally, the process of re-labelling stops when no more pixels
whose labels have to be changed arc found during a scan. The result of this method is shown in

the Figure 2.8

These problem solving sieps as mentioned above gives raise of computational
complexitics and cxcessive time requirement. This algorithm depends on the secd pixel which
is not always possible to provide, mainly in case of real timc image processing. Again the
objcct boundary may not be clearly defined for few objects which will be wrongly segmented

by this algorithm [28].
2.4.4 Modification of SM Algorithm for Dynamic Thresholding
When merging splitted regions to its accurate neighbour, the homogencity criterion of a region

is mcasured to merge it with onc of its connected neighbours and hence it gives the local

optimization. This affects the performance of final scgmentation. Considering this 1ssue,

i
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(a) Input image (b) Output image

Figure 2.8: Examples of recursive SM with object detection and contour rclaxation [1].

Cheevasurit ef al. [20] gives a modification of SM algorithm. When scanning the picture ina
regular order, a subset of spliticd regions will be merged with thosc ol its ncighbours which
fulfil the most homogencity criteria. For thc subsct S7,, this modification rcquircs the

computation of the four heterogeneity measurcs as follows:
d( = S"SLzSnS;z)
d(S’”] = SnSnSD, n3)
dlsz' = 8,55,525%)
d(SMI =82555% )

(2.15)

The superset with the smallest heterogencity measure wiil be kept as usual if it is lower
than the threshold & . The quality of the merging is notably improved by this medification as

shown in Figurc 2.9.



£y -

Chapter 2 Literature Review 35

A
5 5 0
5 1 0
0 0 0
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Figure 2.9: improvement after modification of local optimization [20]

The number of region, its sizc and shape varies with the threshold value. It is very difficult
to oplimize a threshold valuc for any particular image. It is also difficult to evaluatc a global

threshold value which can best fit in any SM algorithm for all the images.

Cheevasuvil [20] addresscd this issue in his proposed algorithm where several threshold

valucs are applied to the samc image to find out the stable regions in the image. Let

E ={e(k)} be an ordcred set of threshold valucs; let 4; (k) be the i-th subsct of picture X after
the whole SM process with£(k) as a threshold. Let /,(k) be an m-dimensional featurc

vector of R™ describing this subset. H contains information on the gecometry of / (position and

shape) and on its radiometry. A distance function A between two subscts (k) and A; (k"

and denote it A (7, k. j, &), where A is any measure on R™, acting on H vectors, Two subsets at

adjacent threshold levels are similar if their distance is less than a given value d :
hi(k)- h (k1) AU Kk j k+t1)<d (2.16)

For all the subsets # and all the & values of E, we build a graph representation G(X, £, A),
where the subsets # are nodes and the similarity relation links. For this complete graph G(X, [,
A), it is possible to selcct the areas which are stable for many succcssive thresholds and can be
determined precisely for which range of the threshold they remain nearly unmodified. For each
zone the best thresholding in terms of stability and robustness can be detcrmined from this
graph. The graph is a robust description of the picture, because, if each nodc is still sensitive to

small perturbations, the global graph is not. It is required to compare two subsets obtained for
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different thresholds &(k) and(k”), in order to determinc whether they arc provided by the

samc arca or not. The distance between two subsct #,(k) and 4, (k") 1s measurcd as

XZ

alik, . k)= F;- @17
J

A complete combinatorial comparison was thcn made between all the subsets at threshold
g(k) and all the subscts at threshold £(k +1)and the graph G(X. E, A) was obtained. An arca
is defined as stable if it belongs to long path in G. The Figure 2.10 to 2.13 show the sequential

procedure of this algorithm.

Figure 2.10: Original NOAA-7 channcl 4 picture

LB

Figure 2.11: Four results of $M modificd algorithm of Chcevasuvit ef af. {20] with
(a) feature value £ = 20, (b) £ = 20, (c) £ = 22, (d) £ =24.
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Figure 2.12: Typical graph representation with two threshold levels k and k+1. All possible situations

are represented: simple similarity, merging, appearance, splitting, and disappearance [20].
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Figure 2.13: (a) A complete graph representation of Figure 2,10 with six threshold levels. The total
dynamic range is 128. The four central threshold values give the results of Figure 2.10.(b) Five stable

regions extracted from the graph in (a) [20].

This algorithm suffers from huge computational complexitics as it requircs obtaining

abjects for different threshold values to rcpresent them in the complete graph. Again, the range
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of thresholds varics [rom image to image thereby the static nature can not be eradicated in this
algorithm. Though this algorithm point out the local optimization problems of the SM

algorithm it cannot overcome that as it consider only neighbours of an object while merging.

Though this algorithm performs better than those mentioned above, it is too complex to
implement and less cfficient due to time complexities. More so the noisy and arbitrary shaped
images arc segmented further to its constituent parts by restricted merging criteria. Like other

algorithm, this algorithm is highly dependcnt on threshold values also [28].

2.4.5 Modification of SM Algorithm for Splitting Points and Direction of
Splitting

A significant drawback of SM method splitting phage is to find out points where il can be
splitted into four region and the direction along which the region necd to be splitted into sub-
regions. Chaudhuri et al. [19] has proposed a splitting algorithm along the sparsely populated
strip. According to his algorithm of splitting, strips of finite width at different directions
around the centroid of the data are considered. The data is split across the sparsely populated
strip. For a two-dimensional data sct four dircctions at the centre of the data are considered as
shown in Figurc 2.14. The greater the number of dircctions for strips the better the accuracy of

the result is.

The width of a strip along any dircction is to be found out before actually constructing the
strip. The width is an important impediment in deciding whether the data is indeed sparsely
populated in that direction, if the width is very large then all the points in the data set may
belong to the strip. If it is very small then the strip may not be amenable for making any

decision. This algorithm proposed that the width of a strip should be 2h, where h,= ae,,

1
b= 0<p < (2.18)

n ?? q
where, ‘@’ is a constant, » is the total number of points in the g-dimensional data set. The

algorithm is as follows:
(@) Find b,, b, bs and b, where b, are thc number of points in cach of the strip.

(b) Find n;=min{ by, by, bs, by}
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| =l T

(¢) Find the strip in which the number of points is », :Zfﬂ-x 100 </, , then split
n

the set S along the corresponding direction. Here /; is a small quantity, called
splitting restriction dependent on the width at the strip. Strip |b,.| =n,, is called

the sparely populated strip [19].

Syegy i

£

Figure 2.15: Width of a strip | 19].

2.4.6 Modification of SM Algorithm for Global Convergence Capability

One limitation of the SM algorithm as proposed by Pavlidis is that it gives only local
optimization rather global one. If, for instance, the decision of merging S7, in §7; ' (shown in
Figure 2.16), it is not sure that this operation will be the best merging for S2; or ( Sy, 0r S5).

Clearly, when refusing a cascading verification, a suboptimal solution is chosen.
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Figure 2.16: Index of the regions [73].

Numecrous research works are going on at present on this topic but still widcly acceptable
dynamic solution could not be discovered, Zhang ef a/. [73] has blended the SM method with
cxpectation maximization (EM) method and proposed an algorithm known as the split-and-

merge expectation maximization (SMEM) algorithm. This algorithm uses thc membership

“valuc concept of Ueda et al. [70] in both split and merge step of the SM algorithm where mcan

and covariance are uscd as parameters. But it solves the ill posed problem of the concept by
applying a split method based on the singular valuc decomposition or Cholesky decomposition
[73].

The key of the SMEM algorithm is to definc a proper split-and-merge eriterion, and to

construct an cfficient split-and-merge method. Ueda e/ al. [70] presented a method of

initializing the parameter ® = (7,,7,....,7,,0,.6,,.....0, Y where x is the membership valuc

and 6 is the parameter composed of mean and covariance asé@,, = (4,,,2,,) - Supposc i’ be the

merged component of components i and J, its initial paramecter values are sct as lingar

combinations of the original ones. The merging cquation can be defined as follows:

Ry =T +7, (2.20)
n0, +m.0,
g, = HLT R @2.21)
T —+ 71'J.

On the other hand, if the operation is splitting component k into two component i” and &',

the initial parameter values of components j’ and &"are sct as

T
Ry =Ty = 7’* (2.22)
0.9=0, +& (2.23)
6, =0, +5 (2.24)
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where, € or € is some small and random perturbation vector or matrix. Because the covariance

matrices should be positive definite and cannot ensure this, Ueda ef al. [70] defined them as

ZJ_, =>. =det(}, )%ln (2.25)

From the merge cquations, we can see that the mean vector and the covariance matrix of
component / is a lincar combination of the corresponding parametcrs of components / and 7,
and the merge of the mean vector is independent of the covariance matrix. This means that the
merge of the mcan vector does not consider the influence from the covariance matrix, and vice
versa. Wec know that mean vectors and covariance maltrices arc first and second moments,
respectively. They are closely related, so it 1s not appropriate o treat them independently.
From the split equations, the samc problem still exists n the split opecration. Morcaver,
although Ueda’s equation can guarantee covariance matrices being symmetric positive definite,

this destroys the anisotropy of covariance matrices.

More so, the mean vectors and the covariance matrices obtained with the method by Ueda
ef al. [70] is not the solutions of these split equations. Solving the split equations is an ill-posed
problem because the number of the equations is less than the number of the unknowns. This ill
posed problem is solved by applying a split method based on the singular value decomposition
or Cholesky decomposition [73]. The cxperimental results of this algorithm are shown in the

Figure 2.17,

Though this algorithm performs better than those mentioned above, it is too complex to
implement and less efTicient duc to time complexities. More so the noisy and arbitrary shaped
images are scgmented further to its constituent parts by restricted merging criteria. Like other

algorithm, this algorithm is highly dependent on threshold values also [28].

Addressing the performance and shortcomings of the aforementioned modified SM
algorithm Faruquzzaman ef al. [30] proposed a new object segmentation based on split and
merge algorithm (OSSM). The proposed OSSM algorithm uses the concept of multistage SM
algorithm to be robust in scgmenting objects of an image dynamically. The algorithm used T-
fest for both splitting and merging regions. Besides, it has used intra-region variance
minimization and intra-rcgion variance maximization throughout the merging process to

maintain the objects identity.
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Figure 2.17: Example ol SMEM algorithim implementation [57)].

2.5 Fuzzy Clustering Algorithms .

Beyond the SM algorithm and its variants, analysis of fuzzy clustering algorithms is another
intcresting domain of image scgmentation now-a-days. To cvaluate the performance of any
proposed algorithms, it is nccessary to comparc it with the recent fuzzy clustering algorithms.
Hence, despite the dissimilarity this scction addressed some well-known fuzzy clustering

algorithms for the completeness of this literature review chapter.

Clustering algorithms that usc general feature scts such as PL, PI or CIL arc gencrally
treated as classical fuzzy clustering techniques. These are dependent on both the features used
and the type of objects in an image. A review of some main classical fuzzy clustering

techniques is now dctailed.
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2.5.1 Fuzzy c-Means Algorithm

The FCM algorithm [12] was developed by Bezdek in 1981 and is still the most popular
classical fuzzy clustering technique, widely used directly or indirectly in image processing. It
performs classification bascd on the iterative minimization of the following objective function

and constraints [12]:

Jg(y,V,X)zﬁiﬁ:](y,j)q 2% (2.26)
i=1 j=
subject to
0= py <1 ie{l,...,c} and je{l,...,n} (2.27)
;/’JU‘:I; _]'E{],...,ﬂ} (2.28)
O<i,u,.j <n; fe{l,...,c} (2.29)
J=1

where n and ¢ are the number of data and clusters respectively. u is the fuzzy partition
matrix containing membership values L”UJ’ q is the fuzzifier where 1<q <o, V is cluster
centrc vector [v,.], X is a data vector lx j] and D, =d (x J-,xJi) is the distance between datum
x, and v;. Using a Lagrangian multiplier [3], the following can be derived by optimizing the

objective function in (2.26) with respect to 4 and V.

1

A Ve (@30
3 =2
k=l[Dw]

J'Z:l:(uy')g X

V.

I,

2.31)

The membership values are initialized randomly and both these and the cluster centres arc

itcratively updated until the maximum change in 4, becomes lcss than or equal to 2 specified
{hreshold &. ¢ is normally set to 2 as this is the best value for the fuzzifier (Step 0) while the

membership 4 is randomly initialized in Step 0. The cluster centre v, and membership values
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A, are then itcratively updated using (2.30) and (2.31) respectively (Steps 3. 1-3.2) until cither
the maximum number of iterations {max_Iteration ) or threshold & is rcached (Step 3.3). The
complete FCM algorithm is given in Algorithm 2.1, which for » data points incurs O(n)
computational time complexity [7, 37].

Algorithm 2.1: Fuzzy c-means (FCM) algorithm.

Pre condition: Objects to be segmented, number of clusters ¢, threshold £ and the

maximum number of iterations (max_IteraIion).
Post condition: Final scgmented regions 9.

Fix g=2.

Initialize ;.

FOR 1=1,2,3,...,max_ltcration

3.1 Update cluster centres v; using (2.31).

3.2 Update membership values ,ug ) using (2.30).

331F |’ -~ u{™| < ¢ THEN STOP.

The number of clusters ¢, fuzzifier ¢ and threshold & all need to be set manually. The
sclection of g is especially important because if g=1 then FCM produces crisp hard
clustering (HC) instead of fuzzy regions. Also (2.30) and (2.31) are not sufficient to achieve
the local minimum of (2.26) [7, 37], sincc if any of the dislance valuc D; =0, (2.30) will be

undefined. FCM strongly supports probability, but not the degree of fypicalify because it has

the constraints in (2.27)~(2.29) which preclude the trivial solution p; =0.

2.5.2 Suppressed Fuzzy c-Means Algorithm

By using a fuzzificr ¢ and membership value g, the performance of FCM is better than any

HC technique [12], though the convergence speed is much lower. Moreover, if the fuzzfier is

large (q >2), it incrcases the gap between the membership values which may lead to a
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decrease the overall segmentation performance of FCM [36]. To address thesc issucs, the rival
checked fuzzy c-means (RCFCM) algorithm [27] was introduced on the basis of competitive
learning, by magnifying the largest membership value and suppressing the sccond largest

membership value. The main step in the RCFCM algorithm is to modify 4, in the FCM
algorithm as follows.

Assume the largest membership value of datum x; for the p™ cluster is u,; and its second
largest membership value in the s™ cluster is u,, After modification, the membership value of

x; belonging to each cluster is then:

pyp = gy + (1= ) (2.32)

Hy = o (2.33)

where 0 < @ < 1. The main problem with RCFCM is that it only pays attention to the largest
and second largest membership valucs, so if the choice of a is unsuitable, it can lead to the
second largest membership value to be modified being actually less than some others, which
causes a disturbance in the original order {27]. For this rcason, the convergence of RCFCM is
not assured and so to solve this, the suppressed fuzzy e-mecans (SFCM) algorithm was
introduced to magnify only the largest membership value and to suppress the rest [27]. If p,y 15

the largest membership value for datum x;, the modified values are:

ym=l—az;1jj:1fcx+ayw. 2.34)
=y
My =0, 1#p (2.35)

where the various parameters are as defined above. Since SFCM prizes the largest and
suppresses all other membership values, it does not disturb the original order and so climinates
the drawback of RCFCM. When a = 0, SFCM produces the same results as HC, while for a =
1 it becomes the FCM algorithm, so this establishes a more natural and realistic relationship
between the HC and FCM algorithms, so that for a suitable o value, SFCM can compromisc
the advantages of faster convergence speed of HC techniques, with the bettcr clustering
performance of FCM without impacting on the time complexity which remains the same as

FCM, i.c., O(n).
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2.5.3 Gustafson-Kessel Algorithm

The Gustafson-Kesse! (GK) algorithin [39] is a powerful clustering technique that has been
used in various image processing, classification and system identification applications [12, 23].
It is characterised by adapting automatically the local data distance metric to the shape of the
cluster using a covariance matrix and adapting the distance inducing matrix correspondingly
[8, 39, 43, 52). The GK algorithm is based on the iterative optimization of the following FCM-
type objective function [12]:

n ¢ ki

J, (v, X)= ZZ(;[J) D} (2.36)
J=1 =t
OSyUsl;iE{l,...,c}andje{l,...,n} (2.37)
3 p, =1, jell,...,n} (2.38)
i=1

where D;j is the data distance norm calculated for clusters of different shapes in onc dataset

that is given by:

D2 =(x,—v,f 4,(x, -v) (2.39)

g

where A, is the norm inducing matrix, which allows the distance to adapt to the local

topological structure of the data [8, 43, 52]. Using the Lagrangian multiplier in (2.36), the

membership value g can be calculated as follows:

I (D, =0)
THEN p,; =1 maintaining Zyu =1 (2.40)
i=1
1
ELSE y, =

2 241

The cluster centre v; is updated as:
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1
q
Z (/uv) xj
_ =l

N (2.42)

TSy

To adapt to the structure of the cluster shape, the distance norm inducing matrix A, is
used which increases the distance of the furthest data points while decreasing those data points

close to the cluster centre. A; is defincd as:

Zn: (/“r‘j )q (xj Vi )T (xj Vi )

Sy=+ . (2.43)
Z (/“r;f )q
j=l
4= s} (5, 2

where S is the fiuzzy covariance matrix, P is the dimension of hyper-spherical cluster, and
p, is the cluster volume, which is usually set to 1. In the GK algorithm, the parameters valucs
arcsetto g =2 and p, =1 (Step 1) followed by the initialization of membership values £,
(Step 2). The cluster centrc v, is updatcd using (2.42) in Step 3.1, while the data distancc
norm is calculated (Steps 3.2 and 3.3) to iteratively updatc the membership value £, using

(2.40) and (2.41) (Step 3.4) until cither fulfilling the specified threshold £ or the maximum

number of iterations is excecded (Step 3.5). The detailed steps of the GK algorithm are given
in Algorithm 2.2.

The performance of the GK algorithm is not very good for cither small datasets or when
data within a cluster are (approximately) linearly corrclated, because in such cases the
covariance matrix becomes singular. Babuska et @l [8] overcame these drawbacks by
considering the ratio of the maximum and minimum eigen values in calculating the fizzy

covariance matrix,

In summarising, the GK algorithm adapts the local structurc of the cluster shape using a

distance norm inducing matrix A, , with the modified GK algorithm [8] able to effectively

handle both the large and small datasets. These characteristies are exploited by using the GK
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Algorithm 2.2: Gustafson-Kessel (GK) algorithm

Precondition: Obijccts to be segmented, number of clusters €, threshold & and

max_Iteration .

Post condition: The {inal scgmented regions R .
Fix ¢ =2 andsct p, =1.

Initialize 4.

FOR [ =1,2,3,...,max_lteration

3.1 Updaltc cluster centre v, using (2.42).

3.2 Compute clustcr covariance matrix using (2.43) and (2.44).

3.3 Calculatc data distance norm by (2.39).

3.4 Update 4" using (2.40) and (2.41).

3.5 TF [l - | < £) THEN STOP.

as key part of the shape-bascd algorithm [5] for integrating generic shape information into the

clustering framework.

2.5.4 Object Based Segmentation using Fuzzy Clustering

As the circular and clliptical shapc bascd algorithms are unable to scgment arbitrary-shaped
objects, to address this limitation, a ncw shapc-based clustering algorithm called image
segmentation using fuzzy clustering and integrating generic shape information (FCGS) has
been introduced, which incorporates generic shape information into the fuzzy clustering
framework by exploiting a B-splincs [31, 41] representation of an initial objcet’s shape [3]. In
the FCGS algorithm, the generic shape information is integrated considering the samc
technique uscd in the Gustafson-Kessel algorithm [39]. The shape 1s initialized using B-splines
while the intersection point is calculated using the polar coordinate system dctailed in |3}. The

shape of the cluster is iteratively updated using the concepts of circular shape clustering
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algorithm used in [32]. Even though the FCGS algorithm is able to segment arbitrary shaped
objects in an image well, it suffers from the disadvantages including: (i) it does not follow the
optimization criteria clustcring algorithm, (i) the FCGS algorithm is unable to find out the
proper intersection point, and (iii) the scaling of clusters during iterations is not proper.
Addressing these issues, Amcer e/ al. [3] has dcveloped a new object based segmentation
using fuzzy clustering (OSF) with the mcaning ol fuzzy k-generic shaped algorithm that
incorporates generic shape information by introducing a shape constraint to make ccrtain the
optimization criteria is upheld to both ensurc the convergence of the objective [unction and
preservation of the original object shape during itcrative scaling [5]. To scamicssly inlcgrate
generic shape information into thc segmentation process, an object shape descriptor i.c., a

contour, necds to be provided as part of the initialization process.

To initialize the OSF algorithm, the initial shapc contour points can be either provided
manually or generatcd automatically which is adopted in FCGS [3]. In order however, 1o
automatically initialize the contour of the corresponding object in the OSF algorithm the
following two steps arc required: (i) the GK algorithm is used for initial segmentation and (ii)
the boundary points of each rcgion arc scanncd with all outliers discarded and these are then
treated as the corresponding contour points. These contour points arc used to measurc the data
distance from the boundary point in a similar strategy to that employed in the FCS, FKR,
FCES, FKE, and FCGS algorithms.

It is the paramount of importance in any clustering-based segmentation stratcgy of

calculating the data distance d ; of a datum for subsequent usc in an objective function. Using
an analogous strategy to that used for the FCGS algorithm, d s calculated from the respective
contour shape points in the OSF algorithm. For the butferfly image and 1ts corresponding B-
splinc shape representation in Figure 2.18 (a) and (b), the intersection point xlJ on the contour

of datum x, canbe calculated using cither a Polar or Cartesian coordinate systcm.

In the OSF algorithm, the actual intersection point is calculated as shown in Figurc 2.19

(c) and comprises the following key processing steps: (1) find two points on the contour of the
curve those are closest to and lie on opposite sides of the line /; and (ii) as the shape descriptor
usually gencrates a straight line between these two consccutive contour points, the meceting

point between line passing through these two points and l, is the intersection point xy of the

corresponding datum x ;.
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(@) (b)
Figure 2.18: (a) Original butterfly object; (b} Example of the intersection point between datum X, and

the B-splines shape contour of (a) along line 1151

a
]
B

m]

o

a

(a) Original Image

(b) Intersection point using Cartesian system
Figure 2.19: (a) Original branch image, Intersection point calculation of datum X ; on the B-splines

representation shape using the Polar (b) and Cartesian (c) coordinate system [5].

A unique feature of the OSF algorithm is that for the first time a dedicated shape constraint is
incorporated into the fuzzy clustering framework to ensure convergence by preserving the
initial shape of an object during the subsequent iterative shape scaling process. The shape

constraint used for segmenting arbitrary-shaped objects is formally defined as:
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ky (2.45)

where 7, is the distance between the intersection point x,, and the i" cluster centre v, and k,

is a constant of the j* datum in the i cluster. The objective function for the OSF algorithm

can now be formally defincd based upon FCM [12] as follows:

7 ()= 3 (g, a2 (2.46)

=1 =1
subjcet to Z ;=1 and )'y / Z r,.'r =k, (2.47)
i=1 =]

where d;j =D - r,j

4

The objective function in (2.46) with its constraints in (2.47) is itcratively minimiscd using

Lagrangian optimisation techniques [3]. For optimisation, if d,; =0 thena HC (crisp) decision

is necessary and the j"}’ data will be classified into i cluster, otherwise the membership

value will be updated based on the valuc of d,.j, The membership value is defined as:

IF dl_’," =0 THEN ﬂy =1 maimaining Zﬂu =1 (248)

i=1

SE u. =
ELSE 4, E (2.49)

The contour radius !U is updated as follows:

(2.50)

ky.ZD,J -D; {14 ]
=D - =l Y
i

BTk, 1k | g,

it

. —

t=! ﬂu #’J

When the sceond term in (2.50) becomes small i.e., tends to zero, the initial shape may

become over-scaled when it is updated and so to reduce the impact of this cffect, the r‘.; updaic

is controlled as follows:
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r;J (new) =4 rU +(1- ﬂb)rf:,.(o)

(2.51)

where rIJ and » are the current and initial valucs of r; respectively, and 1 is an

if

empirically selected data constant which is a trade-off betwcen the current and initial objcct

shapcs. Using the same optimisation technique as in (2.46) and (2.47), the / * cluster centre v,

can be calculated from:

-V, X, —V
_ il il P il
f.= X, —JDIJ +Xy, =y D
i i
L=V, X.,—V
_ _ 02 i2 _ 72 i2
fy ‘SJZ DJJ‘ ' X Tl
¥ D

1 (s, ) [2 J

Vom—

S

where for an image, the 2-D data and cluster centre are given by x; = {

X .

X

J1
and v, =
52

respectively. The complete steps for the OSF algorithm are provided in Algorithm 2.3.

Algorithm 2.3: Objcct based segmentation using fuzzy clustering (OSF) algorithm.

(2.52)

(2.53)

(2.54)

Precondition: Objects to be scgmented, the number

max_lteration and threshold & .

Post condition: Final scgmented rcgions .
Imitialize the shape.

Find intersection point and calculate initial }u .
Calculate k& using (2.47).

FOR [ =1,23,---,max_lteration

of clusters

c,
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4.1 Update 4" using (2.48) and (2.49).
4.2 Update r; using (2.50) and (2.51).
43 Update v, using (2.54).

441F ‘

" {-1)
-, “ < & THEN STOP.

2.6 Patterns used in Video Processing

The concept of segmenting the video frame into scparate segments containing one or mMore
moving objects is first used in MPEG-4 video standard [9]. These segments arc 16%16 blocks
which contain motion arca and non-motion area. These blocks arc referred to as micro-blocks
(MBs). Wong et. al. [18] classified the micro-blocks into thrce categories: 1) Static MB (SMB).
MBs that contain little or no motion; 2) Active MB (AMB): MBs which contain moving
object(s) with little static background; and 3) Active-Region MB (RMB): MBs that contain both
static background and part(s) of moving object(s). Pattcrns P,-Pg of Figure 2.20 was used by
Wong el. al. to represent the moving objects [9]. In [9, 10, 13] a complete 32 pattern codebook
(PC) is proposcd which is shown in Figure 2.20, These patterns arc regular, clustercd where all

the pixels arc connected and boundary adjoined.

In PSM, these patterns are uscd for object extraction with the basic assumption that in the
segmentation procedure the exact shape of the object is avoided and some approximatc shape
is used. In the proposcd algorithm, cach pattern of 16x16 block contains background and
objects (Figure 2.21). In the proposed model, the unit blocks are referred to as micro-blocks
(MBs) as they were called for video coding. These patterns are matched with the splitted
regions of an image to find the best matched patterns. Then the regions are replaced with the
pattern which leads to subdividing the region into two parts: accepted (objects) and not
accepted (background). By merging all the regions which are connected and accepted together

the final scgmented objects or regions can be identificd.
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Figure 2.20: The pattern codebook of 32 regular shaped, 64- pixet patterns, defined in 16x16 blocks,
where the white region represents 1 (motion) and black region represents 0 (no motion) [36].

Object
Object Baclgrimnd

(a) (b) (c)

Figure 2.21: Different types of patterns: {a) Object in the whole paltern, (b) the paitern containing both

objcet and background, and (c) the pattern containing only background [56].
2.7 Region Stability Test

There are many theorem to identify region stability such as Z-test, T-test, Chi-square tcst, etc.
among them T-ics! is considercd in this thesis. T-test is universally proved and well recognized
statistical theorem to identify the stability of a sample spacc from its sample values. Let Shbca
sample space and s be a set of samples such that s € S Applying T-test, it can identify whether
the sample set s is stable within its sample space § or not [38]. For large sample set {over 30
samples), the 95% fiducially limits of population mean are given by

X t1,05E (2.55)
And 99% fiducially limits of population mean are given by

X Lo Sk (2.56)

where, standard error of mean
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a
Sty =—= 2.57
X (2.57)
1505 =1.96 and 1,4, =2.58 [17] (2.58)

For small sample set (less than 30 samples), the decision depends on the value of £ which

is given by the following equation:

ra
1= S“«/E (2.59)

Where,
X = mean of the sample,
¢ = mean of the population,
n = size of the sample,
S = standard deviation of the sample,

95% fiducially limits of population mean are given by
Xt~ to0s (2.60)

99% fiducially limits of population mean are given by

L+ 5 (2.61)

In Lo

|

Depending on degree of freedom value of fy,, varies from 1271 to 2.04 and that of
to5, varies from 63.66 to 2.75. Degree of freedom for small samplc is given by n-/ and for

large sample it is infinity [38].

2.8 Intra-variance and Inter-variance Test

The OSSM algorithm |30] leads to produce regions having less intra-variance and more inter
variances. The global solution can be achicved if the intra-and inter-varianee test is applied. In
the image segmentation domain, the number of clusters is not givcﬁ a priori. Sinee, the number
of clusters in segmentation algorithm is either not fixed or not manually provided, the
minimization of the intra-region variability and the maximization of inter-region variability in
the union of two regions are considered [71]. However, both straight minimization of intra-

region variability and maximization of the inter-region variability lead to undesirable trivial
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solutions, being N regions or 1 region, respectively. The OSSM algorithm minimizcs the intra-
region variability while at the same timc constraining the inter-region variability in the union
of two rcgions. In this way, the inter-region variability constraint defines the scale at which
two regions can be differentiated from each other. To minimize the intra- region variability, the
sum-of-squared-error criterion is uscd such that it fits belter to the model. Further, it
implements the joint intra-region variability constraint as minimum variance for the union of
two clusters [30]. At the same time, joining two clusters maximizes the inter-cluster variability.
This lcads to the following rcgion growing model:

min || var(R) 2.62)
R;eR

where, 7 is the number of pixels in region i and var(Ry is the variance of the region i

var(®) == <~ (Y| (2.63)

Subject to,
VR, R,,i# j,max var( R —{R,,R;} W (R, W R)) < max var(R) (2.64)

where, maxvar(R) = var(var(Ry)) YR, € R, k is the number of splitted regions  (2.65)

In general, the optimization of this model leads to region having intra-variance less than
joint-intra variance of its neighbour and merging any two regions R; and R; decreases the inter-
variance of thc image. Aftcr application of these test stable regions that have minimum
variance within themselves arc obtained. At the samc time, their inter-region variances arc
maximized. This test allows finding a global solution. Here threshold is dynamically updated
thereby climinates the problems of result anomalics duc to threshold change. Howcver, there

are some rare situations in which individual clusters can violcts these constraints [30, 71].
2.9 Concept of Human Perception

If the change of any object or feature is less than or equal to 0.5dB, then human perccption is
unable to detect the change [4]. Now, let the larger rcgion be R; and the small region be ;.
Presence of R, collocated to R, create distortion. We can merge R, with R; considering them
belongs to the same object if they satis{y the following equation [4]:

0.5=20log L)
R

5
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. 0.5 R
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= R=1.059R,. (2.66)

So, it can be said that, for any two neighbouring rcgions, if the sizc of one region is less
than or equal to 6% of another one then human perception cannot differentiate these two
regions. This concept can be uscd to allow the SM to identify any non-pattcrned shaped object

totally without any distortion.

2,10 Summary

In this Chapter, the basic concept of region based image segmentation is discusscd (irst where
special consideration is given to the widely accepted algorithm namely thc split and merge
(SM) algorithm. According to the SM algorithm, a larger region is splitted into four smaller
regions il it excceds the threshold. Again two adjacent connected regions are merged to form a
larger region if its valuc is below the threshold limits. SM algorithm provides localized
solution in image scgmentation. Various modifications of the SM algorithm to outperform the
original onc arc discussed. From thosc discussions it has bcen obscrved that single-stage
merging as proposed in thc SM algorithm can not come out of the local optimization due to
feature diversitics. Thercfore, multi-stage merging has been thought off. Thresholds in the SM
algorithm are fixed in nature thercby threshold nced to be changed manually for diffcrent
images to copc up with its objcet's feature diversities. A generalized thresholding method is
needed to be applied on all types of images. Based on these two inherent problems of the SM
algorithm a new algorithm is proposcd namely the robust object segmentation based on paitern
matching (ROSP) which is detailed in the next Chapter.

o



Chapter 3

Proposed Pattern Based Object Segmentation

Split and merge (SM) algorithm is a well recognized widely used algorithm, but is unablc to
scgment all type of objects in an image as huge variations in sizc, shape, colour and intensity
are obscrved among objects within an image. The performance of the SM algorithm is also
highly dependent on threshold values used for the split and the merge stages. Moreover, the
cxisting SM algorithms require prior knowledge about the number of objccts in an image. In
many applications, it is not possiblc to know the number of objects in an image in pricr lo
segmentation and hence fail to take advantages of the image scgmentation concepts.
Addressing these issues, a new algorithm namely robust object segmentation based on pattern
matching (ROSP) algorithm is proposcd in this chapter by integrating the region stability and
the patterns for objcct extraction into the split and merge framework. The expcrimenial results
as discusscd in Chapter 4 prove the superior segmentation performance of the ROSP algorithm
in comparison with the suppressed fuzzy c-means (SFCM), and object based image

segmentation using fuzzy clustering (OSF) algorithm.

3.1 Introduction

Object-based image scgmentation, as described in Chapter 1, is the process of scparating
mutually exclusive homogcneous regions of intercst in an image. Segmenting images for
cxtracting objects is a very difficult and challenging task due to the huge number of objccls
with innumerable variations among them. Even though therc are many techmiques exist in the
literature for image scgmentation, the split and merge (SM) algorithm {64] is one of the most
well known and widely used one, which works based on the region based image segmentation
technique [1, 20, 29, 54, 58, 64, 73]. The concept of this algorithm firstly splits thc image
foreground into small regions and then merges the splitted regions 1o form final segmented
regions. Both the splitting and merging are done based on the manually spccified thresholds. A

number of variants are also available for SM algorithms as discussed in Chapter 2 duc to its

58
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popular capability of segmenting images in an cflicient manner. Though all of these SM
algorithms perform cffective image segmentation, nonc of these arc able to scgment all types
of objects in an image perfectly duc to various limitations. For cxample, it is expcrimentally
observed that large images with a small number of objects lcad to good results for parallel SM
algorithm while with the incrcase of the number of objects lead this algonthm to perform
gradually poorer. The trade off analysis betwcen the reliability and the spatial resolution

inhercnt with the significance test, morcover, yiclds this algorithm incomplcte.

All of the cxisting clustering image segmentation algorithms are not able to be applied in
an unknown image where the number of objects is not known in prior, This put limitations to

segmentation algorithms of not being able to be applied in many applications.

In this thesis, a new algorithm called robust object segmentation based on patiern
matching (ROSP) is proposed considering the basic SM algorithm, the region stability, and the
pattern matching for object extraction. The region stability implies the concepts of finding the
bounded homogencity of an object within the images. Diffcrent techniques for measuring the
region stability include the Z-test, the T-test, the Chi-squarc test and so on. The concept of
pattern matching is very much familiar in video coding [56, 59, 61-63] for improving very low
bit rate coding techmiques. In these techniques, 16x16 rﬁicro-blocks {MB) are normally used
for motion cstimation. The size of MBs can be varied from 16x16 10 4x4. The larger the size
of MBs, the smaller the size of information, while small sized MBs lead to better guality
images or videos [56, 59, 61-63]. The blocks are three types: full motion, partial motion and no
motion. The partial motion blocks can be represented efficiently by using some predefined
patterns. The ROSP algorithm proposed in this thesis uses the concepts of patiemns in the SM
algorithm to increase the performances and efficiency of it significantly, which reduces the
complexity of the algorithm lcading to the ability of segmenting any kind of images. Hence,
the novelty of this algorithm lies on the ability of scparating objects from an unknown image,

besides its efTiciency.

The proposed ROSP algorithm is divided into three stages: the split, the pattern matching
and the merge stages. The split stage divides the image recursively based on some measurcs of
the region stability, the pattern matching stage matches the splitted region with some pre-
defined patterns using dynamic variance paramcters while the region stability conccpts and the
parameters of dynamic variance and connectivity are applied during the merge stage to make

the algorithm robust and efficient.
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3.2 The Split Stage

The proposcd ROSP algorithm performs multistage splitting of images, while the region
stability test is applied to each region resulted from the splitting, Afier each splitting operation
on an image, the image is divided into a number of homogencous or heterogeneous image
scgments or regions. These homogeneous or heterogencous regions arc classificd into one of

the following three classes: 1) Background region, 2) Object region, and 3) Mixed region.

The splitted background region does not contain any objcct or a part of it except the
background deflined as the region out of interest. The object region is defined as the region of
which, all the pixels inside it constitutes an object as a whole or part of it. The object region
does not include any background. It is assumed that all the pixels inside the object region
belong to only onc object. The mixed region contains both the objcct(sj or a part of it and the
background. The mixed region thercforc may have 1) only one entirc object; 2) onty a part ol
an object; 3) only parts of multiple objcct; 3) multiple entire object; 4) one entire object and a
part of another object; 5) multiple cntire object and a part of anothcr object; 6) multiple entire
object and parts of multiple object. To identify the exact seenario for evaluating the image for
scgmentation further splitting is required. Hence, the splitting of image stage in ROSP
aigorilhm works recursively until the region stability based terminating condition is achicved.
There arc three sub-stages in the splitting stage of ROSP algorithm: the resizing of the image,

the initial split stage and the recursive split stage.

3.2.1 Resizing the Image

There arc various resolutions used in different images. The ROSP algorithm proposed in this
Chapter works cither in adaptive way by taking images with any resolution and dividing it into
a number of squared regions with each dimension is a multiple of 16 before applying any test
on each region, or sct to a specific sct of parameters with specific resolution and number of
regions in first splitting operation. To apply prelixed specific parameters for the algorithm, the
image has to be resized into one of the standard resolution, say 1024 768, which may have 12

regions in initial split operation.
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3.2.2 The Initial Split Stage

The initial split operation of the ROSP algorithm is performed based on the resolution of the
image taken or resized. For an image having a resolution of 1024x768, the initial splitting
operation divides the image into 12 rcgions as shown in Figure 3.1 so that each region’s
becomes NxN, where N =16x2" andn=20,1, ... If patterns arc taken in MxM pixel-blocks,
then N must be multiplicd by M in the initial split stagc to use the algorithm dircetly on it, For
an image with resolution 1024x768 and 12 initial regions, the dimension or resclution of cach
initial region becomes 256%256. The term 16 is uscd since the ROSP algorithm is using
patterns reside in 16x16 pixel-blocks. The main object of the initial split siage is to divide the
image into squared rcgions where dimensions arc multiple times of pattern-block or pixel

block dimension.

Ri | Rz [ Rs | Ry

Rs | Rs | Ry | Rg

Ry | Rip | Rin | Riz

Figure 3.1: The initial splitting stage of ROSP algorithm divides a
1024x768 image into 12 regions.

3.2.3 The Recursive Split Stage

The initial splitting stage of the ROSP algorithm generates a number of squared regions each
of which is either the background rcgion, the object region or the mixed region. Once the
initial squarcd regions {R,. =12, ,n}arc found, two measures are obtained for cach
region; 1) the average pixel valuc, and 2) the fiducially limit. The fiducially limit can be
obtained by applying a stability test, called T-test, to each of the regions R;. If the fiducially
limit is above a threshold, K, say 95%, then the region is considered as the stable region. A
region stability predicate can, therefore, be defined based on the region stability as follows:

P(R )_ 1, if fiducially limit < K
o, Otherwise (3.1
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The average pixel value of a region having resolution NxN is calculated using the
equation,
N N (3.2)

AR)=-233 1(x3)

N2 x=1 y=1
where flx, ) is the pixel intensity at location (x, }).

The average pixels’ value and the region stability predicate valuc of a rcgion is, then, used

to classify the region as follows:
1. B (background) region: the average pixcl value < Ky, and P(R)=1.
2. O (object) region: the average pixcl value > Ky and P(R;} = 1.
3. M (mixed) region: P(R) =0.
where K, is a predefined threshold used to scparating an object from its background.

For classifying regions, at first the predicate value P(R;) is determined. If P(R)) = 0, then
the region is classified as the mixed region, called M region, containing both object/object
portion and background. 1f a mixed region is obtained, onc of the two following decisions is

taken:

1) 1If the region has the resolution of {NxN: N=16}, a closc maich pattern are

identified to replace the region.

2) Otherwise, the region with resolution VxN:N =16x2" andn=0,1,2,..§ is
sub-divided into four cqual rcgion cach of which will have resolution of
N N

—_— X —

2 2

In cach stage of the recursive splitting, a mixcd region is subdivided into four regions. It is
continued until cither the region becomes stable or a small region with the resolution of

N N | . . . L .
Ex? is obtained. Figure 3.2 shows the recursive sub-division process of a region In

recursive splitiing stage.

The stability predicate value P(R;) = 1 implics the region is stable and no further splitting
is necessary. The stable rcgion is further be classified as the object/object portion or the
background. The average pixels’ value is then used to mark the region as either O region or B

region based on whether the value is above or below a predefined threshold Ko, respectively.
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Rs Rs

R
Rg R

B3 R4

Figure 3.2: Images arc splitied recursively in recursive splitting stage of the ROSP algorithm.

®

Figure 3.3: The region splitting process in the wood-bird image
(a) Original Image (b} Splitted Image.

() (®)

Figure 3.4: The image splitting process in the brain image: (a)
Original Imagc (b) Splitted Iimage

106285

Figurc 3.3 and Figurc 3.4 show the region splitting process in details for two real-life
cxamples using two gray scalc images named, the wood-bird image and the brain image. The

examples shows that some larger region is not required to be splitted further and reduced the

segmentation complexity.
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3.2.4 Region Information Table

To track the progress of splitting process and maintaining the properties of each region, a table
is maintained as shown in Table 3.1. Each row of the table carrics information about a splitted
region.

Table 3.1: Region information table.

Region Initial Region | Region | Stability | Avg Object | Matched
Number | Coordinate | size (N) [ Type PR) Pixel D Patiern
0] (8x, 5y) Value Number
1 (0,0) 256 B 1 168 -
2 (0, 256) 256 0 1 102 -
3 (0, 512) 256 M 0 140 -
4 (0,512) 64 M 0 124 -
n {256, 256) 16 M 0 67 20

After initial splitting of each image into regions, the regions are numbered following a
specific sequence, say from top to bottom and icft to right. The region number, /, is used to
identify each of thesc rcgions. When a region is further divided, it region will be deleted from
the tablc and newly generated regions will be added such that the first one will get the previous
number and the remaining three will get new region number. The initial coordinates indicates
the starting coordinates in monitor space for cach region. The region size N in table implies
that the region has a resolution of NxN, The 32 patterns as discussed in Section 2.6 are number

from 0 to 31. These numbers are used in the column of pattern number.

3.3 Pattern Matching Technique

The patterns shown in the Section 2.6 are used in segmentation to maich the splitted regions
that are accepted as the forcground. If the sizc of the M region is axb, say a = b = 16, the
percentage of matching of a region R; with any pattern P; can be calculated using the following

cquation:

a b
>3 /) . i
p = Z] . where f(x,y)= {:} 3,/ R,(x,¥)# 0 and P, (x,y)=1

. (33
axb , Otherwise
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If » 295, the pattern pjis said fully matched with the region R,while 60<7; <95
represents the partially-matched of the pattern P; with the region R,and 7 <60 being the
unmatched of p, with the region R, [3). Any rcgion which is unmatched with all the patterns

in the pattern codebook is marked as background. If a pattern is fully matched, then the pattern
number is added into the table. For any partially matched pattcrns, the algorithm scarches for
more patterns to find the best match. If any best matched patiern is not found, the region is

considered as random or scattered region and mark it as background.

3.4 Merge Stage

A number of squared shaped regions {Ri = 1...,n} with diflcrent sizes and types arc obtaincd

in the region information table after the completion of split and pattern matching operations.
Some of the mixed region with minimum size contains a pattern number from the list of
patterns which is used to replace the rcgion. The merging stage constructs entire objects
through merging the O regions and the patterns based on matrices of following three critcria:
1) the binding or initial point; 2) the stability mapping threshold; and 3) the connectivity. The
initial or binding point is the starting point of any rcgion. When regions are merged together to
get the entire object, the sclection of region are performed based on this initial or binding point
as any object is assumed to comprises of connected regions. The stability mapping threshold
determined whether two connected O regions or patierns are belong to the same object or not.
If the difference between the average pixel values of two connected region is under a
threshold, the regions arc assumed to be under the same object. The connectivity test ensurcs
that misplaced paticmns and O regions arc not taken within the object. For the first time in this
thesis, a 8-way conncctivity mcthod (instcad of 4-way connectivity) is used to analyse the
connectivity cfficiently to find out the connected region of an object.

The proposed ROSP algorithm uses multistage merging as the regions werc constructed
using recursive splitting. The importance and performances of multistage merging [15] is
discussed in Section 2.3.7. Incorporating the multistage merging, the ROSP algorithm merges

O regions and patterns based on matrices of three measurement parameters:
(1) The region stability;
(i1} The sclection patterns; and

(iii} The connectivity.

e

)

- v

)
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3.4,1 Merging on the Basis of Region Stability

After the splitting and pattern matching operations, all the entries in the region information
table becomes stable, which is indicated by the region stability predicate £(R). If any region
{ails to become stable, then the region is discarded from consideration of being a portion of
any object and rcgarded as the B region. Since the merging operation combines two parts of an
object which are unexpectedly separated by hard partitioning in the split stage, these parts,
whether the O regions or patterns, must be corrclated with each other by the minimum inter
variance, determined by a variance threshold. After merging two regions, the stability test is
also carricd out 1o cnsure that they are under the same object, Merging of two regions or
patterns or region with pattern may lead to the entire object or still a portion of object. The
recursive implementation of merging operations on all the regions and patterns of the region

information tablc is necessary to constituent all of the entire objects within the image.

3.4.2 Merging on the Basis of Selected Patterns

Like O regions, patterns sclected for a specific smallest region is also merged with the larger
region already accumulated for obtaining an object. The squared region containing a pattern 1s
called pattern region. As shown in Section 2.6, each pattern within a pattern rcgion has two or
three special sides, called the object sides, through which the pattern can be connected with the
remaining object. The object side of a pattern region is important while merging a selected
pattern with the accumulated regions. All of the following properties must be satisfied for
merging a pattern region with the target region:

1. The objcct side of the patiern must match with the connected side of target region.
This match is computed through pixel mapping and thc match is satislied when a
predefined, say, 80% of the boundary points are the same.

2. The mapping region of the object with the pattern must satis{y the stability predicate.

3. The intra-variance of the pattern must be within the acceptable threshold and the inter-
variance between the pattern and the immediate region at the pattern side must be
within the threshold.

Note that a patlern region cannot be connected with any target region or another pattern

region along without the object side of the pattern. Including a pattcrn into an object implics

that the object is terminated by the non-object side of the pattern.

5
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3.4.3 Merging on the basis of the Connectivity

The stability test ensurcs that the O rcgions and paticrns having inter-variance under a ccrtain
threshold arc combined together to form a larger region which satisfy the stability predicates
and ensurcs a minimum intra-variance acceptable for an object. Although this merging process
produces the target object or part of it, it is highly likely that some portions of object or regions
or patterns may still be missing (or added in some cascs) making the object distorted. The
connectivity opcration cnsures that connected regions or paticrns arc tested for its suitability of
being part of an object by measuring the stability and varianccs of that regions or pattcrns with
the alrcady cxtracted portion of object. The existing 4-way connectivity [3] may still distort
the objects at the diagonal of the region of interest, this thesis considers 8-way connectivity to
ensure the efficiency of the merging process and gencrate better quality objects. Figurc 3.5
shows the differcnces between the 4-way and 8-way connectivity operations. In the 4-way
connectivity operation, only thc regions or patterns on the lefi, right, top and bottom are
considered, while the 8-way connectivity operation considers all the regions or pattcrns around
the region of interest including the regions or pattern in the diagonals. The 4-way connectivity
in Figure 3.5(a) indicates that the connectivity with the region of intcrest, say region | 1s tested
with the four regions numbcred 2, 3, 4 and 5. The 8-way conncctivity as shown in Figure
3.5(b) indicates that the connectivity with the region 1 is tested with the regions 2 to 9. The
merging of connccted regions continues rcpeatedly until any connected regions or patterns arc

found which are classified as B regions or lack of intra- or inter-variance correlation is

reached.
3 4 5
2 6
9 8 7
(2 (b)

Figure 3.5: Differences between (a) 4-way conneclivity, (b) 8-way connectivity of merging.

The concept of merging by connectivity is applied at the last step of merging stage so that
the smaller regions are connected with their ncighbouring connected larger object part or

region to avoid hedge on the boundary of the identified objects. This gives better shape of the
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objects and the smoothness at the boundary line of it. This connectivity test also rejects the
misleading or false positively identified region from the objects so that the actual object is

separated leaving the connected noise.

Figure 3.6 and Figure 3.7 shows the extracted objects from the splitted regions and

patterns for the wood-bird and the brain images.

(a) (b
Figure 3.6: Merging of O regions and patterns for the wood-bird
image: (a) splitied image and (b) image after merging.

(b
Figure 3.7: Merging of O regions and patterns for the brain image: (a)
splitted image (b) image after merging.

3.5 Proposed Robust Object Segmentation based on pattern
matching (ROSP) Algorithm

This section presents a novel image segmentation algorithm, namely robust object
segmentation based on pattern matching (ROSP), which enhances the segmentation process by
reducing the complexity and increasing image quality. Three main constituent parts of this

algorithm are: (i) split stage, (ii) pattern matching, and (iii) merge stage.

..
; ‘#r--\
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In the split stage of the algorithm, the image is resized, if neccssary, so that it can be
divided into a number of regions each of which has a resolution of {N xN:N=16x2" } Then

the stability test and average pixels’ value arc estimated to classify the region into O region, B
region and M region. The M region is then further splitted into four cqual squared regions until
all the regions are classified as either O region or B region or the smallest size for any region
say 16x16 is achieved. If the minmimum sized region is still classified as mixed region, then a
snitable pattern is selected from the pattern codebook of 32 predefined patterns {o replace the
mixcd region with a pattern. In the pattern matching phase, a similarity paramcter » is
calculated to find the best matched pattern (rom the pattern list. If the minimum region does
not match any of the patterns, then the region is considcred as scattercd region or background.
Once the regions are classified and patterns are selected, then the regions and patterns are
merged together using the stability measure, edge similarity and intra- and inter-variance

correlation to obtain the objects within the image. The detail algorithm is given below:

Algorithm 3.1: Robust Object Segmeniation using Pattern Matching (ROSP) algorithm.

Pre condition: Image with objects to be segmented, pattern codcbook.
Post condition: Final segmented regions 9.
1. Resize the image with resolution 1024768 pixels _
2. Split the image into 12 regions each of which have a resolution of 256x236 pixels.
3. While there is any region / not mark yet do
if P(R)=1 then
if A(R)) = Ky then
mark the region_type with O
region(i). pattern_id =-1,
else mark the region_type with B
endif
clse
il the region resolution is 16x 16 then
mark the region_type with M
else split the region into four cqual regions
endil
endif




Chapter 3 Proposcd Pattern Based Object Segmentation

e

70 £

endwhile
4. While there is any region / mark with M do
region(s).patternid = 1.
similarity = 0
For cach pattern with pattern ID j in the pattern codebook do

>

x=l

Jxp)

axh

Ma-

1

i
It

Calculate n =

if 17> 95 then
region(/).patternid = j; break for loop;
clsc if #> 60 then
if # > similarity then
similarity = »

region(?). patiernid =

S

endif
endif
endfor
mark the region_type with O
region(r).object_id =0
if region(i). patternid = -1 then
mark the region_type with B
endif
endwhile
5. Obj_id=0
While there is any region with object_id 0 do
Obj_id=0bj_id +1

Take an region i with object_id 0 and call the Find Object Algorithm with the

connected region and obj_id

endwhile
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Algorithm 3.2: Find Object Algorithm

Pre condition: Region information table, rcgion 7, obj_id, pattern codebook.
Post condition: Final segmented regions 1.

sct region(/).object_id = oby id

whilc therc is any connected O region around the region / do

calculate the stability predicate value P(R,) and inter-variance between the region i
and the connccted region.

if region(i).pattern_id = -1 and its connected region is O type and satisfy
P(R;) and inter-variance then

call Find Object Algorithm with the connected region and oby_id
clse if region(i) pattern_id > 0 and its connccted region is O type and satisfy
P(R,) and inter-variance then

if the connected region is in the object side then

call Find Object Algorithm with the connected region and 0bj_id

endif
endif
cndwhile
3.6 Summary

This chapter has proposcd a ncw image segmentation approach called robust object
segmentation based on pattern matching (ROSP) algorithm to address some of the limitations
inherent with the well known image segmentation algorithms, including the split and merge
(SM) algorithm and fuzzy clustering algorithms. The ROSP algorithm firstly splits the images
into scveral regions until the image stability is achieved lor the region size becomes 16x16
which is regarded as the mimmum region size. If the minimum sized region still contains both
foreground and background, these regions arc replaced, for the first time, by the best matched
predefined patterns. The algorithm also considers the region stability and both intra- and inter-
variances to incorporate thc visual perception properties of human obscrvations. This
algorithm, for the first time, able the segment any image with any number of objects correctly
without asking for any prior knowledge about the number of objects. Hence, the algorithm
provides a generalized approach for scgmenting any types of images and resolves the problem

of all previous algorithms cach of which is applicable to scgment a specific type of images.
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Experimental Results and Analysis

The performance study for the proposcd robust object segmentation based on pattern matehing
(ROSP) algorithm presented in Chapter 3 has been carried out through experiments using
MATLAB 7.1 on different types of images having differcnt numbers, shapcs and sizes of
objects. The experiments use gray-scale images considering the intensity and location of pixels
as the feature of extraction for comparing the proposed algorithm with the suppressed fuzzy c-
means, and the shape-based fuzzy clustering algorithm namely object based image
segmentation using fuzzy clustering. The qualitative analysis on the experimental data proves
the superiority of the proposed ROSP algorithm and hence upholds its suitability for applying

it in various applications including segmentation bascd low bit rate video coding.

4.1 Introduction

There arc several philosophical strategies for segmenting objects from an image. The split and
merge and fuzzy techniques are the most popular among them. Despite their popularity, none
of these techniques can provide satisfactory performance by scgmenting all types of images,
nor can they be applied to an unknown image. This creates motivation for moving towards
new and generalized approaches for image segmentation, which will be robust at the same time
efficient. The proposed novel robust object segmentation based on pattern matching (ROSP)
algorithm is resulted from this motivation. This algorithm for the first time has incorporated
patterns in the segmentation process working based on the philosophy of the split and merge.
The segmentation algorithm separates the objects, i.c., the region bounded by a non-lincar
ling, despite of the colours of images inside it. Most of the colour images when converted to
the gray-scale images ean still signify the objcet-boundary by the intensity of the pixels within
and outside the object, although for some cases the intensity of gray-scale image pixel may be
same for two different colours. Keeping the difficultics and progress of image scgmentation in

mind, analysing the performances of a new mecthod based on gray-scale images is almost

72
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equally acceptable as the algorithm can then be applicd with very minor modification for
colour imagcs. Morcover, in most cases including the medical image diagnosis, both the colour
and gray-scale images provide the same visual perception while detecting objects within the
images. Hence, without loss of generality, it is assumed in this thesis that all the images will be
converled 1o gray-scale at first beforc being used for the performance analysis of different
algorithms.

Though the intensity values of pixels within an image vary continuously between the
maximum and the minimum, the pixels are classified or clustered in two parts: objects or the
foreground and the background. To separate these two parts, this thesis carried out analyses of
two tests, the stability test and thc analysis of average pixcls’ valucs. For the sake of
implementation efficiency, once a region is identificd as background, all the pixels’ values in
that region arc set to 0 (zero) in the experiments of this thesis. Similarly if neccssary, the
background of an image can be retricved by setting all pixels in foreground to 0. The concepls
can be extended for colour images if a mapping table is generatcd to represent the forcground
through replacing the pixcls with 1. The experimental results arc produced by pencrating
mapping tables for reviving the generality.

There are several algorithms available in literaturc for image segmentation. Among them
the object based image segmentation using fuzzy clustering (OSF) and the suppressed fuzzy c-
means (SFCM) algorithms developed recently outperforms all of the existing algorithms.
Therefore, the ROSP algorithm proposed in this thesis is compared with these two algorithms

to prove its superiority in performances.

4.2 Generality Analysis

Therc is no single unificd definition of what exactly constitutes an object as there typically
exist a large numbcr of objects and their definition very much depends on the user’s perception
and purpose of the application. Hence, a major consideration in any clustering algorithm,
especially in object-based image segmentation, is how to determing the actual number of
clusters (i.e., objects) cither dircctly from image data or using a priori knowledge. In any
clustering algorithm, the number of objects can either bc 1) provided manually, or 2)
determined automatically from image data. In former case, there should have sufficient prior
knowledge about the image and number of objects so that the number can be inserted in the

prior of running the image segmentation algorithm. Therefore, this algorithm cannot be applied
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for an unknown image, limiting thc real-world applications of it. There are numerous
applications, for instance in the manufacturing and medical imaging {38] domains, wherc the
number of objects to be segmented is known a prieri, and so for all the clustering algorithms
which arc considered in Chapter 2 of this thesis, the number of objects is provided maﬁually.
In the latter casc, the standard approach adopted is to usc validity mcasures to determinc an
optimal number of objects, with  examples provided in [12, 2], 24, 25]. There arc many
situations however, particularly in object-based scgmentation where such validity algorithms
fail to gencrate the correct (optimal) number of clusters [21, 23, 45] becausc they tend 1o focus
on the homogencous regions of interest in an image, which can contradict with the human
perception of an object and hence degrading the overall performance of the segmentation
algorithm.

The main feature of the proposed ROSP algorithm is that it can determine the object
corrcctly and automatically in most of the cases without any prior knowlcdge about the
number of objects in the given images and hence the algorithm can be applied to any object

whether it is known or unknown.

4.3 The Complexity Analysis

One of the main features of the proposed ROSP algorithm is to reduce the complexity by using
patterns. The algorithm has two parts: linear part and recursive part. The algorithm 3.1
exceutes its operation lincarly and referenced a recursive algorithm (Algorithm 3.2) for finding
the entirc object within it. Therefore, to study the complexity of Algorithm 3.1, it is required to
study the complexity of Algorithm 3.2 at first as it is embedded within it. The detail analysis of

the complexity mcasures for Algorithm 3.2 and then Algorithm 3.1 is given below:

4.3.1 The Computational Complexity for Algorithm 3.2

The Algorithm 3.2 calculates the stability mcasures and inter-variances of each region. If there
are n pixels in the image the algorithm need to use all the n pixels, in worsc case, when
predicate stability and inter-variances are estimated each time. So, the complexity requircd for
estimating the stability and inter-variance is O(n). The Algorithm 3.2 1s a rccursive one
executing O(n) times. Hence, the overall complexity of the Algorithm 3.2 is On)=0n) =
o).

R

. o
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4.3.2 The Computational Complexity for Algorithm 3.1

There arc five steps in Algorithm 3.1. The computational complexity in cach stage is given
below:

Step 1: this step resizes the image in the resolution of 1024 x768. This resizing necds

1o analysc all thc n pixels in the image for mirroring, resulting the

computational cost of O(r).

Step 2: dividing the image into 12 regions requircs the computational complexity of

of O(1).

Step 3: computational complexity to bc required for performing the stability test is
O(n), estimating the average pixel value is O(n) and assigning region type for
cach region is O(logn). So, the overall complexity required in this step is O(r)
+ O(n) + O(logrn) = O(n).

Step 4: computational complexity required to calculate the pattern matching parameter
y is O(n) and checking all blocks as well as assigning region type and pattern
id requircs the complexity cost of O(1). The process is repcated O(logn) times.
This provides the total complexity of O(logn) x (O(n) + O(1) ) = O(nlogn).

Step 5: in this step, the Algorithm 3.2 is rcferenced at O(logn) times. Since the
complexity of the algorithm 3.2 is Q(r), the overall complexity of this sleb 15
0% * O(logn) = O(nlogn).
Hence the total complexity required for this algorithm is O(r) + O (1) + O(n)y + O(nlogn)
+ O(r’togn) = O(’logn).

4.4 Qualitative Analysis

The subject or qualitative evaluation for the proposcd ROSP algorithm has becn carried out in
two steps. In first step, it is analysed that the proposed ROSP algorithm can segment and
identify the objcct; while in the second step the proposed algorithm is compared with the
SFCM algorithm and the OSP algorithm.

For the simplicity, all the experiments in this Chapter have been carried oul using eight
patterns as shown in

Figure 4.1 and the results produced are discussed below:
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Figure 4.1: Eight pattems used for image segmentation in this chapter.

Figurc 4.2 shows the scgmented results of the wood-squirrel image where objects such as
the wood and the squirrel arc scparated using the ROSP algorithm, The figure shows that the
objects arc scparated perfectly, but due to using cight paticrns the edges of the objects have
been distorted slightly. The distortion docs not change the shape of the object and can be
improved by using more patterns. Similarly, Figure 4.3 and Figurc 4.4 show the scgmentation

results produced for the images of the dog-camel and the fish-jar images respectively.

(a) b (c)

Figure 4.2: Scgmentation of the wood-squirrel image: (a) the original image; (b) the first scgmented
object; and (c) the sccond seginented object.

() ) ©

Figure 4.3: Segmentation of the dog<amel image: (a) the original image; (b) the first scgmented
objeet; and (c) the sccond scpmented object.
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(b)

Figure 4.4: Segmentation of the fish-jar image: (a) the original image; (b) the reference image;
(c) segmentation of the first image; and (d) segmentation of the second image.

The subjective performances of the proposed ROSP algorithm compared with the SFCM
and OSF algorithms are carried out for three images the wood-squirrel, the man-dog and the
brain images respectively. Since the OSF algorithm outperforms the SM algorithm and the SM
algorithm produced poorer segmentation results, analysis has been conducted on the results of
the OSF and the ROSP algorithms. Reference images represent different objects with different
colours and numbers for easy assimilation. The experimental results are compared with that of

reference images.

(b) (©)

(d (e)

Figure 4.5; Segmentation of the wood-squirrel image: (a} the original image; (b) the reference image;
(c) the segmentation mapping produced by the SFCM algorithm; (d) the segmentation mapping
produced by the OSF algorithm; (e) the segmentation mapping produced by the ROSP algorithm.

The segmentation results for the wood-squirrel image for different algorithms have been
analysed and the segmented results compared with the reference image is given in Figure 4.5.

The figures clearly indicate that both the SFCM and the OSF algorithms misclassified the
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images as some portions of the squirrel have got the same colour of the wood. Although there
are some distortions in the edges of the objects obtained in the ROSP algorithm, the result is
undoubtedly better while it does not misclassify any object portion. Moreover, the distortion
can also be minimized by using 32 patterns as explained in Chapter 2 rather than 8 patterns

used.

{c) (d}

Figure 4.6: Segmentation of the man-dog image: (a) the original image; (b} the reference image; (c)
the segmentation mapping produced by the OSF algorithm; and (d) the segmentation mapping
produced by the ROSP algorithm.

Tigure 4.6 presents comparative results between the OSF algorithm and the proposed
algorithm using the man-dog image. As like the split and merge (SM) algorithms, the SFCM
algorithm produces poorer segmentation performance of this image and hence the
segmentation results of this algorithm has been omitted. The comparison between the reference
image and the segmentation mapping between produced by the OSF algorithm clearly
indicates that the OSF algorithm misclassified some portion of human as the dog due to
improper scaling of objects during iterative process. The ROSP algorithm, on the contrary,
classified all the objects correctly although some distortions are observed in the edges of the
object. The reason for this distertion is that the original splitted blocks of the image are
replaced with the given patterns which are not containing same shape as in the original image.

This distortion can be reduced by including more patterns. Despite this, as the distortion is

-y
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more acceptable than misclassifying the connected object portion, the performances of

proposed ROSP algorithm is considered significantly better than the OSF algorithm.

The experiments on the brain-image shown in Figure 4.7 indicates that, compared with
the reference image generated manually, the SFCM algorithm using combinations of pixel
intensity normalized pixel locations fails to classify the objects due to their variations in pixel
intensities and two objects being very close. The OSF algorithm can segment the objects
almost correctly as shown in Figure 4.7(d) although it fails to retrieve the original shape
observed in the original image. The correct classification of the images obtained by the OSF
algorithm actually depends on the initialization and in case of any wrong initialization the
result could be different. The proposed ROSP algorithm, on the other hand, classiftes the
objects correctly by using connectivity and the pattern matching concepts. From the results
generated by the ROSP algorithm, it is visually apparent that there are some shape distortions
of objects due to the mismatch of the shape of the pattern blocks with the splitted original

blocks, which is also observed in other images.

(@) (b) (c) (d) (e

Figure 4.7: Segmentation of the brain image: (a) the original image; (b) the
reference image; (c) the segmentation mapping produced by the SFCM algorithm;
(d) the segmentation mapping produced by the OSF algorithm; (e) the
segmentation mapping produced by the ROSP algorithm.

4.5 Evaluation

The proposed ROSP algorithm is compared with the OSF and the SFCM algorithms developed
recently. The OSF algorithm is developed addressing the problems of the SM algorithm and
the SFCM algorithm by addressing the problems of fuzzy algorithms, covering both the
domains. The superiority of the proposed ROSP algorithms compared with the OSF and the
SFCM aigorithm is listed below:
1. Both the OSF and the proposed ROSP algorithms use multi-stage merging after
splitting the images. However, the OSF algorithms has the computational complexity

of O(r*), which is reduced to O(s’logn) in the proposed ROSP algorithm.
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2. The OSF algorithm highly decpends on the initialization value and any wrong
initialization may lcad this algorithm to poor performances. The ROSP algorithm
depends on the region stability, connectivity and patiern matching, and hence docs not
require any initialization.

3. The OSF algorithm suffers from scaling problems but thc ROSP algorithm shows
robust result due to the usc of T-test for object stability and pattern matching.

4. The SFCM algorithm, in many cases, cannot classify objects having high pixel
variations, while both thc OSF and ROSP algorithms can segment such an object.

5 Both the SFCM and the OSF algorithms misclassify objects duc to its failurc of
stability and connectivity test. Thc proposed ROSP algorithm solves this
misclassification problem,

6. For both the OSF and the SFCM algorithms, the number of objects needs to be known
in prior, while the ROSP algorithm can separate objects from any unknown image.

7. The main limitation of the proposed ROSP algorithm is that it distorts thc edges of the
retrieved objeet if the number of patterns is not sufficicnt, This problem requircs Some

future works for being resolved.

4,6 Summary

This Chapter shows the performance analysis of the proposed robust object segmentation
based on pattern matching (ROSP) algorithm compared with the suppressed fuzzy c-means
(SFCM), and the object based image segmentation using fuzzy clustering (OSF) algorithms.
The experiments show that thc ROSP algorithm can scgment any Lype of image including
unknown images for the first time and cxhibits supcrior performances. The main limitation of
this algorithm is that it generates distorted edges of an object duc to replacing the original
region of objects by patterns. This requires further study and research in the field. The ability
of thc ROSP algorithm to scgment object from an unknown image makes the algorithm robust

to be applicd in any domain including object-based vidco streaming.



Chapter 5

Conclusions and Future Works

Object-based image segmentation is widely uscd in many different practical applications from
medical imaging to robotic vision, but is very challenging because in most rcal world images
there are large number of perceptual objects and wide variations amongst them. To achicve
superior scgmentation results to meet the demand from leading cdge multimedia applications,
it is mandated to segment objects by classifying the splitted regions into different categories

and segment them accordingly.

In this thesis, a novel concept of image scgmentation is provided by proposing a new
algorithm called the robust object segmentation based on pattern matching (ROSP) algorithm.
The ROSP algorithm scgments objects based on region stability test or i-test, connectivity and
pattern matching which were not considered previously. The T-test actually classifies the
splitted regions as the background region, thc object region and the mixed region. The most
intcresting part of this object segmentation process is the mixed region which conlains both the
object and background and lies at the contour of an object. The mixed region is rccursively
splitted until a small region containing 16x16 pixels is obtained, otherwise being classified to

either the background or the object region.

The merging, splitting and pattern matching techniques used in the algorithm makes the
algorithm robust to segment all types of objects in an image including the scattered pixel on it
Morcover, the beauty of the ROSP algorithm lies on the fact that it does not require any prior
knowledge about the number of objects within the image, a burning issue of suffering for all

previous image segmentation algorithms.

The experimental results show that the ROSP algorithm outperforms the suppressed fuzzy
c-means (SFCM), and a newly devcloped object based segmentation using fuzzy clustering
algorithm named as OSF algorithms in terms of its complexity and ability to segment the

objects.

81
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The most unique success of this algorithm is that it can segment both gray-scale and
colour images under the uniform background condition. As such this technique may be used in
object-based video transmission that can save huge amount of bandwidth, During initial
transmission only the patiern will be sent to the recipient and for onward transmission only the
pattcrn number rcquiring few bits to be sent to construct the object in video streams. Thus

reduces huge communication cost.

The ROSP algorithm, in the larger domain, proposcd based on the concepts of SM
tcchnique through providing the novel idea of pattern maiching. Thus this algorithm
cmphasizes its ancestor of the taxonomy the concept of SM, making it thc most acceptable
algorithm for image segmentation. This also gives the region based segmentation technique a
dominating boost over the usc of parameter human perception, inter and intra-variance, and
clustering technique. The analysis of the existing SM algorithm along with its modified
versions available in the literature carried out in this thesis along with the proposed ROSP
algorithm have formulated a strong base of knowledge on segmentation tcchniques. The
overall thesis has enlightencd a direction of the SM algorithm along which the rescarcher will

peep through their wisdom and creativity in future.

Despite of all lucrative success of the ROSP algorithm, it suffers from the selection of
approprialc patterns to replace its boundary regions. The quality of objects obtained through
splitting and merging are highly depcnded on the size and shape of the patterns. The smaller
the sizc of patterns more will be complexity of the algorithm, while better quality of the image
will be obtained. Thus reducing the pattern sizc is good enough for solving the distortion at the
object contour, but requires morc computational time. A compromisc is madc in this thesis by
sclecting patterns under the 16x16 pixel blocks. On the other hand, sclecting pattemns from
more number of options will lcad to better quality of object contour but increases complexily.
The shape of patierns is also a candidate part for getting smooth edges of an object. The
smoothness of object’s contour can also be obtained through using onc of many cxisting

smoothing functions such as splines, B-splines and so on, which is left for futurc studies.
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