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Abstract

This thesis presents a novel hybrid dynamic spectrum access technique for multi-channel single-radio

cognitive radio networks. Existing classical and stochastic approaches exhibit different advantages

and disadvantages depending on network topology and architecture. Our proposed approach exploits

a delicate balance between these two types of approaches for extracting advantages from both of them

while limiting their disadvantages. We exploit a synergy between genetic algorithm-based stochastic

search and classical local search to design a highly scalable and efficient dynamic spectrum access

technique. Additionally, we boost up the performance of our algorithm through designing new genetic

operators.

Besides, proper and thorough performance evaluation of existing approaches using a discrete event

simulator is yet to be performed in the literature. To address this issue, we simulate several existing

approaches using a widely used discrete event simulator called ns-2. We evaluate the performance

of our proposed technique in ns-2 on the basis of various standard performance metrics. In the

evaluation, we compare the performance of our proposed technique with that of the state-of-the-art

approaches. Simulation results demonstrate significant performance improvement using our proposed

approach over the existing ones.
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Chapter 1

Introduction

Radio spectrum is a natural, however limited, resource regulated by governmental or international

agencies. The spectrum is assigned to license holders known as Primary Users (PUs) on a long-term

basis using a fixed spectrum assignment policy [8]. However, it has been reported that, a large portion

of the assigned spectrum remains under-utilized even in recent times [1], as depicted in Figure 1.1.

This figure shows that some spectrum bands are heavily used, whereas few other bands are sparsely

used, leading to an inconsistent and inefficient spectrum utilization.

Figure 1.1: Inefficient spectrum utilization (source: [1])

We can visualise this inefficient spectrum utilization with a practical example. Let us consider a

1



CHAPTER 1. INTRODUCTION 2

road, which is used by different types of users for transportation. There are separate and dedicated

lanes for each types of users. As depicted in Figure 1.2, the first lane is dedicated for cell-phone users

and the second one for television users. The third lane is reserved for ‘royal’ users (may be for the

king and his family!), fourth one for emergency use (may be for doctors and armed forces!), and the

last lane is reserved for satellite users.

Now, obviously the first lane will always be crowded due to the large number of cell-phone users,

whereas, the third and fourth lane is going to be vacant most of the time. Therefore, we will have

severe congestion in a particular lane and very little utilization of the other lanes. The fixed user-

specific lanes or boundaries are responsible for such an inefficient road utilization1.

This is exactly what happens in the fixed spectrum access policy. Few frequency bands such as the

mobile frequencies are getting crowded where other bands such as television and satellite frequencies

are underutilized. How to solve this problem? Well, at first, lets solve the inefficient road utilization

problem.

Figure 1.2: Inefficient ‘road utilization’ with fixed lane access

We can achieve a much better road-utilization if we remove the lane boundaries allowing all types

of users to use any vacant lane (as shown in Figure 1.3). That is, users may use any lane at any

point of time if it is vacant. In case of congestion in a lane, they are allowed to switch to another

vacant lane. This opportunistic lane access will result in an efficient road utilization. However, we

need to ensure no congestion to the emergency and high-priority users. To do so, we also need to be

1This example is originally provided in a video made by Nokia Research Center [9]
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able to reserve a particular lane temporarily for special users (as shown in Figure 1.4). Therefore, to

enable this opportunistic lane access, the users need to be able to sense and switch lanes dynamically.

Besides, we need some kind of mechanism to reserve a particular lane for emergency users.

Figure 1.3: Opportunistic lane access with no user-specific boundaries

The solution of the inefficient spectrum utilization problem is somewhat similar. We allow the

unlicensed users, known as Secondary Users (SUs), to opportunistically use the unused portions of

the wireless spectrum, without interfering the Primary Users (PUs) ([10], [11]). That is, we enable

opportunistic spectrum access among the users just like the opportunistic lane access mechanism.

Therefore, in this case, the SUs need to be able to sense the radio environment and switch spectrum

bands in case of congestion. Besides, we need to ensure no interference to PUs by reserving their

spectrum bands whenever they are in transmission. This whole process is termed as dynamic spectrum

management.

Cognitive Radio (CR) technology ([2], [3], [7]) enables such opportunistic spectrum access, which

results in more efficient spectrum utilization. CRs are aware of their surroundings and bandwidth

availability and are able to dynamically tune the spectrum usage based on location, nearby radios,

time of day and other factors. This provides for a more efficient use of the spectrum as well as reducing

power consumption, and enabling high priority communications to take precedence if needed [9].

CRs are mostly based on Software Defined Radio (SDR) [12]. SDRs add programmability to radio
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Figure 1.4: Dynamic lane reservation for high-priority users

devices, increasing their flexibility to operate on different spectrum bands and with different modu-

lations. An SDR transceiver is able to adapt its transmission parameters to the radio environment,

which can vary over time. This ability allows users to access any portion of the free spectrum and

not just a specific spectrum band, which is the case in current radios (i.e. 3G, 802.11, GSM, etc).

Networks that are proposed to use CRs are called Cognitive Radio networks (CRNs).

A simple network architecture of CRNs is provided in Figure 1.5, which shows coexistence of

secondary networks (for SUs) and primary networks (for PUs). These PUs and SUs share a set of

spectrum bands for their transmissions where SUs are only allowed to use a particular band if it

does not interfere any PU transmissions. Such opportunistic spectrum access is termed as Dynamic

Spectrum Access (DSA).

DSA ([3], [7]) provides the basic functionality of Cognitive Radio networks (CRNs) through oppor-

tunistically assigning the most appropriate spectrum fragment to CR devices while ensuring avoidance

of interference to PUs operating in the same geographical area. An overview of DSA is provided in

Figure 1.6 through a time versus frequency illustration for a particular SU. Here, the shadowed re-

gions represent the spectrum fragments that are being used by PUs, whereas, the unshaded regions

represent the unused spectrum bands for a given time interval. As demonstrated by this figure, the

SU uses an unused spectrum fragment (i.e., spectrum hole) at any particular time interval. While

accessing, if that particular spectrum fragment becomes unavailable (i.e., accessed by a PU), the SU
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Figure 1.5: Cognitive Radio Network (CRN) architecture (source: [2])

switches to another unused spectrum fragment. This opportunistic spectrum access is called DSA.

Mechanism of DSA, shown in Figure 1.7, consist of four basic functionalities [3]:

i. Spectrum Sensing: Identification of unused spectrum fragments (also termed as spectrum

holes),

ii. Spectrum Decision: Selection of the best available spectrum fragment according to some cri-

teria [7] (such as minimizing interference, increasing network throughput, etc.),

iii. Spectrum Mobility: Vacating the spectrum fragment when a PU within the same region wants

to access the same fragment, and
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Figure 1.6: Dynamic Spectrum Access (DSA) (source: [3], [4])

iv. Spectrum Sharing: Coordinating access to the spectrum fragment being used with other SUs.

When an SU needs to access a spectrum fragment for data transmission, at first, we find available

portions of the spectrum by sensing the medium. That is, we avoid spectrum fragments that are

currently being used by the PUs. Then, DSA algorithm makes the spectrum assignment decision ac-

cording to some criteria [7], such as minimizing interference, increasing network throughput, ensuring

network fairness, etc. When a PU is detected accessing a spectrum fragment that is currently being

used by a SU within its transmission range, the SU stops its current transmission, leaves that spectrum

fragment, and requests for other available spectrum fragment. In addition to avoiding interference to

PUs, SUs coordinate access to the spectrum fragment being used with other SUs to ensure efficient

spectrum utilization and better network performance.

In this thesis, we design a novel hybrid DSA technique for multi-channel single-radio CRNs.

Designing efficient DSA techniques for CRNs has been a well-researched topic in recent years. In the

following sections, we discuss the motivations and contributions of our work in this affair.

1.1 Motivations of Our Work

It may seem a straight forward problem that we just need to sense the medium and assign the un-

used spectrum fragments to the SUs. However, due to the presence of different network architectures

and varied network topologies, the task of DSA becomes rather complex. The basic constraint of

DSA algorithms is to ensure efficient spectrum utilization of SUs without interfering PUs. The most



CHAPTER 1. INTRODUCTION 7

 

Radio 
Environment 

Spectrum 
Sensing 

Spectrum 
Mobility 

Spectrum 
Decision 

PU detected 

Request decision 

Spectrum hole 

Spectrum 
Sharing 

Figure 1.7: Mechanism of DSA

challenging part of a DSA algorithm is to maximize the network performance subject to this basic

constraint. Network performance is measured in terms of several QoS parameters [7] such as through-

put, delay, fairness, energy efficiency, network connectivity, etc. The overall network performance

of CRNs depends largely on optimum spectrum access ([7]-[11]) of the SUs. Therefore, it is very

important, however extremely challenging, to design an efficient DSA technique to ensure optimum

spectrum access for the SUs over varied network scenarios.

There are a number of research studies that demonstrate various DSA techniques. Graph-theory

based algorithms ([2], [7], [13]-[19]) are the most commonly used classical approaches. These ap-

proaches visualize the network as a graph where the vertices correspond to CR users and edges

correspond to connections among them. Such approaches generally construct network conflict graph

[7] to capture interference between neighbouring SUs ([13], [14], [20]). These approaches also use

graph coloring ([15], [18], [21]), where the DSA problem is mapped into a graph coloring problem.

In addition, approaches based on bipartite graphs and layered graphs [7] are also common for DSA.

However, most of these approaches consider networks having only SUs [7]. Such sole consideration of

SUs, ignoring the presence of PUs, are not suitable for pragmatic deployment of CRNs.

Many studies on DSA adopt game theory based approaches ([22]-[27]) as the concept of game

theory fits quite well with the DSA problem. There are two types of games, cooperative and non-

cooperative, based on whether the players (i.e., CR users) exchange information regarding their de-

cisions or not. Most DSA algorithms based on game theory formulate a game and try to find the

optimal solution through Nash equilibrium. Auction theory [24] based approaches ([22], [25]) also fall
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into this category of DSA algorithms. In such approaches, SUs contend for a set of channels and a

regulator conducts an auction to sell rights on accessing these channels. The problem of game theory

based approaches is that the utility function and game formulation used in these approaches must be

very carefully structured to achieve equilibrium, which is not always guaranteed in reality.

In addition to graph theory and game theory based approaches, agent based learning ([28], [29]),

linear programming [30], and fuzzy logic based approaches [31] are also proposed in recent studies.

Agent based learning approaches demand problem specific design, while the approaches based on

linear programming adopt few assumptions, which are not always valid in reality [7]. Besides, a fuzzy

system is not scalable as a large number of rules are required for performing DSA considering all

different parameters that can affect DSA decision [7].

As the DSA problem belongs to the class of NP-complete problems [32], all the approaches men-

tioned above demand high computational overhead and often lead to starvation with an increasing

number of CR users. To overcome these issues, stochastic search methods such as heuristic search

algorithms ([18], [21], [32], [33]) and evolutionary algorithms ([34]-[37]) are proposed for DSA in the

literature. Such approaches are less sensitive to variations in problem characteristics and dimension-

ality. However, the disadvantage of these approaches is that, they often get stuck in locally optimal

solutions, which can be far from the globally optimal solution. Consequently, the two classes of ap-

proaches for DSA, i.e., classical approaches and stochastic approaches, exhibit different advantages

and disadvantages (summarised in Table 1.1). Additionally, although using the notion of classical

local search with stochastic methods facilitate better avoidance of locally optimal solutions and faster

convergence in many optimization problems [38], such hybrid approaches are yet to be studied for

DSA in CRNs. Moreover, even though there are several approaches proposed for DSA, proper and

thorough performance evaluation of these approaches using a discrete event simulator is yet to be

performed in the literature, as they are mostly evaluated through numerical simulation.

In this work, we address all the issues mentioned above. We devise an intelligent DSA algorithm

having properties of both classical and stochastic methods. Afterwards, we evaluate its performance

and that of other state-of-the-art algorithms in ns-2. Our proposed approach exploits a synergy

between a Genetic Algorithm (GA) based stochastic method and classical local search based novel

genetic operator. Here, at first, we perform an empirical study on the performance of GA in DSA

with basic genetic operators that are most commonly used in the literature. Subsequently, we devise

two novel genetic operators, which are neighborhood-based crossover and local search based survivor
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Table 1.1: Pros and cons of the state-of-art DSA techniques in CRNs

Issues Classical approaches Stochastic approaches

Scalability Limited Ok

Ease of Formulation Limited Ok

Robustness Limited Ok

Consideration of PUs Not always Ok

Convergence Ok Not always

Problem Specific Operator/Parameter Design Ok Not always

selection. Here, our motivation is to use efficient searching of GA in addition to avoiding local optima

solutions through Local Search (LS). Next, we present the details of our contributions.

1.2 Our Contributions

We name our proposed DSA approach as GALS. The hybrid nature of GALS facilitates establishing a

delicate balance between exploration and exploitation, which makes it more efficient and more capable

in ensuring faster convergence. To the best of our knowledge, we are the first to propose this type of

hybrid approach for DSA. Consequently, we make the following contributions in this paper:

• We perform a thorough performance evaluation of the basic genetic operators and parameter

values using discreet event simulator. The empirical study presents the combination of genetic

operators and parameter values that performs the best with GA based DSA.

• Subsequently, we design novel hybrid genetic operators, which demonstrate significantly better

performance than the previously found best combination of genetic operators. These novel and

efficient genetic operators, along with the tuned parameter values, result in a highly scalable

and efficient DSA technique (i.e., GALS) for multi-channel, single-radio CRNs.

• We evaluate the performance of GALS using a discrete event simulator called Cognitive Radio

Cognitive Network (CRCN) simulator [39], which is based on ns-2. We perform necessary mod-

ifications in the basic CRCN simulator to enable the spectrum sharing and spectrum mobility

features in our evaluation. The modified simulator can be exploited for future research purpose

in evaluating performance of DSA algorithms in CRNs.

• Using the CRCN simulator, we compare the performance of GALS with the most widely used
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state-of-the-art DSA algorithms such as DSA approaches based on graph-theory, game-theory,

heuristics, and evolutionary algorithms. Simulation results suggest significant performance im-

provement using GALS compared to these state-of-the-art algorithms. In particular, GALS

demonstrates remarkable performance improvement on fairness of the network, which is con-

sidered as the most challenging performance metric to be improved in distributed CRNs ([7],

[40]).

1.3 Outline of Our Thesis

This is how the rest of this book is organized. In Chapter 2, we elaborate on the background of the

DSA problem in CRNs and analyse this problem from different viewpoints highlighting related works

in each cases. Then, in Chapter 3, we present the network model and summarise the modifications

that we performed in the basic CRCN simulator. Next to that, we investigate the performance of GA-

based DSA with basic genetic operators in Chapter 4. On the basis of results found from this chapter,

we devise novel genetic operators that we use in GALS. We present these novel genetic operators in

Chapter 5. Then, we illustrate the detailed GALS algorithm and compute its computational com-

plexity in Chapter 6. Finally, in Chapter 7, we present a comprehensive analysis of the performance

of GALS algorithm in terms various QoS parameters. This chapter also include the performance

comparison of GALS with other state-of-the-art algorithms and findings of our simulation results. At

last, we draw our conclusions and present possible future studies in Chapter 8.



Chapter 2

Background and Related Work

The fixed spectrum assignment policies of governmental agencies result in wastage of valuable wireless

spectrum resources. Cognitive Radio (CR) is a promising technology to ensure efficient spectrum

utilization by exploiting those unused portions of the spectrum. CR is a radio that can sense the

environment dynamically and adjust its radio operating parameters accordingly [3]. The Federal

Communications Commission (FCC) proposed [41] the following term for CR in 2003:

CR is a radio that can change its transmitter parameters based on its interaction with

the environment in which it operates. This interaction may involve active negotiation or

communications with other spectrum users and/or passive sensing and decision making

within the radio.

Wireless networks that aims to use the CR technology, are called Cognitive Radio Networks

(CRNs). A possible CRN architecture is depicted in Figure 2.1. Due to the presence of two types

of users (i.e., PUs and SUs), two types of network co-exist in CRNs. Primary Networks (PNs) are

the existing wireless network infrastructures, such as GSM, UMTS, TV broadcast etc., that have

been assigned licenses to operate in specific frequency bands. These networks consist of primary base

stations and PUs. Primary base stations are used in infrastructure mode of wireless networks and

hold a spectrum license for communicating with the PUs. Generally, the primary base stations do

not have any functionalities for sharing the spectrum with the SUs [7].

On the other hand, Secondary Network (SNs) are networks whose users (i.e., SUs) do not have

license to access any frequency bands and use CR technology to temporarily access the spectrum

in an opportunistic manner [3]. SNs can operate in either centralised mode (with infrastructure) or

11
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Figure 2.1: CRN architecture (source: [5])

distributive mode (without infrastructure). In centralised mode, a secondary base station or a central

entity (spectrum broker) coordinates spectrum usage among SUs. On the contrary, SUs take decisions

either by themselves or by cooperating with their neighbours in distributive mode.

CR technology allows SUs to sense the spectrum for unused portions and use the most suitable

ones, according to some pre-defined criteria, through Dynamic Spectrum Access (DSA). DSA is the

key mechanism that limits the interference between CR users, enabling a more efficient usage of the

wireless spectrum. We already discussed the detailed mechanism of DSA in the previous chapter.

Now, in Figure 2.2, we illustrate how DSA enables SUs to access spectrum holes without interfering

PUs. Here, we represent several possible SU connections with coloured lines between them. Each

different color corresponds to a different spectrum fragment. In Figure 2.2(a), the PU is not in

transmission (i.e., idle). Therefore, all the spectrum fragments are available to the SUs. On the other

hand, in Figure 2.2(b), the PU is active and using the red spectrum fragment. As a result, no SUs
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within this PU’s transmission range are now allowed to use this spectrum fragment.

(a) The PU is not in transmission (i.e., idle) (b) The PU is using the red portion of the spectrum for
transmission

Figure 2.2: A CRN scenario with DSA operation. Each coloured line between SUs corresponds to
possible connections between them, where different color represents different spectrum fragments.

(source: [6])

Because CRs are able to sense, detect, and monitor the surrounding RF environment such as

interference and access availability, and reconfigure their own operating characteristics to best match

outside situations, cognitive communications can increase spectrum efficiency and support higher

bandwidth service. As a result, CRs can be employed in many applications [2]. CRs can be used

in military communications, as currently the capacity of military communications is limited by radio

spectrum scarcity. Therefore, CRNs can liberate these limitations in addition to ensuring adaptive,

seamless, and secure military communications [2].

CRNs can also be implemented to enhance public safety and homeland security. A natural disas-

ter or terrorist attack can destroy existing communication infrastructure, so an emergency network

becomes indispensable to aid the search and rescue. CRNs can be very effective in such cases. An-

other very promising application of CR is in the commercial markets for wireless technologies. Since

CR can intelligently determine which communication channels are in use and automatically switches

to an unoccupied channel, it provides additional bandwidth and versatility for rapidly growing data

applications.

It is evident from the above applications of CRNs that DSA is the main feature of CRNs. The

performance of DSA determines the overall effectiveness of CRNs. Now, we demonstrate state-of-

the-art techniques that are used for CRNs. There are a number of DSA techniques proposed in the
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literature. We present them according to architectural, spectrum sharing, and algorithmic point of

view.

2.1 Architectural Viewpoint

As per our discussion above, CRNs can operate in either centralized or distributed mode. Conse-

quently, DSA approaches can also be classified in two categories [7].

2.1.1 Centralized DSA

Centralized DSA approaches ([40], [42]) require a central entity to decide on assigning channels to

cognitive nodes. This central entity may be a separate node called spectrum server or spectrum broker

(Figure 2.1), or a central base station that collects spectrum and radio information from all SUs either

periodically or on-demand.

In centralized DSA techniques, it is easier to maximize the overall network throughput and to min-

imize interference between SUs and in general the network performance. Besides, the spectrum server

can also be used to achieve fairness in terms of either allocated spectrum or throughput minimizing

the number of greedy users that use many spectrum bands to increase their throughput, causing

problems to other users. Connectivity maintenance is another key advantage because the global view

of the network can help avoid disconnections.

Moreover, the spectrum server can use priorities to links or nodes with constrained interfaces to

ensure that these links will have high throughput, i.e. for links close to gateways. On the other

hand, a major disadvantage of centralized cognitive DSA is that it induces signalling overhead in the

network, because of the need to exchange measurements between the SUs and the spectrum server.

In addition, if the spectrum server fails due to crashes or power failures, then spectrum assignment

will not be possible and each SU will choose its own channel(s) independently, leading to contention

and unfairness.

2.1.2 Distributed DSA

In distributed DSA ([13], [43], [44]), no central entity is responsible for assigning channels to cognitive

users. In this case, users take decisions either by themselves or by cooperating with their neighbours.



CHAPTER 2. BACKGROUND AND RELATED WORK 15

In such approaches, each node selects the spectrum fragment with the minimum traffic load or the

one that creates minimum interference to its neighbors (or according to some other metric).

Distributed DSA is usually more flexible, as it can quickly adapt to possible changes or network

outages in a localized manner. This is a much faster process compared to a centralized one. Another

advantage is that it incurs a lower signalling overload in the network, since only neighbour nodes have

to exchange messages. However, fairness can only be achieved locally for a group of neighbour SUs,

which can be far away from global fairness over the whole network. Another issue with distributed

schemes is that the decisions are based on the exchange of measurements between the SUs. There-

fore, missing or inaccurate information can significantly affect the decision. Distributed DSA can

usually take adequate decisions in cases of low traffic load. However, in high traffic load situations, a

centralized scheme, having knowledge of the traffic in the whole network, can take better decisions.

Although distributed architectures have more operational challenges than centralized ones, dis-

tributed CRNs are significantly more scalable and resilient. It is almost impossible to design a

centralised network without sacrificing scalability and causing high signalling overhead. Therefore,

distributed architecture is the preferred choice for pragmatic deployment of scalable CRNs.

2.2 Spectrum Sharing Viewpoint

Considering access technology and sharing methodology, we can classify spectrum sharing into several

categories. We discuss this categories in comparative fashion in the following subsections.

2.2.1 Overlay Sharing vs Underlay Sharing

Considering the access technology of the SUs, spectrum sharing can be divided in two categories ([2],

[45]): overlay spectrum sharing and underlay spectrum sharing.

In overlay spectrum sharing, nodes access the network using a portion of the spectrum that has

not been used by PUs. SUs in spectrum overlay will only use the licensed spectrum when primary

users are not transmitting. Therefore, there is no interference temperature limit imposed on secondary

user’s transmission. Instead, SUs need to sense the licensed frequency band and detect the spectrum

holes, in order to avoid interference to primary users.

On the other hand, in underlay spectrum sharing, the spread spectrum techniques are exploited

such that the transmission of a CR node is regarded as noise by PUs. In this case, SUs are allowed
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to transmit their data in the licensed spectrum band when primary users are also transmitting. The

interference temperature model [7] is imposed on transmission power of SUs, so that the interference

at a primary user’s receiver is within the interference temperature limit and PUs can deliver their

packet to the receiver successfully. Spread spectrum techniques are usually adopted by SUs to fully

utilize the wide range of spectrum. However, due to the constraints on transmission power, SUs

can only achieve short-range communication. If PUs transmit data all the time in a constant mode,

spectrum underlay does not require SUs to perform spectrum detection to find available spectrum

band.

2.2.2 Cooperative Sharing vs Non-cooperative Sharing

Spectrum sharing can be cooperative or non-cooperative ([2], [45]). In cooperative spectrum sharing,

the effect of the communication of one node on other nodes is considered. A common technique used

in these schemes is forming clusters to share interference information locally. This localized operation

provides an effective balance between a fully centralized and a distributed scheme. On the other hand,

only a single node is considered in non-cooperative schemes. As interference in other CR nodes is not

considered, non-cooperative schemes may result in reduced spectrum utilization. on the other hand,

they do not require frequent message exchanges between neighbours as in cooperative solutions.

2.3 Algorithmic Viewpoint

From the algorithmic point of view, the most common techniques [7] of dynamic spectrum man-

agement in CRNs can be classified into several categories such as graph theory based approaches,

heuristic approaches, evolutionary approaches, game theory based approaches, etc. We now have a

brief discussion on these categories.

2.3.1 DSA Approaches Based on Graph Theory

Graph Theory based approaches ([2], [7], [13]-[19]) are most commonly used DSA technique. In such

approaches, a network is visualized as a graph where the vertices correspond to CR devices and edges

correspond to connections among them.

Among the graph-based techniques used, the most common one is based on constructing the

network conflict graph [7] that captures the interference between neighbouring SUs ([13], [14], [20]).
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We provide an illustration of generating network conflict graph for a particular topology, in Figure

2.3.

 

 

 

 

 

 

(a) a network topology  (b) corresponding conflict graph 
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Figure 2.3: Generating network conflict graph (source: [7])

A conflict graph can be simple, weighted, multi-point or dynamic. A first step is to form the con-

nectivity graph, which shows the connectivity and the communication between the network nodes.The

vertices of a conflict graph correspond to the links between the nodes and the edges are drawn be-

tween links (vertices) that can interfere with each other when assigned the same or adjacent spectrum

bands. In weighted conflict graphs, the weights on the edges represent the interference model or the

required channel separation between the links. Multi-point conflict graphs can be used to simplify

the conflict graph in cases where a single SU is transmitting to multiple receivers. Another approach

uses dynamic conflict graphs to capture the possible changes in the interference due to the assignment

produced in each step. Dynamic conflict graphs are formed at each step of the DSA algorithm and

take into account the aggregated interference effect ([16], [17]).

Conflict graphs are commonly used in centralized approaches where the spectrum server constructs

the graph and assigns channels to the links of the graph. In distributed approaches, the SUs themselves

form the sets of available channels and negotiate with their neighbors while selecting spectrum bands

in order to avoid interference between the links and maximize their performance.

Graph coloring is also used as a DSA algorithm ([15], [18], [21]), where the DSA problem is mapped

into a graph coloring problem. The colors can be either at the vertices or at the edges, representing

the spectrum bands that are assigned to the SUs or the links respectively. To be specific, we can apply

edge-coloring to the network topology graph and vertex coloring to the network topology graph, as

demonstrated in Figure 2.4. Here, different colors represent different spectrum bands that are assigned
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(a) Edge coloring of the network topology graph 

(b) Vertex coloring of the network conflict graph 
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Figure 2.4: Use of graph-coloring in DSA.

to corresponding edges or vertices.

In addition, few previous works constructed a bipartite graph ([16], [19]) with the available spec-

trum bands on one side, the SU connections on the other side, as demonstrated in Figure 2.6. Here,

the SU connections can be formulated using the network conflict graph. Another approach [46] con-

struct a layered graph to model the cognitive network is proposed. This layered graph models the

channel information at each node and shows the interconnection between channel assignment and

routing paths, resulting in much easier procedures for shortest path search.

2.3.2 DSA Approaches Based on Game Theory

Another important class of approaches for DSA is based on game-theory ([22]-[27]). A DSA game

usually has three sets of elements: the players, the action space, and the utility function(s). The basic

model of game theory based DSA is G = {n, Si, Ui}, i ∈ n; where n is the number of players. Si is the
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Figure 2.5: Bipartite matching between SU connections and available spectrum fragment for DSA.

strategies of players, which is perceived as the actions. Ui is the set of utility function that the players

associate with their strategies. There are two types of games, cooperative and non-cooperative, based

on whether the players (i.e., CR users) exchange information regarding their decisions or not.

In game theory based DSA, players are usually the SUs that take part in the game and contend

for channel access. PUs can also be active players, although their sets of frequencies may be constant

and used only to avoid being selected by the SUs. The players have a set of utility functions (Ui),

which is the set of available frequency bands and the action space is the cartesian product of the sets

of actions of all players. Moreover, each player has a utility function that is used to translate the

action space into the real world needs, namely the frequency bands to meet the SU requirements. The

objective is to maximize each SU’s utility function, by taking into account the impact of its decisions

on the other players. For games with specific characteristics, a steady state performance equilibrium

always exists, and any unilateral change of a player results in a lower utility for that player. This

solution is called the Nash Equilibrium.

Auction theory [24], which can be considered as a specific branch of game theory, has also been

applied spectrum management purpose. Spectrum auctions or spectrum markets have been widely

studied in the literature as a solution for the spectrum assignment problem ([22], [25]). The SUs

contend for the same channels and a regulator conducts an auction to sell the rights on a set of

channels to PUs and SUs.
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Figure 2.6: Basic components of a cognitive game.

2.3.3 DSA Approaches Based on Heuristics and Evolutionary Algorithms

As DSA problem belongs to the class of NP-complete problems, there is no known algorithm that

can generate a guaranteed optimal solution in polynomial time [32]. To address this issue, heuristic

and evolutionary algorithms are widely used to speed up the process and find a good (optimal or

near-optimal) solution quickly.

Heuristic search algorithms ([18], [21], [32], [33]) are often used in DSA problem. The design of

heuristic methods include four major components: initial solution, set of actions, heuristic function,

and final solution. Such methods are typically iterative, where we start searching from a initial

solution. This initial solution is often called the initial state, which is generated randomly in most

cases. Then, in an iterative manner, we perform set of actions to this initial solution to generate

better solutions. The optimality of a solution is determined by a heuristic function, which must be

carefully designed to perfectly evaluate the goodness of a particular solution. We direct our search in

an iterative manner in quest of reaching the globally optimal solution. This globally optimal solution

is our final solution, which is often termed as the goal state.

Evolutionary algorithms (EAs) are also used in DSA ([34]-[37]), as they are proved to be very

efficient in finding best solutions in multidimensional optimization problems. Genetic algorithms

[35], swarm intelligence [36], and ant colony optimization [37] are the most common EA approaches
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that are used in dynamic spectrum management. In a typical EA, the solution of the problem

is first represented as chromosomes. Chromosomes are collected in groups called population. The

fitness of these chromosomes are evaluated using a fitness function. Then, in each iteration, a set of

chromosomes (i.e., parents) are selected for breeding according to a selection criteria. Next, crossover

and mutation techniques are applied to those parents to generate new chromosomes (i.e., off-springs).

Finally, the population is updated with the newly generated off-springs in an iterative manner. Fitness

function judges the goodness of a solution and directs the search accordingly. Good solutions satisfy

the interference constraints or, in general, the requirements of a good spectrum assignment.

 
Start 

Initial DSA decision(s) 

Evaluate Decision(s) 

Generate New Solution(s) 

Stopping 
Criteria Met? 

DSA 
Decision 

Heuristic Algorithm 

Heuristic function 
driven operator 

Evolutionary Algorithm 
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Figure 2.7: Basic structure of heuristic and evolutionary algorithm based DSA

Basic structure of heuristic and evolutionary algorithm based DSA is illustrated in Figure 2.7.

The underlined methodology is same as shown in this figure. Main difference is within the operators

they use to drive their search. Heuristic methods use heuristic function driven operators, whereas,

evolutionary algorithms use biological operators as mentioned above.
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The advantage of heuristic and evolutionary approaches is that, they are simple, easily to imple-

ment, and they can find a near-optimal solution at a reasonable computational overhead. Furthermore,

they tend to be less sensitive to variations in problem characteristics and data quality [47]. A disad-

vantage of of such approaches is that, there is no analytical methodology to explain their convergence

properties and they get stuck in local optimal solutions, which can be far from the global optimal

solution.

2.3.4 Other DSA Approaches

In addition to the above mentioned approaches, approaches based on linear programming ([16], [30])

are also common for DSA in CRNs. The joint power/rate control and spectrum allocation problem can

be formulated as a Mixed Integer Non-Linear Programming (MINLP) problem [48]. Furthermore, as

MINLP problem is NP-hard, it is often transformed into a Binary Linear Program (BLP), containing

only binary parameters with linear objective function and constraints. This transformation is possible

because wireless communication systems are assumed to have a finite number of available channels

(each one with a specific maximum power constraint) and multi-rate capability of the SUs is discrete

by nature. The transformation from MINLP into BLP is performed because it has a uni-modular

constraint matrix which can be solved in polynomial time using standard linear programming (LP)

techniques.

A number of fuzzy logic based DSA ([31], [49]) have been proposed in recent studies as well. A

Fuzzy Logic Controller (FLC) consists of four modules: a fuzzy rule base, a fuzzy inference engine,

and a fuzzification/defuzzification module. The fuzzy rule base consists of a set of rules, which can

be based on prior knowledge, questionnaires, or SU measurements.

In addition, DSA approaches based on Q-learning [31], single agent learning [28], multi-agent

learning [29], etc. are recently being used in dynamic spectrum management for CRNs.

2.4 Characteristics of Our Approach

We have discussed the advantages and disadvantages of these approaches and motivation of our

approach in the previous chapter. We have used GALS for DSA, which, according to the discussion

above, has the following characteristics:

• It is a distributive approach as SU make their own channel assignment decisions.
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• It is cooperative as the SUs exchanges information among them.

• It uses underlay spectrum sharing mechanism.

We have chosen a distributed approach because it is more challenging to design an efficient DSA

algorithm for distributed CRNs. Besides, fairness improvement in distributed DSA is still a major

issue that has been repeatedly addressed in the literature. Besides, future pragmatic deployments

of CRNs are mostly proposed for distributed and cooperative cellular networks. We tried to use the

most prospective and challenging network architecture, spectrum sharing mode, and other network

parameters in our approach. Next, we discuss the details of our network model explaining how we

incorporated these characteristics into our simulation environment. Besides, we also mention the

CRCN simulator modifications as well. We present all these issues in the next chapter.



Chapter 3

Network Model

We already discussed the basic architecture of CRNs in the previous chapter. We also mentioned how

DSA enables the SUs and PUs to share a set of spectrum bands. We have used CRCN simulator,

which is based on ns-2, to design our CRN environment. In this chapter, at first, we present the

network model that we follow in our work. Then, we point out the modifications we performed in the

basic CRCN simulator to implement such CRN environments.

3.1 Our Network Model

We consider a single-radio multi-channel CRN where multiple CR users consisting PUs and SUs

share a set of orthogonal channels. The PUs and SUs are static and randomly distributed in a two

dimensional area (Figure 3.1). They use a common control channel (CCC) for exchanging messages.

A CR user cannot transmit over multiple channels at the same time. Besides, they operate in a

half-duplex manner, i.e., they cannot receive while transmitting, and vice versa.

Two adjacent CR users can communicate when they both tune to the same channel. Here, SUs

can interfere themselves as long as there is enough power for transmission. For data transmission,

two operational constraints must be met:

1. The total amount of interference caused by all SU transmissions to each PU must not exceed a

predefined threshold (i.e., underlay spectrum sharing).

2. For each CR user, the received signal to interference plus noise ratio (SINR) must exceed a

predefined threshold.

24
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Figure 3.1: Sketch map of our CRN model

CR users make their own channel assignment decisions, and thus the channel assignment decision

process is distributive. Each CR user maintains a list of currently active CR users and their corre-

sponding channels. Each active CR user periodically broadcasts a strategy packet1 using the CCC.

On receiving strategy packets, CR users periodically update their individual lists. These lists help an

SU in keeping track of the current network scenario. When an SU needs to access a channel for data

transmission, DSA algorithm finds the best channel according to the current network scenario.

For performance evaluation, we generate varied CRN scenarios using this network model. Then,

we simulate these network scenarios to evaluate the performance of different DSA algorithms. In our

simulation, we use CRCN simulator [39], which requires few modifications to mimic the real CRN

environment. Next, we discuss these modifications which we performed in the basic CRCN simulator.

3.2 Simulator Modifications

We use CRCN simulator [39], the most widely used discrete event simulator for CRNs. It is based

on ns-2. The basic CRCN simulator provides complete single-radio multi channel functionalities for

CRNs. It also provides all the interference information associated with each user, over each channel.

However, it does not incorporate the complete presence and interference caused by PU activities.

Besides, spectrum sharing and spectrum mobility features are also incomplete in the basic simulator.

These features are very important to mimic real CRN operation. In addition to these features, few

1Strategy packet contains information about the user and the channel it is currently using for data transmission.
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additional modifications are required to support the complete functionality of our network model,

which we discussed in Section 3.1. Consequently, we make the following modifications in the basic

CRCN simulator.

(i) At first, we utilize an existing data structure Strategy (defined in mobilenode.h), to track the

active users, available channel list, and current transmissions of the network. Each CR user

updates its own copy of this data structure by the use of strategy packet mentioned in Section

3.1.

(ii) Then, we implement our DSA algorithm and ensure the following constraints:

• When the total amount of interference caused by SU transmissions to a PU on a particular

channel reaches a predefined threshold, all SUs within its transmission range remove that

channel from their available channel lists, and

• When a PU wants a channel that is currently being used by a SU within its transmission

range, the SU stops its current transmission, leaves that channel, and searches for other

available channels.

(iii) In addition, we change the maximum limit on the number of channels. The basic simulator

sets this limit to 12. We change it to be able to perform simulations with a larger number of

channels.

Table 3.1: Modifications made in the basic CRCN simulator

Modifications Modified files ns-2 directories

(i) and (ii)
mobilenode.h, mobilenode.cc common

macng.h, macng.cc mac

(iii)
phy.h mac

topography.h mobile

We mention the modified files in CRCN simulator in Table 3.1. We have incorporated these

features along with other necessary changes to the basic CRCN package, and implemented our own

DSA algorithm. For future research purpose in these regard, we are have uploaded the necessary files

and stated the necessary operations step by step in [50]. By following these steps, one can download

and install the basic ns-2.31, CRCN package, and integrate all it’s missing features that we discussed

above. To the best of our knowledge, few researchers around the world are already using our modified

simulator for implementing and testing their own DSA algorithms.
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We considered a single radio per channel and static CR users for simplicity. We plan to extend

our work for multi-radio and dynamic CRNs in future. Besides, we need further modifications to the

CRCN simulator to be able to implement and test dynamic multi-radio CRNs. We will discuss these

issues in our future work.

In this chapter, we presented our network model that we follow in our work. We will provide the

specifications of the network parameters and simulation settings in Chapter 7. Now, based on this

network model, we provide our primary performance evaluation of the basic GA-based DSA in the

next chapter.



Chapter 4

GA-based DSA With Basic Genetic

Operators

GA is widely used for DSA in CRNs. A basic GA-based DSA procedure is shown in Figure 4.1.

First, a solution is represented as a chromosome. Chromosomes are collected in groups each called a

population. The fitness of these chromosomes are evaluated using a fitness function. Then, in each

iteration, a set of chromosomes (i.e., parents) are selected for breeding according to a selection criteria.

Next, crossover and mutation operations are applied to those parents to generate new chromosomes

(i.e., off-springs). Finally, the current population is updated with the newly generated off-springs in

an iterative manner. In the following subsections, we elaborate all these aspects from the perspective

of our approach.

4.1 Chromosome Representation

Suppose, we have a set of n CR users with ns SUs and np PUs (i.e., n = ns+np). We assign an unique

ID number ur (r ∈ {1, 2, . . . , n}) to each CR user. These n CR users share a set of m orthogonal

channels, C = {c1, c2, ..., cm}.

We represent a chromosome, which is also known as an individual, with an n−dimensional vector,

denoted as I =< i1, i2, . . . , ij , . . . , in >. Here, ij = c, where c ∈ C, for all active users. If uj is

not currently in transmission (i.e., idle), then ij = −1. Therefore, each individual is created in the

following manner: using the maintained lists, the SU finds the active users. Then, for each user uj

28
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Figure 4.1: Basic GA-based DSA

(including itself), it assigns current channels c ∈ C or −1 to ij for active and idle users respectively.

Figures 4.2 illustrates an example of our chromosome formulation. There are 10 CR users in the

network shown in Figures 4.2(a). Here, user 5 and 10 are idle, and therefore, their corresponding

bit-positions are assigned −1. On other bit-positions, we choose a random number between 1 and

m = 4, as their corresponding users are active. This is how we create a chromosome in our approach.

A set of such chromosomes form our initial population.

4.2 Fitness Function Formulation

Next, we need to adopt an objective criteria to define the fitness of an individual. There are several

objective criteria [7] for DSA in CRNs. We adopt two most challenging ones, interference and fairness,

as our criteria. Here, we want to minimize the total number of interferers among SUs over the whole

network ensuring that no SU interferes with the PUs1. In addition, we want to achieve fairness

through leading towards maximum channel utilization.

Let us consider a candidate solution, I, for an SU uj (j ∈ {1, 2, . . . , n}). Let IN(I) refer to the

total number of interferers (both SUs and PUs) of uj according to solution I. Therefore, IN(I) =

1The constraint is to keep the total amount of interference to a PU caused by SU transmissions on a particular
channel below a predefined threshold.
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Figure 4.2: Chromosome formulation in our approach

INS(I) + INP (I), where INS(I) and INP (I) refer to the number of interfered SUs and PUs,

respectively. Using these definitions, we design a penalty function for I as follows:

P (I) = [2 + IN(I)][1+INP (I)] (4.1)

Here, P (I) penalizes I for interfering any CR users, however, interfering PUs causes significantly

more penalty than interfering SUs. Therefore, lower values of P (I) refer to good solutions.

In addition to interference, we also consider fairness in channel utilization in our fitness function.

To do so, we utilize the interference information associated with a CR node over each channel. Let

c (c ∈ C) be the channel that solution I suggest for uj . Then, we denote ChanIN(c, uj) as the

interference associated with uj over channel c. We normalize this interference value using the following

equation:

f(c, uj) = 1 +
ChanIN(c, uj)∑m
i=1ChanIN(ci, uj)

(4.2)

Finally, we design our fitness function F (I) for candidate solution I, as follows:
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Table 4.1: All possible ranges of values of F(I) for n = 6 and np = 2

INP (I) IN(I) Range of F (I) Range of F1(I)

0

0 [1, 2] [1, 2]
1 [1.58, 3.17] [2, 4]
2 [2, 4] [3, 6]
3 [2.32, 4.64] [4, 8]

1

1 [3.17, 6.34] [4, 8]
2 [4, 8] [6, 12]
3 [4.64, 9.2] [8, 16]
4 [5.17, 10.3] [10, 20]

2

2 [6, 12] [9, 18]
3 [6.97, 13.93] [12, 24]
4 [7.75, 15.5] [15, 30]
5 [8.42, 16.84] [18, 36]

F (I) = f(c, uj)× log2[P (I)]

= f(c, uj)× [1 + INP (I)]× log2[2 + IN(I)]
(4.3)

4.2.1 Interpretation of Our Fitness Function

In Equation 4.3, we use logarithms to scale the values of the penalty function P (I). Here, the

minimum possible value of log2[P (I)] is 1, which is pertinent for IN(I) = 0. Besides, by definition,

f(c, uj) ∈ [1, 2]. Therefore, the minimum possible value for F (I) is 1.

Now, to visualize F (I), we consider a simple network scenario with 4 SUs and 2 PUs (i.e., n = 6,

np = 2, and ns = 4). We show all possible range of values that F (I) can produce in Table 4.1.

As Table 4.1 demonstrates, F (I) produces overlapping ranges of values for different [INP (I), IN(I)]

pairs. These overlapping ranges are resolved by the fairness component f(c, uj). For instance, let us

consider two solutions I1 and I2, where [INP (I1), IN(I1)] = [0, 1] and [INP (I2), IN(I2)] = [0, 2]; the

channel suggested by I1 and I2, is c1 and c2, respectively. As shown in Table 4.2, values of F (I1)

and F (I2), span over [1.58, 3.17] and [2, 4], respectively, having an overlap over the range [2, 3.17].

Therefore, although solution I1 interferes less SUs than solution I2 (i.e., P (I1) < P (I2)), it is possible

to get F (I1) > F (I2), based on the values of f(c1, uj) and f(c2, uj). Table 4.3 shows the overlapping

and non-overlapping ranges in terms of different conditions on f(c1, uj) and f(c2, uj).

Furthermore, we illustrate the values of F (I) for all possible [INP (I), IN(I)] pairs in Figure
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4.3(a). This illustration indicates that, for a particular value of INP (I), as increase in number of SU

interferers causes a monotonous increase in F (I). To demonstrate this smooth and consistent increase

in F (I) over all possible [INP (I), IN(I)] pairs, we compare F (I) with another potential function

F1(I) = f(c, uj)(1 + INP (I))(1 + IN(I)). Here, F1(I), or functions similar to this are intuitive

choices while designing fitness functions in our case. However, such functions may misrepresent

the fitness of a solution. For instance, as Table 4.1 demonstrates, F1(I) can produce exactly same

range of values for two different [INP (I), IN(I)] pairs. For instance, F1(I) produces range [4, 8] for

both [INP (I1), IN(I1)] = [0, 3] and [INP (I2), IN(I2)] = [1, 1]. Besides, as Figure 4.3(b) illustrates,

increase in F1(I) values over different [INP (I), IN(I)] pairs, is not as smooth and consistent as F (I).

Table 4.2: Overlapping range of F (I1) and F (I2)

Solution [INP(I), IN(I)] F(I) Overlapping Range

I1 [0, 1] [1.58, 3.17]
[2, 3.17]

I2 [0, 2] [2, 4]

Table 4.3: Effect of different values of f(c, u) on F (I)

Condition Range Effect on F (I1) and F (I2)

f(c1, uj) < 1.26
Non-overlapping F (I1) < F (I2)f(c2, uj) > 1.585

Otherwise Overlapping vary based on f(c1, uj) and f(c2, uj)

To summarize the above discussion, F (I) maps interference and fairness information of a candidate

solution I to numeric values, where lower values of F (I) (i.e., dark red regions in Figure 4.3(a)) refer

to good solutions. Consequently, the channel assignment problem reduces to a function minimization

problem where we search for a solution I that minimizes F (I).

4.3 Genetic Operators and Parameter Values

Next, we present genetic operators such as selection strategy, crossover, and mutation operation. In

addition, we also choose values of different parameters used in these operators. Examples of the

parameters include crossover rate, mutation rate, population size, maximum number of iteration, etc.
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4.3.1 Selection Strategy

For breeding, two individuals are selected in an iterative manner according to a selection criteria

[51]. We investigate the performance of two selection strategies: tournament selection and rank-based

roulette wheel selection, which generally exhibit good performance in optimization problems ([51],

[52]) similar to DSA.

Let us consider a population ϕ having |ϕ| individuals. In tournament selection, in each round,

we randomly select t individuals from ϕ. Then, we select the individual with the best fitness among

them. We select t = 2, i.e., binary tournament, which is the most common in practice. On the other

hand, in rank-based roulette wheel selection, we sort all individuals of ϕ in ascending order of their

fitness values. After sorting, the best individual (i.e., the one with the least fitness) goes at position
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1 and the worst individual goes at position |ϕ|. Then, we find the ranks of all individuals as:

Rank(I) = 2× |ϕ| − Position(I)

|ϕ| − 1
,∀I∈ϕ (4.4)
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Figure 4.5: Rank-based roulette wheel selection mechanism

PSelection(I) =
Rank(I)∑
I Rank(I)

, ∀I∈ϕ (4.5)

Here, rank of an individual determines its chance of being selected for mating. We determine this

selection probability of an individual using Equation 4.5. Then, for selecting an individual, in each

round, we adopt roulette wheel mechanism [51] governed by this equation.

We illustrate tournament selection mechanism in Figure 4.4 and rank-based roulette wheel selection

mechanism in Figure 4.5. Here, we consider a simple example with only a few individuals. In addition,

we assume the darker colors represent better individuals in the population. As Figure 4.4 shows, in

tournament selection, we randomly select t = 2 individuals at each round. Then, we select the best

individual among them as a parent. On the other hand, Figure 4.5 shows the rank-based roulette wheel
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selection mechanism. Here, we numbered the individuals of the population to track their positions

in the wheel. At each round, first, we sort the individuals according to their fitness value. Then, we

rank them and place them in a roulette wheel. Next to that, we rotate the wheel and select a parent

which is pointed by the selection point.

4.3.2 Tweaking Operators

After the selection of the two parent individuals, we apply crossover and mutation to produce new

individuals (also called off-springs). The new off-springs replace their respective parents, and thus

subsequently form a new population for the next iteration.

There are a number of crossover and mutation techniques in the literature ([53], [54]). 1-point

(Figure 4.6(b)), 2-point (Figure 4.6(c)), and uniform (Figure 4.6(d)) crossover are the three most

widely used crossover techniques in the literature.

In 1-point crossover, first, a random position is generated. Then, the parents exchange their values

on either side of that position. As demonstrated in Figure 4.6(b), I1 and I2 perform 1-point crossover

at a randomly chosen position P = 6. On the other hand, in 2-point crossover, two random positions

are generated. Then, the parents exchange their values that are within those two positions. In Figure

4.6(c), I1 and I2 perform 2-point crossover at point L = 4 and U = 8. The Uniform Crossover uses a

fixed mixing ratio between two parents. Unlike 1-point and 2-point crossover, the uniform crossover

enables the parent chromosomes to contribute the gene level rather than the segment level. The

mixing ratio is usually taken as 0.5, that is, the offsprings have approximately half of the genes from

first parent and the other half from second parent. As demonstrated in Figure 4.6(c), values of I1 and

I2 are exchanged at random positions to perform uniform crossover.

Lastly, point mutation [53] is the generally used mutation technique for optimization problems.

In point mutation, first, one position is randomly generated. Then, the value in that position of the

parent is altered with another randomly chosen value. In Figure 4.7, point mutation is performed in

parent I at position P = 6.

We investigate the performance of all these genetic operators in our primary experimental studies

that we present next.
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4.4 Performance of the Basic Genetic Operators

In this section, we present our primary performance evaluation of these basic genetic operators for

GA-based DSA in single-radio multi-channel CRNs. We summarize the genetic operators in Table 4.4

and parameter values in Table 4.5. We perform our evaluation over varied network topologies. Here,
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Figure 4.8: Performance of GA as DSA algorithm for different (n,m) pairs with different
combination of genetic operators and parameter values. Here, 1-P denotes 1-point crossover, 2-P
denotes 2-point crossover, U denotes uniform crossover, T denotes Tournament selection, and W

denotes Rank-based roulette wheel selection.

we vary the number of CR users, n from 20 to 500 and the number of channels, m from 6 to 40. We

present the network topologies with different (n,m) pairs in Table 7.1 (Chapter 7). We present other

network parameter values in Chapter 7.

Figure 4.8 demonstrates the performance of GA with different combination of genetic operators

and parameter values. Here, we mainly focus on performance in terms of number of iterations needed

for convergence. That is, we record the average number of iterations required to reach the global

optima solution (i.e., solution I for which F (I) is minimum). If in any case we do not find the global
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Table 4.4: Genetic operators for performance evaluation

Operator Type(s) Considered

Selection

Rank-based Roulette Wheel Selection ([51], [52])
(With a linear selection probability function defined in Equation 4.1)

Tournament Selection ([51], [52])
(With tournament size t = 2)

Crossover

1-Point Crossover (Figure 4.6(a)) ([53], [54])
2-Point Crossover (Figure 4.6(b)) ([53], [54])
Uniform Crossover (Figure 4.6(c)) ([53], [54])

Mutation Point Mutation [53]

Table 4.5: Parameter values of the genetic operators

Parameter Value(s)

Population size 75

Maximum number of iterations (MT ) 500

Crossover rate (αc) 0.15, 0.30, 0.45, 0.60, 0.75, 0.90

Mutation rate (αm) 0, 1/n, 2/n, 3/n, 5/n

optima solution, we say the algorithm did not converge and discard the case from this part of our

evaluation. Therefore, in Figure 4.8, we only consider successful convergences. Each network topology

is simulated 20 times for calculating the average values.

Furthermore, in Table 4.6(a), we show the average number of iterations per convergence, averaged

over all network topologies, pertinent for all (n,m) pairs in Figure 4.8. Besides, we present the

probability of successful convergence, which we get from all simulation runs, in Table 4.6(b). We define

overall convergence rate (Crate) as the ratio between these two convergence parameters, i.e., ratio

between the probability of successful convergence and the number of iterations needed for successful

convergence. Here, 1/Crate gives the expected number of iterations needed to converge to a global

optima. Therefore, 1/Crate is the rate at which our algorithm leads towards successful convergence

in a single iteration. In our evaluation, we calculate (Crate) using the following equation:

Crate =
probability of successful convergence

number of iterations needed for successful convergence
× 100 (4.6)

Here, we multiply the ratio by 100 to scale up the values. We present the convergence analysis of

GA-based DSA with different combinations of basic genetic operators in Table 4.6. As the results pre-

sented in Table 4.6 suggest, over all the network topologies considered, GA with 2-Point crossover and

tournament selection always outperforms all other combinations. Moreover, with this combination,
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we experience the best performance of GA with a crossover rate, αc of 0.75.
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Figure 4.9: Impact of mutation rate (αm) on convergence over varied network topologies

Finally, we investigate the impact of changing mutation rate (αm) in our evaluation. To do so, we

choose the best combination of operators found so far, i.e., tournament selection and 2-point crossover

with αc = 0.75. With this combination of operators, we measure the performance of GA over varied

αm. The function of αm is to avoid local optima solutions by introducing diversity in a population

as cross-over is not a global operation ([53], [54]). Without mutation (i.e., αm = 0), crossover alone

cannot reach global optima in significant number of cases. Besides, our initial choice of αm = 1/n

provides the best performance in terms of convergence.

So far, we found that tournament selection, 2-point crossover with rate 0.75, and point-mutation

rate 1/n is the best combination of genetic operator for GA in CRNs. Next, we investigate new

genetic operators with the optimized parameter values for devising our novel hybrid DSA algorithm.
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Table 4.6: Convergence analysis of GA-based DSA with different combinations of basic genetic
operators

(a) Average number of iterations needed for convergence

Operators
αc

0.15 0.3 0.45 0.6 0.7 0.75 0.8 0.9

T, 1-P 186 178 163 154 145 135 153 165

W, 1-P 181 193 181 184 165 152 173 188

T, 2-P 170 152 139 125 122 113 125 148

W, 2-P 193 190 179 170 160 147 163 174

T, U 181 193 179 170 160 146 164 179

W, U 201 195 183 187 168 162 178 192

(b) Probability of successful convergence

Operators
αc

0.15 0.3 0.45 0.6 0.7 0.75 0.8 0.9

T, 1-P 0.94 0.94 0.95 0.96 0.96 0.97 0.96 0.95

W, 1-P 0.94 0.94 0.95 0.95 0.96 0.97 0.95 0.94

T, 2-P 0.96 0.97 0.97 0.97 0.96 0.97 0.97 0.96

W, 2-P 0.92 0.94 0.95 0.95 0.95 0.96 0.95 0.94

T, U 0.94 0.94 0.95 0.96 0.96 0.97 0.96 0.95

W, U 0.93 0.94 0.93 0.94 0.95 0.97 0.96 0.95

(c) Overall convergence rate (Crate)

Operators
αc

0.15 0.3 0.45 0.6 0.7 0.75 0.8 0.9

T, 1-P 0.5 0.52 0.58 0.62 0.66 0.71 0.63 0.56

W, 1-P 0.51 0.49 0.52 0.52 0.52 0.63 0.55 0.5

T, 2-P 0.56 0.64 0.78 0.78 0.79 0.86 0.78 0.64

W, 2-P 0.47 0.49 0.53 0.57 0.56 0.63 0.58 0.54

T, U 0.52 0.48 0.53 0.56 0.6 0.66 0.58 0.53

W, U 0.46 0.48 0.5 0.5 0.57 0.6 0.54 0.49



Chapter 5

Devising New Genetic Operators

Although GA is highly efficient and scalable for multidimensional optimization problems, we need

to select suitable genetic operators and tune parameter values to ensure its best performance for a

particular problem ([52]-[54]). DSA, being a multidimensional optimization problem, also demands

such selection and tuning. We addressed these issues of selecting best traditional operators and tuning

parameter values in the previous chapter. In this chapter, we design two novel genetic operator to

improve the performance of a traditional GA-based DSA algorithm. Here, we focus on crossover

operation and generation of new population.

5.1 Neighborhood Based Crossover Operation

In our design, fitness of a particular channel assignment mostly depends on channel assignments of its

own and that of its neighbors. Here, a good channel assignment causes less interference to its neigh-

boring SUs, and no interference to neighboring PUs. Therefore, channel assignment of neighboring

CR users carry most of the information about goodness of a particular assignment. Keeping this in

mind, while performing crossover, we exchange the portion of the chromosome that belong only to

neighbors of that particular SU rather than exchanging random parts. We name such crossover as

neighborhood-based crossover.

Few optimization problems [54] have explored utilizing neighboring information in genetic op-

erators. However, such intuitive approach is yet to be performed and investigated in case of DSA

algorithms. In our design, exchanging channel information of only the neighbors facilitate exchanging

of more useful information of two individuals. Figure 5.1 illustrates an example of neighborhood-based

41
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crossover for user 1, whose neighbors are user 2, 3, 7, and 9 (indices of CR users are shown in the

figure). Here, channel assignments of only these neighboring users in parents I1 and I2 are swapped

to perform crossover, which produces two off-springs, C1 and C2.
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Figure 5.1: Proposed neighborhood-based crossover

5.2 Local Search Based Survival Selection

In a typical GA, the new off-springs replace their parents and the new population becomes the current

population for the next iteration. However, in our approach, we select two survivors from the four

(two parents and two off-springs) individuals. We illustrate this survival selection process in Figures

5.2. Here, we find two survivors, S1 and S2, from two parents (I1 and I2) and two off-springs (C1 and

C2), in the following manner:

• First, we select one individual randomly as our first survivor. This is due to maintain a balance

between stochastic and local search. Selecting only the best individuals might limit the diversity
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Figure 5.2: Survival selection in our proposed approach

of the population. Keeping this in mind, we balance the stochastic nature of our algorithm by

selecting one survivor randomly.

• Then, to select the other survivor, we separately apply local search based mutation on the three

candidate individuals left. Here, at first, we find the channel that is suggested for the (local

search performing) SU by a candidate individual. Then, we alter this value with c (c ∈ C) such

that it minimizes the fitness value of the individual. Finally, we calculate the fitness of the three

mutated individuals and select the best one as our second survivor. This time we push the best

individual into the next generation.

Figure 5.1 illustrates an example of local search based survivor selection. Here, we consider the

same network scenario (n = 10 and m = 4), that we used for demonstrating neighborhood-based

crossover. We consider a candidate parent solution I for user 1. As Figure 5.1 shows, the channel

suggested by solution I for user 1, is 3. Now, we perform mutation at position 1 of parent I, to

generate m = 4 off-springs: C1, C2, C3, and C4. Then, as we discussed above, we select the best

off-spring (having least fitness value) as the survivor. Here, we assume C2 is the best off-spring, and

therefore, select it as the survivor.

Although GA has its own balance between exploitation and exploration, the added determinis-

tic exploration by local search ensures a faster avoidance of possible local optima solutions. This is

because, in typical GA, point mutation is the only way of escaping local optima regions. Besides,
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Figure 5.3: Local search based survivor selection

as point mutation is performed on a random position of the individual, it often takes GA a signif-

icant number of generations to eventually escape the locally-optimal regions. Therefore, the added

deterministic local search based mutation ensures better and faster avoidance of such local optima

regions. Additionally, it facilitates converging faster through speeding up the exploitation of GA in

globally-optimal regions.
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5.3 Performance Evaluation of New Genetic Operators

Now, to determine the effectiveness of our proposed genetic operators, we compare the convergence

properties of GALS and GA with the best traditional genetic operators that we found in the previous

chapter (Figure 4.8(c) in Chapter 4). We perform this performance comparison in terms of the

same convergence parameters. That is, we use average number of iterations needed for convergence,

probability of successful convergence, and overall convergence rate. We present the comparison in

Table 5.1.

Table 5.1: Performance comparison of GALS and GA with the best combination of operators in
terms of convergence

Performance Metric GA (T, 2-P) GALS (T, NB)

Avg. # of iteration needed for convergence 113 64

Probability of successful convergence (%) 0.97 0.99

Overall convergence rate (Crate) 0.86 1.55

As Table 5.1 demonstrates, GALS achieves significant performance improvement in terms of con-

vergence. This is exactly what we were looking for. Slow convergence rate and local optima problem

are the only concerns of stochastic approaches. Therefore, our hybrid approach, GALS has signifi-

cantly improved the convergence properties of stochastic DSA. It is to be noted that here we compared

the performance of GALS with the best combination of genetic operators that we found in the previous

chapter. Therefore, GALS should perform much better than other state-of-the-art DSA approaches.

We will provide these performance comparisons in Chapter 7.

So far, we measured performance only in terms of convergence. We will focus on other performance

metrics, specially the QoS parameters of the network, later in this paper. Now, having designed such

novel efficient genetic operators and tuned parameter values, next, we present the complete algorithm

of our proposed approach.



Chapter 6

DSA Procedure Using GALS

In this chapter, we present our proposed channel assignment algorithm (i.e., GALS) and compute

its computational complexity. At-first, we present the algorithmic structure of GALS in Figure 6.1.

Then, we provide the detailed channel assignment procedure of GALS in Algorithm 1. Finally, we

deduce the time complexity and memory requirement of GALS.

As demonstrated by Figure 6.1, the algorithmic structure of GALS is almost similar to a typical

GA-based DSA that we discussed in Chapter 4. However, in GALS, we use the novel genetic operators,

i.e., neighborhood-based crossover and local search based survivor selection. In Table 6.1, we present

the genetic operators and parameter values that we adopt in GALS. We have already discussed the

selection strategy and working principal of these operators along with the tuning of parameter values

in the previous chapters. Now, we present the complete channel assignment procedure of GALS in

Algorithm 1.

Table 6.1: Genetic operators and parameter values adopted in GALS

Operator Variant Chosen

Selection Tournament Selection (t = 2)

Crossover Neighborhood-based Crossover

Mutation Point Mutation

Parameter Value

Population size (|ϕ|) 75

Maximum number of iteration (MT ) 300

Crossover rate (αc) 0.75

Mutation rate (αm) 1/n
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Figure 6.1: Algorithmic structure of GALS

As demonstrated by Algorithm 1, the channel assignment process of GALS starts by checking if

there are any unused channels in the network (line 2). If any, we simply choose an unused channel for

assignment (line 3). If there are more than one unused channels, then we select one randomly. It is to

be noted that, we call a channel unused, only if it is not currently being used by any CR users in the

entire network. This information is gathered by the use of strategy packets that CR users broadcast

periodically. We discussed the use and operation of strategy packets in our network model (Chapter

3).

If no unused channels are available, then we must select a channel that is most suited for the GALS-

calling SU, according to its current network scenario. Here, the SU has only the knowledge about its

neighboring CR users and their corresponding transmissions. Besides, it has the channel interference
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Algorithm 1: Channel assignment in GALS

1 begin

2 if there is an unused channel cl then
3 Select cl and return

4 Initialize parameters
5 Generate initial population ϕ
6 generation← 1

7 while generation ≤ MT & global optima not reached do
8 Initialize new population ϕnew = null
9 Calculate fitness of each individual of ϕ

10 Set S ← null
11 while |ϕnew| < |ϕ| do
12 Select two parents from ϕ using tournament selection (t = 2)
13 Add the parents to S
14 Perform neighborhood-based crossover (rate αc)
15 Perform point mutation (rate αm)
16 Add the generated off-springs to S
17 a← a random individual in S
18 Remove a from S and add to ϕnew

19 foreach individual in S do
20 Perform local search based mutation
21 Calculate fitness

22 b← the best individual in S
23 Add b to ϕnew

24 generation← generation+ 1
25 ϕ← ϕnew

26 Sort the individuals according to their fitness values
27 solution ← the best individual of ϕ
28 ur ← own user ID

29 c← value at uthr position of the solution
30 Select channel c for ur
31 return

32 end

information of each channel (globally available to all CR users). Using this information, the task of

GALS is to find the best channel assignment decision by its iterative searching methodology.

We start the iterative searching of GALS by initializing the parameter values for GALS (line 4).

We generate initial population for GALS (line 5) as discussed in Chapter 4. This initial population is

our first generation of individuals. Then, we perform genetic operations to produce newer generations
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Algorithm 2: Local search based mutation

1 Input:an individual I
2 begin
3 ur ← own user ID.

4 ch← value at uthr position of I.
5 for each channel c ∈ C do
6 f1 ← calculate fitness of I.

7 replace ch with c at uthr position of I.
8 f2 ← calculate fitness of I.
9 if f1 ≤ f2 then

10 replace the value c with ch back to uthr position of I.

11 return
12 end

in an iterative manner (line 7-25).

In each generation, at first, we calculate the fitness of each individual of the current generation (line

9) using Equation 4.3 (Chapter 4). Then, in an iterative manner (line 11-23), we select two parents

using tournament selection (line 12). Next to that, we perform neighborhood-based crossover (line

14) with a rate αc and point mutation operation (line 15) with a rate αm. These genetic operations

produce two offspring individuals from two parents. Then, we select two survivor individuals (line

16-23) from the four individuals (two parents and two offspring), for the next generation. We have

already discussed this process in the previous chapter (Figure 5.2). Here, we select one individual

randomly as our first survivor (line 17-18). To select the other survivor, we separately apply local

search based mutation (line 19-23) on the three candidate individuals left. We present the local search

based mutation procedure in Algorithm 2.

As demonstrated by Algorithm 2, for local search based mutation, at first, we find the channel

that is suggested for the (local search performing) SU by the candidate individual (line 4). Then, we

alter this value with c (c ∈ C) such that it minimizes the fitness value of the individual (line 5-10).

Finally, when GALS receives all three mutated individuals, it selects the best one as the second

survivor (line 22-23). This is how the survivors of the current generations iteratively forms the next

generation population (line 25).

We perform the genetic operations mentioned above in each generation to direct our search to-

wards global optima region. We terminate our search when we find the globally optimal solution.
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Otherwise, we keep searching till the last generation. After terminating our iterative search, we sort1

the individuals according to their fitness values (line 26). Then we choose the best solution for channel

assignment (line 27-30). It is worth mentioning that, according to our survivor selection mechanism,

the best individual in any particular generation always survives to the next generation. Therefore,

we remember the best solution found so far across generations. Consequently, the best solution of the

last generation is the best solution of the entire search.

Table 6.2: Time complexity of major computational components of GALS

Particulars
Time

Complexity

Checking unused channels (line 2) O(m)

Generating initial population (line 5) O(n|ϕ|)
Calculating fitness of each individual (line 9) O(|ϕ|(n+m))

Tournament selection (line 12) O(t)

Neighborhood based crossover (line 14) O(n)

Point mutation (line 15) O(1)

Local search based mutation (line 16-23) O(m)

Sorting the individuals according to their fitness values (line 26) O(|ϕ| log(|ϕ|))
Final channel assignment (line 27-30) O(1)

6.1 Computational Complexity

Evolutionary algorithms are mostly used in optimization problems, which are computationally ex-

pensive and suffer from scalability issues when approached by classical methods. Likewise, GA based

approaches are also highly scalable and efficient in finding good solutions with reasonable computa-

tional overhead. Now, we investigate the computational complexity of our algorithm.

6.1.1 Per-iteration Time Complexity

First, we deduce the per-iteration time complexity of GALS based on its algorithmic structure in

Algorithm 1. For checking unused channels, we need O(m) time as we have to loop through each

channel to see if it is unused. Then, we need O(n|ϕ|) time to generate our initial population consisting

|ϕ| individuals, each having n bits. Finding fitness values of each individual costs O(|ϕ|(n + m))

1We use merge sort [16] in GALS considering its good average and worst case time complexities.
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according to our fitness function (Equation 4.3, Chapter 4). Neighborhood based crossover costs

O(n) time as we can have at-most (n− 1) neighbors in worst case. Local search based mutation costs

O(m) time, which is very straight forward from Algorithm 2.

For complexities of other state-of-the art operations, we refer to Table 6.2. In this table, we present

the time complexity of major computational components of GALS. Disregarding other constant-time

minor operations for simplicity, we deduce the overall time complexity (T (n,m)) as follows:

T (n,m)⇒ O(m+ n|ϕ|) +O(MT (|ϕ|(n+m) + t+ n+m)) +O(|ϕ| log(|ϕ|) + 1)

⇒ O(m) +O(n+m)

⇒ O(n+m)

Here, we deduced the time complexity of GALS by considering the number of iterations constant.

This is because, we terminate our search after maximum number of iterations is reached even if we

do not reach the global-optima solution. According to our discussion of the convergence properties

of GALS in the previous chapter, GALS finds the global-optima solution in 99% cases. Therefore,

the number of iteration is not ideally constant for GALS (this is true for all evolutionary algorithms).

Hence, we call it a per-iteration time complexity.

6.1.2 Space Complexity

Next, we calculate the memory requirement of GALS. For storing the status of each channel (i.e., idle

or in transmission), and interference information associated with each CR user, we require O(m+nm)

memory. Besides, for storing current and next generation individuals (i.e., ϕ and ϕnew in Algorithm

1), we need O(2n|ϕ|) space. In addition, for performing crossover and local search based mutation,

we require O(n) space. Ignoring few other constant and temporary memory units, we calculate its

memory requirement of GALS S(n,m) as follows:

S(n,m)⇒ O(m+ nm) +O(2n|ϕ|) +O(n)

⇒ O(nm) +O(n)

⇒ O(nm)
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According to the discussion above, we found the time complexity (T (n,m)) of GALS to be O(n+

m), and space complexity (S(n,m)) to be O(nm). Here, of-course, n is the total number of CR users

in the network and m is the number of channels they share. T (n,m) is linear, which makes GALS a

highly scalable DSA algorithm in CRNs. On the other hand, generally we have m << n, which leads

to mn << n2. Therefore, S(n,m) is more on the linear side rather than quadratic. Consequently, the

memory requirement of GALS is also quite reasonable even in cases of large CRNs.

In this chapter, we presented our DSA algorithm GALS in details. Then, we also deduced its

computational complexity and we found GALS to be a highly scalable and memory efficient DSA

algorithm, which are the basic requirements of distributed CRNs. Now, we focus on investigating the

CRN performance using GALS as the underlined DSA algorithm, in terms of several QoS parameters.

We provide the detailed performance analysis of GALS in the next chapter.



Chapter 7

Performance Evaluation

In this chapter, we evaluate the performance of GALS algorithm using CRCN simulator. At first,

we present the simulation settings under which we perform our simulation. Then, we evaluate the

network performance in terms of several QoS parameters. In this primary evaluation, we use network

throughput, end-to-end delay, packet delivery ratio, and packet drop ratio as QoS parameters. In

terms of these QoS parameters, we present the CRN performance with GALS as the underlined DSA

algorithm.

In the second part of our simulation, we compare the performance of GALS with that of several

other approach found in the literature. For this performance comparison, we consider several simula-

tion scenarios. Besides, we consider two fairness parameters: channel utilization fairness and per-node

fairness, in addition to the above mentioned QoS parameters. Finally, we analyse the simulation re-

sults and discuss our findings.

7.1 Simulation Settings

We evaluate and compare the performances of GALS over varying network topologies. We vary the

number of CR users (n), number of channels (m), and number of connections per CR user, and data

rates in the network to generate different network topologies.

First, we consider different combinations of (n,m) pairs to generate different network topologies,

which we present in Table 7.1. For each of these topologies, we evaluate the network performance

over varied number of connections per CR user. Then, we compare the performance of GALS with

that of several other approach found in the literature. We present the state-of-the-art algorithms that
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we consider for performance evaluation in the next section.

For performance comparison of GALS with other state-of the-art algorithms, we generate varied

network scenarios in the following manner:

• First, we present the performance evaluation considering 5 CR users per channel. Here, we take

the number of connections per CR user to be 1, n : m to be 5 : 1, and generate different network

topologies by varying m from 5 to 30. We present these topologies in Table 7.2.

• Then, we present the performance evaluation with varied n. Here, we fix m to be 10, number

of connections per CR user to be 1, and vary n from 20 to 200 to generate different network

topologies.

• Subsequently, we present the performance evaluation with varied m. Here, we fix n to be 100,

number of connections per CR user to be 1, and vary m from 4 to 32 to generate different

network topologies.

• Next to that, we consider the same network topologies (Table 7.1) that we used to evaluate the

network performance of GALS. Here, at first, we fix the number of connections per CR user to

be 1 and present the performance comparison over all network topologies of Table 7.1. Then,

we vary the number of connections per CR user in the network. In that case, we consider a

network topology with 100 CR users and 12 channels (i.e., topology 4 in Table 7.1), and vary

the average number of connections per CR users from 1 to 6.

• Finally, we investigate the effect of changing the data rate in the network. In all the simulation

cases mentioned above, we consider a data rate of 200 packets per second. Here, we vary packets

per second from 50 to 500 to investigate the performance of the DSA algorithms. We do so by

considering a network topology with 100 CR users and 12 channels (i.e., topology 4 in Table

7.1) and fix the number of connections per CR user to be 1.

Table 7.1: Topology number and corresponding (n, m) pairs

Topology # 1 2 3 4 5 6 7 8

m 5 8 10 12 15 20 30 40

n 20 50 75 100 150 200 350 500



CHAPTER 7. PERFORMANCE EVALUATION 55

Table 7.2: Different network topologies with 5 CR users per channel

Particulars Values

m 5 8 10 12 15 20 25 30

n 25 40 50 60 75 100 125 150

In each cases listed above, we consider the number of PUs per channel to be 2. For example, for

m = 10, the number of PUs (np) is equal to 2 × 5 = 10. Throughout our simulation, we run each

network topology 30 times and take the averaged value.

For simulation, we consider a square network coverage area of size 1000m × 1000m. CR users are

randomly deployed across this area following an uniform distribution. The transmission range of each

CR user is set to 250m. They use a common control channel (CCC) for exchanging control messages.

That is, out of m channels, one (specifically, channel 0 in our simulation) is used as CCC for control

messaging, other (m− 1) channels are used for data transmission.

In Chapter 3, we have already presented two operational constraints in our network model. Now,

we adopt the parameters pertinent to the constraints. We set the maximum tolerable interference for

each PU to 90dBm. Besides, we set the predefined threshold of SINR to 15dB. Additionally, we set

other network parameters, such as the path loss exponent to 4 and the noise power spectrum density

(N0) at each SU to −100dBm.

7.2 Network Performance Using GALS

In this section, we investigate CRN performance using GALS as the underlined DSA algorithm.

For generating CRN environments and evaluating network performance, we followed the simulation

settings that we discussed above. In this performance evaluation, we consider the following QoS

parameters:

• Network Throughput: It refers to the amount of data transmitted across the network in a

given time, usually measured in kilo-bytes per second (KBps). At each run, we calculated the

average network throughput by averaging the individual data rates of all CR users for a given

topology.
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(d) Topology 4
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(f) Topology 6
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(g) Topology 7
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Figure 7.1: Average network throughput over different network topologies presented in Table 7.1
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(c) Topology 3
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Figure 7.2: Average end-to-end delay over different network topologies presented in Table 7.1
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Figure 7.3: Average packet delivery ratio over different network topologies presented in Table 7.1
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Figure 7.4: Average packet drop ratio over different network topologies presented in Table 7.1
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We show the average network throughput over different network topologies in Figure 7.1. These

illustrations follow that, as the number of connections increases up to a certain level, the net-

work throughput increases. When the number of connections increases further, the network

throughput degrades. Besides, the network usually demonstrate higher throughput when the

number of connections per CR user is between 1 and 2.

• End-to-end delay: The time taken for a packet to be transmitted across the network from

source to destination is referred to as end-to-end delay. It is usually measured in milliseconds

(ms). In our simulation, we traced the sending and receiving times of each packet to find its

end-to-end delay. Then, we averaged the end-to-end delays of all successful transmissions.

We illustrate the average end-to-end delay of the network over different network topologies in

Figure 7.2. This figure demonstrates that for all cases in general, the average end-to-end delay

increases almost linearly with the increase of number of connections in the network.

• Packet delivery ratio and packet drop ratio: The ratio of number of packets that are

successfully delivered to a destination compared to the number of packets that have been sent

out by the sender, is referred to as packet delivery ratio. On the other hand, the ratio of

the number of packets dropped by a sender to the total number of packets that it sent out,

is referred to as packet drop ratio. Relation between packet delivery and drop ratio is not

necessarily inverse (i.e., sum of them is not necessarily 1). This is because, one single packet

can be dropped multiple times before its successful transmission.

We present the average packet delivery ratio in Figure 7.3 and average packet drop ratio in

Figure 7.4. These two QoS parameters also demonstrate almost linear change with an increase

in number of connections in the network.

7.3 Performance Comparison with State-of-the-art Algorithms

Now, we evaluate and compare the performances of the different DSA techniques over varying network

topologies. In the previous section, we discussed how we vary the number of CR users (n), number of

channels (m), number of connections, and data rate to generate different network topologies. In this

section, we discuss the state-of-the-art algorithms that we consider for performance comparison.
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According to our discussion in Chapter 2, GALS is a distributive and cooperative DSA approach.

Therefore, for performance comparison, we consider few state-of-the-art techniques that are both

distributive and cooperative. The algorithms under comparison are Dynamic Conflict Graph (DCG)

based DSA [14], Greedy Graph Coloring Algorithm (G-GCA) [15], Heuristic based Graph Coloring

Algorithm (H-GCA) ([18], [21]), Game Theory (GT) based DSA [23], and Genetic Algorithm (GA)

based DSA ([34], [35]) with best combination of genetic operators found in Chapter 4.

• Dynamic Conflict Graph (DCG) Based DSA: DSA algorithms based on network conflict

graph [7] are the most common graph based DSA algorithms ([7], [14]). In such algorithms,

we construct a network conflict graph that represents the interference between pairs of SUs.

Dynamic conflict graphs are formed at each step of the DSA algorithm and take into account

the aggregated interference effect. The SUs themselves form the sets of available channels and

negotiate with their neighbors which channels to select in order to avoid interference between

the links. All such approaches, according to our knowledge, consider network with SUs only.

However, we incorporate the presence of PUs by adding a penalty term (similar to Equation

4.1, Chapter 4) to avoid interfering PUs. The details on the implementation procedure of the

algorithm can be found in [14].

• Graph Coloring Algorithm (GCA) Based DSA : In graph coloring based approaches,

we map the network to a graph, with CR users as vertices and interference between them

as bidirectional edges. Then we deploy vertex or edge coloring of the graph, with m colors

corresponding to m channels. If there is no m-coloring of the graph, then the coloring with the

minimum conflicts is selected. GCA based DSA is implemented in many ways in the literature

[7]. We use two distributive approaches. One performs the greedy coloring (G-GCA) and the

other one uses heuristic based approximation for coloring (H-GCA). The greedy coloring (G-

GCA) is most common in practice. However, due to NP-completeness of the graph coloring

problem, heuristic based approximation coloring is used in literature ([18], [21]) to improve its

performance. We perform the necessary adjustments and modifications that are required for

implementing these algorithms in our single-radio multi-channel CRN, with consideration of

both PUs. For details on the implementation procedure of GCA, we refer to [15], [18], and [21].

• Game Theory (GT) Based DSA: The basic model of game theory based DSA in CRNs is

G = {n, Si, Ui}, i ∈ n; where n is the number of CR users, which is perceived as the players. Si
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is the strategies of players, which is perceived as the actions. Ui is the set of utility function that

the players associate with their strategies. Based on the communication pattern among players,

utility function design, and overall the game formulation, there are a number of game theory

based approaches ([22], [23], [55], [56]) in the literature which we already discussed previously. In

our performance comparison, we consider a cooperative and distributive game formulation with

interference based utility function. For the details of the utility function design and intuition to

reach Nash Equilibrium, we refer to [56].

• Genetic Algorithm (GA): GA is the most widely used evolutionary algorithm for DSA ([34],

[57]). We consider a GA based DSA as designed in [57]. That is, we choose the operators and

adopt the parameter values for GA as discussed in [57]. Besides, we also compare performance

of GA with the best operators and parameter values that we have found in Chapter 4. We name

this setting as GAbest.

7.4 Simulation Results and Findings

Now, we present the performance comparison of GALS and the state-of-the-art algorithms over varied

network topologies. We already mentioned the following QoS parameters for our evaluation: average

network throughput, average end-to-end delay, average packet delivery ratio, and average packet

drop ratio. In addition to these QoS parameters, we inspect fairness of the network as well. For

comparing the fairness, we adopt two parameters: standard deviation of channel interference and

standard deviation of per-node throughput, which we denote as δCI and δPNT respectively.

Here, in case of unfair DSA operation, few SUs will achieve much higher throughput, causing

starvation to other SUs. Therefore, the values of per-node throughput will differ a lot, resulting in

higher values of δPNT . Therefore, lower values of δPNT refer to fair DSA operation. Similarly, in

case of unfair channel utilization, interference caused in different channels will vary a lot resulting in

higher values of δCI . Therefore, lower values of δCI refer to fair DSA operations as well.

We present the first part of our simulation results in Figure 7.5. Here, we take the number of

connections per CR user to be 1, n : m to be 5 : 1, and generate different network topologies by varying

m from 5 to 30. In Figure 7.5(a) through Figure 7.5(f), we present the performance comparison in

terms of average network throughput, average end-to-end delay, average packet delivery ratio, average

packet drop ratio, δCI and δPNT , respectively.
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Then, in terms of same QoS parameters, we present the performance evaluation with varied n in

Figure 7.6. Here, we fix m to be 10, number of connections per CR user to be 1, and vary n from 20

to 200 to generate different network topologies.

Subsequently, we present the performance evaluation with varied m in Figure 7.7. Here, we fix n

to be 100, number of connections per CR user to be 1, and vary m from 4 to 32 to generate different

network topologies.

Next to that, in Figure 7.8, we present the performance evaluation over the network topologies

presented in Table 7.1. Here, we fix the number of connections per CR user to be 1. Then, in Figure

7.9, we present the performance comparison with varied number of connections per CR user. In this

case, we consider a network topology with 100 CR users and 12 channels (i.e., topology 4 in Table

7.1), and vary the average number of connections per CR users from 1 to 6.

Finally, we present the performance evaluation with varied data rates in Figure 7.10. Here also,

we consider a network topology with 100 CR users and 12 channels (i.e., topology 4 in Table 7.1).

Besides, we fix the number of connections per CR user to be 1, and vary packets per second from 50

to 500 to investigate the performance.

For all these simulation cases mentioned above, we present the percentage of improvement using

GALS compared to using other algorithms in Table 7.3 and Table 7.4. In Table 7.3, we illustrate

the performance improvements of GALS in terms of average network throughput, average end-to-end

delay, average packet delivery ratio, and average packet drop ratio. On the other hand, we present

the performance improvements of GALS in terms of fairness (i.e., δCI and δPNT ) in Table 7.4.

In Table 7.3 and Table 7.4, we also present the performance improvement by GAbest to demonstrate

the effectiveness of our algorithmic design (i.e., chromosome representation, fitness function design,

etc.) and to validate our primary experimental results, which we have presented in Chapter 4, for

finding the best combination of operators and parameter values for GA-based DSA.
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Figure 7.5: Performance comparison of DSA approaches in terms of various QoS parameters
considering 5 CR users per channel
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Figure 7.6: Performance comparison of DSA approaches in terms of various QoS parameters over
varied number of CR users considering 10 channels
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Figure 7.7: Performance comparison of DSA approaches in terms of various QoS parameters over
varied number of channels considering 100 CR users
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Figure 7.8: Performance comparison of DSA approaches in terms of various QoS parameters over
varied network topologies presented in Table 7.1
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Figure 7.9: Performance comparison of DSA approaches in terms of various QoS parameters over
varied number of connections per CR user considering topology 4 in Table 7.1
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Figure 7.10: Performance comparison of DSA approaches in terms of various QoS parameters over
varied data rates cconsidering topology 4 in Table 7.1
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Table 7.3: Performance improvements by GAbest and GALS compared to DCG, G-GCA, H-GCA,
GT, and GA

(a) Pertinent to the performance comparison presented in Figure 7.5

Algorithm Network Throughput Packet Delivery Ratio Packet Drop Ratio End-to-end-delay
in com-
parison

GAbest GALS GAbest GALS GAbest GALS GAbest GALS

DCG [14] 13 19 9 14 28 38 23 31

G-GCA
([15], [18])

16 23 11 17 25 35 22 31

H-GCA
([18], [21])

10 16 9 14 22 32 17 26

GT [56] 8 14 7 9 12 24 13 22

GA [57] 5 11 6 12 10 21 7 17

(b) Pertinent to the performance comparison presented in Figure 7.6

Algorithm Network Throughput Packet Delivery Ratio Packet Drop Ratio End-to-end-delay
in com-
parison

GAbest GALS GAbest GALS GAbest GALS GAbest GALS

DCG [14] 10 15 12 17 28 36 23 31

G-GCA
([15], [18])

13 18 14 19 26 34 21 29

H-GCA
([18], [21])

7 13 9 14 25 33 16 24

GT [56] 6 11 7 12 13 22 13 21

GA [57] 5 10 5 10 12 21 7 16

(c) Pertinent to the performance comparison presented in Figure 7.7

Algorithm Network Throughput Packet Delivery Ratio Packet Drop Ratio End-to-end-delay
in com-
parison

GAbest GALS GAbest GALS GAbest GALS GAbest GALS

DCG [14] 14 21 8 13 27 37 30 37

G-GCA
([15], [18])

17 24 9 14 27 37 29 35

H-GCA
([18], [21])

9 15 8 13 24 35 22 28

GT [56] 5 11 6 11 12 25 20 26

GA [57] 5 11 5 10 7 21 6 13



CHAPTER 7. PERFORMANCE EVALUATION 71

Table 7.3: Performance improvements by GAbest and GALS compared to DCG, G-GCA, H-GCA,
GT, and GA (continued)

(d) Pertinent to the performance comparison presented in Figure 7.8

Algorithm Network Throughput Packet Delivery Ratio Packet Drop Ratio End-to-end-delay
in com-
parison

GAbest GALS GAbest GALS GAbest GALS GAbest GALS

DCG [14] 11 18 10 14 28 36 22 31

G-GCA
([15], [18])

16 22 11 16 24 32 22 31

H-GCA
([18], [21])

7 14 8 12 19 31 16 25

GT [56] 6 13 7 11 9 19 12 22

GA [57] 4 11 5 15 9 18 7 17

(e) Pertinent to the performance comparison presented in Figure 7.9

Algorithm Network Throughput Packet Delivery Ratio Packet Drop Ratio End-to-end-delay
in com-
parison

GAbest GALS GAbest GALS GAbest GALS GAbest GALS

DCG [14] 10 17 16 22 24 36 24 31

G-GCA
([15], [18])

13 20 14 21 26 37 23 31

H-GCA
([18], [21])

7 13 9 14 19 31 17 25

GT [56] 6 12 5 11 12 25 16 24

GA [57] 4 11 5 15 11 24 8 17

(f) Pertinent to the performance comparison presented in Figure 7.10

Algorithm Network Throughput Packet Delivery Ratio Packet Drop Ratio End-to-end-delay
in com-
parison

GAbest GALS GAbest GALS GAbest GALS GAbest GALS

DCG [14] 28 40 9 15 26 35 21 31

G-GCA
([15], [18])

39 50 11 15 29 39 24 33

H-GCA
([18], [21])

10 20 8 12 24 34 17 27

GT [56] 8 17 7 11 7 19 13 24

GA [57] 10 19 5 10 9 20 11 22
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Table 7.4: Performance improvement (%) by GAbest and GALS in terms of fairness

(a) Pertinent to the performance comparison presented in Figure 7.5

Algorithm in comparison
δPNT δCI

GAbest GALS GAbest GALS

DCG [14] 73 80 20 30

G-GCA ([15], [18]) 72 80 18 28

H-GCA ([18], [21]) 66 76 9 20

GT [56] 22 43 6 17

GA [57] 30 49 13 24

(b) Pertinent to the performance comparison presented in Figure 7.6

Algorithm in comparison
δPNT δCI

GAbest GALS GAbest GALS

DCG [14] 69 79 17 30

G-GCA ([15], [18]) 67 78 16 28

H-GCA ([18], [21]) 63 75 11 25

GT [56] 20 44 10 24

GA [57] 19 44 8 22

(c) Pertinent to the performance comparison presented in Figure 7.7

Algorithm in comparison
δPNT δCI

GAbest GALS GAbest GALS

DCG [14] 67 80 21 27

G-GCA ([15], [18]) 67 79 20 27

H-GCA ([18], [21]) 65 78 5 12

GT [56] 30 55 5 13

GA [57] 28 55 15 23

(d) Pertinent to the performance comparison presented in Figure 7.8

Algorithm in comparison
δPNT δCI

GAbest GALS GAbest GALS

DCG [14] 71 79 19 28

G-GCA ([15], [18]) 70 79 17 27

H-GCA ([18], [21]) 64 74 7 18

GT [56] 18 38 5 15

GA [57] 26 44 13 22



CHAPTER 7. PERFORMANCE EVALUATION 73

Table 7.4: Performance improvement (%) by GAbest and GALS in terms of fairness (continued)

(e) Pertinent to the performance comparison presented in Figure 7.9

Algorithm in comparison
δPNT δCI

GAbest GALS GAbest GALS

DCG [14] 61 75 21 27

G-GCA ([15], [18]) 65 78 21 28

H-GCA ([18], [21]) 63 77 10 17

GT [56] 31 55 5 11

GA [57] 21 49 6 14

(f) Pertinent to the performance comparison presented in Figure 7.10

Algorithm in comparison
δPNT δCI

GAbest GALS GAbest GALS

DCG [14] 65 79 15 33

G-GCA ([15], [18]) 66 79 14 32

H-GCA ([18], [21]) 61 77 11 30

GT [56] 21 50 11 30

GA [57] 13 46 9 28

According to the illustrations in Figure 7.5 through Figure 7.10, Table 7.3, and Table 7.4, we

summarize the findings of our simulation results below:

• In general, GA and GT perform slightly better than G-GCA and H-GCA, whereas, GAbest

performs better than GA and GT. On the other hand, GALS always achieves significantly

better performance than all these algorithms under comparison.

• GALS achieves marginally better performance compared to GAbest in smaller networks (i.e., with

relatively less number of CR users). However, in larger networks, GALS achieves much better

performance compared to GAbest. In addition to improved performance, GALS demonstrates

more consistent performance with varying network scenarios compared to the state-of-the-art

algorithms.

• According to Table 7.3, GALS achieves consistent performance improvement compared to the

state-of-the-art DSA algorithms over all the simulation cases. Overall, GALS achieve 10− 50%,

10−22%, 18−39%, and 13−37% improvement on average network throughput, packet delivery

ratio, packet drop ratio, and end-to-end delay, respectively, compared to the state-of-the-art

DSA algorithms.
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• The job of DSA becomes more challenging with an increasing number of connections per CR

users, which is evident from the simulation results in Figure 7.9. Here, network performance

of CRNs, particularly in terms of average end-to-end-delay, packet drop ratio, and fairness,

degrade significantly. Here, as shown in Table 7.3(b), GALS achieves up to 20%, 22%, 38%, and

31% improvement on average network throughput, packet delivery ratio, packet drop ratio, and

end-to-end delay, respectively, compared to the state-of-the-art DSA algorithms.

• Although performance improvement of GALS in terms of average network throughput, packet

delivery ratio, packet drop ratio, and end-to-end delay is quite good, its performance in terms

of fairness is rather significant. As Figure 7.5 through 7.10 suggest, GALS achieves much lower

values of δPNT and δCI , resulting in more fair DSA operation in CRNs. According to Table

7.4, GALS achieves up to 80% and 33% improvement on δPNT and δCI , respectively. Therefore,

we find that GALS achieve improved per-node throughput and fairness in channel utilization

compared to other state-of-the-art approaches.

• In Chapter 4, we have presented our chromosome representation, designed our fitness function,

and performed thorough experimentations to find out the best operators and parameter values

for GA based DSA. Significant performance improvement of GAbest compared to G-GCA, H-

GCA, GT, and GA, presented in Table 7.3 and Table 7.4, exhibits effectiveness of our algorithmic

design and thus validates our primary experimental results.

• In all the simulation cases, GALS achieves better performance than GAbest. This improved

performance further demonstrates effectiveness of our novel genetic operators.

We have already presented the improved performance of GALS in terms of convergence in Table

5.1 (Chapter 5). With all these results and observations mentioned above, we conclude that our hybrid

algorithm GALS performs significantly better than other state-of-the-art algorithms. In particular,

fairness is known to be a difficult parameter to improve in distributed CRNs [7], as many state-

of-the-art algorithms are known to perform worse in terms of this parameter ([7], [40]). GALS

demonstrates remarkable performance improvement on fairness of the network (both in terms of per-

node throughput and channel utilization). Therefore, GALS is a highly scalable and efficient DSA

algorithm for multi-channel single-radio CRNs, that ensures network fairness in addition to achieving

better performance in terms of other QoS parameters as well.
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Conclusion

Various stochastic and classical approaches perform DSA in CRNs, however, these approaches exhibit

different pros and cons while operating in a network. We propose to exploit a synergy between the

two types of approaches to overcome those limitations. Consequently, in this paper, we proposed a

hybrid technique (GALS) for multi-channel single-radio CRNs.

In this paper, first, we thoroughly investigate the performance of traditional genetic operators,

which eventually leads us to designing novel hybrid genetic operators. These novel hybrid genetic oper-

ators strike a delicate balance between classical and stochastic searching. We evaluate the performance

of our proposed hybrid technique using discrete event simulator. Simulation results demonstrate sig-

nificant performance improvement in terms of various performance metrics using our approach over

state-of-the-art approaches. Specially the performance improvement in terms of fairness, a challenging

and well-researched metric for distributive CRNs, using our proposed approach is significant (up to

79%).

In our simulation, we use CRCN simulator, which is based on ns-2. Before using, we perform

several modifications that are necessary to mimic real CRN environment. These modifications can be

exploited in future research studies pertinent for implementing and testing new DSA algorithms.

We plan to extend our work for multi-radio CRNs in future. Our plan covers exploring energy

considerations in CRNs. Finally, design of efficient and scalable DSA algorithms for CRNs having

mobile users (random movements as in MANETs and constrained movements as in VANETs) is

another research topic we want to explore in future.
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