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ABSTARCT

Microprocessor technology has opened a new frontier in the automation of
industrial process controls. Interest has been growing in microprocessor based
pulse width modulator ( PWM ) schemes in recent years. Among the several
methods such as dedicated analogi digital, dedicated digital and microprocessor
method of implementation, the last one offers several advantages. PWM
inverters are used in a wide variety of industrial process such as uninterruptable
power supplies (UPS), variable speed drives etc. The popularity is mainly due to
the capability of these inverters permitting control of voltage, frequency and
harmonic content in a single power stage. These inverters employ only one dc
source with small filters at both ends of the inverter. The voltage and
frequency of these converters can be changed according to need by varying gate
or base drives of the static switches of a particular converter. The output
waveforms are nonsinusoidal in nature and the harmonic components
generated are detrimental to applications in terms of losses. These are also
detrimental to the power supply utility in terms of line harmonics injection.
Various methods have so far been used to minimize harmonics in inverters and
one of the best methods is sine pulse width modulation (SPWM). In the era of
microprocessor control and automation, there has been a constant effort by
researchers to incorporate PWM switching in various static power converter/
controller in order to obtain optimized operation. For real time implementation
of PWM waveforms using microprocessor, there are different techniques of
realization depending on the type of modulation process. The basic hard wares
and softwares get modified depending on the technique of realization and the
type of PWM waveforms. The techniques reported so far lack generality. The
purpose of this research is to investigate the possible on-line computation and
decision making for the generation of gating pulse to implement SPWM
switching of an inverter.
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INTRODUCTION TO MICROPROCESSOR CONTROL

Microprocessors have profoundly influenced the technology of power electronics
and drive systems. Their use brought simplification of hardware with improved
reliability and permitted performance optimization combined with powerful
diagnostic capability. The performance of microcomputers in terms of functional
integration, improvements of architecture and speed is continually improving since
their introduction at the beginning of 1970's. Super microcomputer featuring
number of devices approaching millions on a chip [1] and having only few
nanoseconds instruction cycle time are now available.

Microprocessors have been accepted in the controi of power electronics and drive
system and the spectrum of their application is growing continuously. The impact is
significant in the context of industrial automation. Microcomputer is not only
providing high level factory automation, but also playing a vital role in the control
of lower level power electronics and motion control systems [2 - 7 ].

The first generation of microprocessors used 4-bit architecture which were quickly
superseded by more widely used 8-bit microprocessors. Gradually 16-bit
microprocessors appeared and now 32-bit microprocessors are available with a
tremendous speed like 100 MHz [8]. In modern VLSI era, a severe competition is
taking place between general purpose VLSI microcomputers and dedicated custom
and semicustom design VLSI controllers.

1-1 POWER ELECfRONICS AND MICROPROCESSOR'S

In the beginning of the microprocessors era, microprocessors were essentially used
for implementation of logic control functions. They functioned as a Boolean
synthesizer for programmable logic control applications. As microprocessor
improved in bit size, execution time, and hardware functional integration their
application gradually expanded to general control systems. In power electronic
system, the functions of microprocessor can in general be categorized as follows:

• Control of feedback loops.
• Gate firing control of phase-controlled converters.
• PWM or square wave signal generation for inverters.
• Optimal and adaptive control.
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• Estimation of feedback signaL
• General sequencing controL
• Protection and fault overriding controL
• Signal monitoring and warning
• Data acquisition.
• Diagnostics
• Miscellaneous computation and control.

Some of the above functions are reviewed in the' following section.

Programmable time delay:- A microprocessor can easily generate time delays by
software up counting or downcounting principles. In down counting, for example, a
memory location can be preloaded with a digital number and decremented
periodically until the location clears. Similar time delay can be generated by
hardware timer located in the microcomputer. At clear, the timer can generate an
interrupt signal which may execute a subroutine or start an external event. In
multitasking operation, a microcomputer may generate several sampling time
intervals.

Pulse Width Modulation (PWM) :- A microprocessor can generate a PWM signal for
choppers or inverters ( DC to DC converter are known as chopper and DC to AC
converters are known as inverter). In chopper control, programmable pulse widths
can be generated proportional to digital words through a hardware or software
downcounter. There may be several techniques for inverter PWM signal generation.
Look-up tables of digital words corresponding to pulse and notch widths at different
magnitudes of fundamental voltage can be stored in memory location and then
converted to a PWM pulse train with the help of down counters. The counter clock
frequency is directly related to the fundamental frequency so that time intervals
match the angular intervals. The look-up tables may be based on a selected
harmonic elimination or minimum rms ripple current for a specified load.

Monitoring and Warning:- Monitoring of software parameters by digital display is
very convenient because the parameters are available in the microprocessor
memory. A number of software system variables can be monitored through a
diagnostic instrument during system debugging. If some variables tend to exceed the
safe limits, audio visual signals can be generated. If the operator fails to take the
appropriate action, the system may be shutdown automatically.
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Protection and Fault Overriding Control:- The system fault protection, and in some
cases, fault preventing control can be assigned to a microprocessor. If the protection,
is very time critical in nature, such as inhibiting base drive signills of transistors for,
overcurrent protection, it has to be designed with a dedicated hardware. A fault

I .
overriding control can be designed on the basis of detailed analysis of the system.

Test and Diagnostics:- A microprocessor can be used to perform various tests in a
power electronic system. The data captured in data acquisition systems can be used
to calculate the performance curves, such as torque, efficiency,power factor, etc., as a
function of load and speed of the drive system. On-line parameter estimation can
also be done on the system. At different steady state operating points of a nonlinear
system, small perturbation signals can be injected, and the response can be analyzed
to determine. the structure, poles, zeroes, and gain of the systems. Powerful
diagnostic software can be designed to identify fault in the microcomputer's
hardware, software, and system components. Some amount of diagnostics is built
into the application program, and is exercised in real time to identify fault during
the running condition of the system. A separate microcomputer can be used if more
sophisticated diagnostic tests are desired. Diagnostics can be designed for both On-
line and OFF-lineapplications.

1-2 ADVANTAGESAND LIMITATIONSOFMICROPROCESSORS

Microprocessors, have s~me merits and limitations which can be summarized as
follows,

Hardware Cost:- The simplification of control hardware and the corresponding
reduction in cost is the principal advantage of microcomputer control when
compared to analog control. This trend is evident as microcomputer speed is
improving and more functions with increased volume of each function are being
integrated. Custom or semicustom VLSIchips with the integration of total control
hardware for specific applications in large volume production can be very
economical. Smaller size and less weight with reduced power consumption's are
additional advantages..

Improved Reliability:- System reliability or MTBF( mean time between failures)
can be considerably improved by microprocessor control. The reliability of an LSI or
VLSIchip is considerably higher than that of electronic circuit with a large number
of electronic components. Past experience has shown that a microprocessor has a
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much higher reliability than other components of power electronics. The reliability
can be enhanced by temperature derating and by using military specification
components at increased cost.

EMI Problems:- High level integration of microprocessor avoid coupling of large
voltage and current transients in a power electronic system. Only nominal
shielding of controller is sufficient. Noise coupling through power supply and
signals can be minimized providing good analog and digital filtering.

Drift and Parameter Variation:- Digital signal processing eliminates signal drift and
parameter variation effects which are prevalent in analog controllers. Digit;;ll
computation is almost 100% accurate, and truncation and overflow problem can be
avoided by appropriate scaling.

Compatibility with Hierarchical Digital Control:- Microprocessor control of local
power electronic systems permits compatibility with higher level and lateral control
systems. In automated industrial environment, for example, the bi-directional
communication between local and host microcomputers, and among local
microcomputers for control and diagnostics become important.

Universal Hardware and Software:- Universal hardware can be designed for certain
class of systems where software can be modified to satisfy the subclass specifications,
for example, all voltage-fed inverter drives can have the same controller hardware
with different performance specifications incorporated by software modification.
The additional advantage of software control is that it is flexible and can be easily
upgraded as the performance requirement changes.

Diagnostics:- An additional advantage of microcomputer control is that powerful
diagnostic software can be designed which can be used by a semiskilled technician,
and system downtime can be reduced. In addition, data acquisition, signal
monitoring, warning and displays can be provided.

Sluggish computation:- A microprocessor implementation of a function is slower
than dedicated analogi digital hardware control. The reason is that a microprocessor
computes a function in a serial manner, whereas, dedicated hardware signals are
processed in parallel paths. If a microprocessor handles multiple tasks, time has to
be allocated for each task in a multiplexed manner. This slows down the execution
speed. Large sampling delay causes deterioration of performance and may cause
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stability problems in feedback loops. Microcomputers are being made available with
faster and faster computation capability and the assistance of the dedicated hardware
can considerably enhance execution speed.

Quantization Error:- The signals in a physical system are analog in nature, and
when these are interfaced with a microcomputer by A/D and D/ A converter there
is a finite quantization error. The distortion of analog signals due to quantization
and sampling delay may be evident if a sine wave voltage is sampled by an A/D
converter and then displayed back through a D/ A converter. The quantization error
can be minimized by increasing the bit size of the microcomputer and signal
converters.

Lack of Access to Software Signals:- Microprocessor control does not provide easy
access to software signals for monitoring of a hardware controlled system.
Diagnostic and debugging instruments may have to be custom designed for this
purpose.

Software Developments May Be Expensive:- Software development require expert
assistance and is time consuming, and thus expensive. The additional cost may be
justified from the viewpoint of overall advantages. The incremental cost for high
volume production items may not be very noticeable.

1-3 OVERVIEWOF MICROPROCESSOR CONTROL STRATEGY

The microprocessor-based digital control technique has become indispensable with
the growing requirements for enhanced supervising capability and better control
performance in modern control systems. It has largely contributed to provide them
with powerful RAS (Reliability, Availability and Serviceability). It can also
contribute to the practical application of the advanced control techniques such as the
ones based on the modern control theory. The trend is found not only in the rising
industrial application in the form of robot control and factory automation and so
forth but also in the replacement of plants in the established industries. The
distinguished features obtained by microprocessor application are as follows:

Standardization of hardware:

.The control system using a microprocessor can be standardized and modification or
replacement can be done flexibly in software's to cope with the variation of the
specifications.
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Compact and light weight:

The controller apparatus having microprocessor control is more compact and light
weight than conventional apparatus because the programmed microprocessor can
replace (the logic sequence of the power circuit in place of) the auxiliary relays or
interlocks of line switches and power break changeover switches etc.

Low maintenance cost:

Digital control system using microprocessor requires no adjustment. As a result, it is
possible to reduce maintenance costs.

Self-check function:

The microprocessor not only controls the control circuit but also tests itself and finds
out wrong section through self-checking program. This function saves the time for
trouble shooting.

Monitoring function: .

The programmed microprocessor observes the condition of control circuit. Observed
data may be stored in memory repeatedly and used to find out the cause of the
trouble in the service. The microprocessor can also be used to inform the operator
immediately what to do in case of trouble.

1-4 REVIEW OF PWM TECHNIQUES

In many industrial applications, it is often required to control the output voltage of
inverters (1) to cope with the variations of dc input voltage, (2) for voltage
regulations of inverters, and (3) for constant volts /frequency control requirements
[9-14]. PWM inverters are used in a wide variety of industrial processes such as
uninterruptable power supplies, static frequency changers and variable speed drives.
A practical circuit of an inverter is shown in figure 1.1. This arrangement is an UPS
system, which consists of a dc source, inverter and bridge rectifier. In case of power
failure the battery supplies the inverter ( if the gating signals are available thyristor
T1 and T4 conducts for negative half cycle of the load current and T2 and T3
conducts for the positive half cycle of the load current) which ensures uninterrupted
power supply at load. When the main ac supply is available, the bridge rectifier
(diode 01 and 04 conducts during positive half cycle of the ac input and diode 02
and 03 conducts during negative half cycle of the ac input and capacitor C acts as a
filter to smooth the output of bridge rectifier) charges the battery Vs and the
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+

Main supply

03

c

Figure 1.1 Arrangement of an UPS system

inverter takes power from from main supply through bridge rectifier. In this
arrangement, the inverter has to operate at the fundamental output frequency. The
outputs of normal inverters are non sinusoidal( square wave, semi square wave) in
nature and contains harmonics .. The harmonic contents are detrimental to the
applications in terms of losses. They are also detrimental to the power supply utility
in-terms of line harmonic injection and requires large output filter to eliminate low
order harmonics. This can be improved by employing a PWM inverter to reduce the
output transformer size. in PWM switching the output voltage and frequency can be
changed according to the need by varying the gating pulse of a particular converter.
Switches are operated at higher frequencies. High frequency switching causes the
dominant harmonic to occur at higher frequency which is odd integer multiple of
the fundamental frequency and reduces the output filter size. PWM inverters are
capable of controlling voltage, frequency, and harmonic contents in a single power
stage [15-17,2-6,12].

In the pulse width modulation technique the switches of the power converters are
operated at higher frequencies according to a particular pattern so as to produce
pulses of varying widths at the output of the inverter. The earliest modulation
technique applied to inverter operation are single pulse modulation and the
multiple pulse modulation [ 18-22, 6,17]. In single pulse-modulation control, there is
only one pulse per half cycle of the reference wave and the width of the pulse is
varied to control the inverter output voltage or power. Figure 1.2 shows the

7



generation of gating signals and output voltage of single phase full bridge inverter.
The gating signals are generated by comparing a rectangular reference wave, of
amplitude Ar with a triangular carrier wave of amplitude Ac.The frequency of the
reference signal determines the fundamental frequency of the output voltage. By
varying Ar from 0 to Ac the pulse width Il can be varied from 0 to 180 degree. The
dominant harmonic is the third, and the distortion factor increases significantly at
low output voltage [23-24,5, 7]. The harmonic content can be reduced by using
several pulses in each half cycle of output voltage. The generation of gating signals
of multiple pulse PWM for turning ON and OFF the inverter switches are shown in
figurel.3. The frequency of the reference signal sets the output frequency fc and the
carrier frequency fo determines the number of pulses per half cycle, N. The order of
harmonics is the same as that of single pulse modulation. The distortion factor is
reduced significantly compared to that of single-pulse modulation. However, due to
large number of switching per half cycle the switching loss would increase. With
larger values of N the amplitudes of the lower harmonics would be lower but the
amplitudes of the higher order harmonics would increase. These techniques are
capable of providing inverter output voltages with low harmonic contents.

Among several PWM. techniques, sinusoidal pulse width modulation [SPWM] is
common. At the beginning two different types, namely the synchronous and
asynchronous sine pulse width modulation scheme were used for switching power
converters [25- 31, 12,16, 24]. In sine pulse width modulation , instead of
maintaining the width of each pulse same ( as in the case of multiple-pulse
modulation) the width of each pulse is varied in proportion to the amplitude of a
sine wave evaluated at the center of the same pulse. The distortion factor and lower
order harmonics are reduced significantly [32- 34,6-12,23]. The gating signals as
shown in figure 1.4, are generated by comparing an isosceles triangular carrier wave
with the sine wave signal. The crossover points determine the points of
commutation. Except at low frequency range the carrier is synchronized with the
modulating signal, and an odd integral (multiple of three, five etc.) ratio is
maintained to improve the harmonic content. The fundamental output voltage can
be varied by variation of the modulation index [35-36,12,22-34].It can be shown that
if the modulation index is less than unity, only carrier frequency harmonic with the
fundamental frequency related side bands appear at the output. The voltage of
inverter can be increased by changing modulation index until maximum voltage is
obtained in square wave mode. The distortion factor is significantly less compared to
that of multiple-pulse modulation. This type of modulation eliminates all the
harmonics less than or equal to 2(N - 1). The output voltage of an inverter contains
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harmonics. The PWM pushes the harmonics into a higher frequency range around
the frequency fc and its multiples, that is, around harmonics mf, 2mf, 3mf and so on.
For drive applications, the fixed frequency modulation was found to be problematic
at different frequencies. Over modulation is normally avoided in applications
requiring low distortion [i.e. uninterruptable power supplies (UPSs)].

In order to overcome the drawbacks of ordinary sine pulse width modulation in
drive applications, variable ratio PWM schemes were introduced. Three distinct
sinusoidal pulse width modulation schemes are in use for inverters [37-41,2-4,6-19].
They are the 1) Natural sampled, 2) Symmetric regular sampled and 3) Asymmetric
regular sampled PWM. In regular sampling method sine wave was replaced by a
sampled or stepped sine wave. The stepped sine wave is not a sampled
approximation to the sine wave. It is divided in specified intervals, say 20°, each
interval being controlled individually to control the magnitude of the fundamental
component and to eliminate specific harmonics. This type of control gives low
distortion but higher fundamental amplitude compared to that of normal PWM
control. This method is very popular in microcomputer implementation [42-43,3-9,
37-39]. On the other hand the optimized PWM wave form do not follow well
defined modulation process [44,39-43]. This PWM approach is based on certain
performance criteria [45,30,32,35].As a result of the developments of microprocessor
technology in recent years, the implementation of optimized pulse width
modulation for switching inverters has become feasible [46,41,4]. The technique of
selected harmonic elimination PWM has received wide attention recently. In this
method the notches are created at predetermined angles of the square wave which
permits voltage control as well as elimination of selected harmonics. The notch
angle can be programmed so that the rms ripple current for a specified load
condition is minimum. The microcomputer is specially adaptable to this type of
PWM, where look-up table of the angles are stored in the ROM.

In current PWM scheme the feedback current tracks the reference current wave
within a hysteresis band. Two types of PWM strategies have been reported recently
for inverter operation. They are bang-bang sample PWM technique and the delta
modulation ( DM ) technique. The principal of bang-bang sampling is based on the
motor output current hysteresis comparison with a reference wave form to generate
the modulated wave form [47, 41-46]. In recent years delta modulation has been
finding its way for generating switching wave forms for converters [48,39,28]. In
delta modulation a triangular wave is allowed to oscillate within a defined window
above and below the reference sine wave Ar . The inverter switching function
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which is identical to the output voltage Vo is generated from the vertices of the
, ,

triangular wave Acas shown in figure 1.5. It is also known as rysteresis modulation.
I

If the frequency of the modulating wave is changed keeping the slope of the
triangular wave constant, the number of pulses and the pulse width of the
modulated wave would change. The fundamental output voltage can be uplo 1.27Vs
[49,6]and is dependent on the peak amplitude Ar and frequency fr of the reference
voltage. The delta modulation can control the ratio of voltage to frequency of an
inverter which is a desirable feature in ac motor control. The analysis and the
applications of the PWM inverters in drives are also important areas of research
[50,21,27,36].However, due to the complexity of modulation process, a general
approach for such studies have not been developed.

Typical analog SPWM circuit requirements:- The following functional blocks are
essential for the implementation of a analog SPWMcircuit.

• Carrier wave generation
• Reference sine wave generation
• Modulator
• Logic circuit

The basic principle can be explained using the block diagram presented in figure 1.6,

Control Voltage T1
Voltage control

oscillator Logic T2
Circuit

Triangular T 11

wave T22
generator

Figure 1.6, Block diagram of analog SPViM gating pulse generation

Applying control voltage to the input of voltage control oscillator sine wave can be
generated. Similarly from function generator we can get triangular wave of
required frequency. These two signals are then compared using a modulator (
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Usually an OP-AMP) . The hardware required for generation of the reference sine
wave and carrier triangular wave are available in [51-56]. The process of generation
of gating pulse Tv T2, Tn, and T22 were described in chapter three. It may appear
simple but the synchronization of reference wave and carrier wave is difficult to
implement. This problem is more acute for three-phase implementation. The
generation of three-phase sine wave and triangular can be explained by the block
diagram presented in figure 1.7.

yeo Integrator 3-phase

120' ;. Triangular555 Phase 120(

Divide by counter to shifter Phase \'iTave
Timer generate squarewave 0

modulating frequency '20' 3-phase
120~ ~has~ sme

triangular phase
shifter wave

Integrator to sine
shaper

Figure 1.7 Block diagram of a 3-phase triangular an~ sine wave generation.

To mitigate the synchronization problem reference wave is usually generated from
carrier wave, employing divide by counter to scale down the carrier frequency to
reference frequency. For three phase generation 120 degree phase shift networks are
needed for both carrier and reference wave signals. Triangular to sine shaper is
needed to generate sine wave. The problem at this stage is that 120 degree phase shift
network offer poor performance for variable frequency operation. Additional
compensation and adjustment techniques are needed for this purpose. Three phase
variable frequency reference wave of 5-200 Hz are usually essential in ac motor
controllers. The low variable frequency sinusoidal signal is used in the control
circuitry of cycloinverters and pulse-width modulated inverter. A number of
techniques have been reported in literature's. These can be classified as: a) analog b)
digital c) hybrid and d) analog computer techniques method. The main
disadvantage of these methods is that the control circuitry for low frequency sine
wave generation are very complex. The sine wave generated using the principle
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described above are not totally distortionless. Moreover, sine wave generated by
sine shaping of the triangular wave have unsymmetrical rising and falling edge
slope. For three-phase implementation the mentioned problem are to be solved
and the required adjustments and compensation are to be provided. Additionally a
logic circuit is needed to obtain the gating pulses for the static switches. The circuit
and the timing diagram is also available in [56]. For three-phase implementation
three identical units are needed and became costly and poor in respect of
performance for variable frequency operation.

Need for microprocessor implementation:- An analog control scheme has several
disadvantages: Non linearity of speed sensor, Temperature dependency, drift and
offset. Once a control circuit is built to meet certain performance criteria, it may
require major changes in the hardwired logic circuits to meet other performance
requirements. On the other hand microprocessor implementation of this is straight
forward. A microcomputer control reduces the size and cost of hardware, improves
reliability and control . The control scheme is implemented in software and is
flexible to change the control strategy to meet different performance characteristics
or to add extra control features. A microcomputer can also perform various
desirable functions: on/off of the main power supply, start/stop of the control
system, speed control, current control, monitoring the control variables, protection
and trip circuit, diagnostics for built in fault finding and communication with a
supervisory computer.

1-5 THESIS OBJEcrIVES AND OUTLINES

For real time implementation of wave forms using microprocessors, there are
different techniques of realization depending on the type of modulation process
[57,2,22-34]. The basic hardware and software get modified depending upon the
technique of realization and the type of PWM wave form. Hence the PWM
technique though useful lacks generality. Further, at higher frequencies, the PWM
wave form resulting from the techniques described in "Review of PWM
techniques" suffer from the harmonic distortion due to shifting of edges of PWM
pulses [57,14, 41-49]. The objective of this study is the "Microprocessor
implementation of SPWM wave forms generation to control an inverter".

a) A technique is studied to find the switching points of a sine pulse-width
modulated wave. This technique will enable probable On-line implementation
of the modulation scheme in variable frequency operation of inverters.
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b) Knowledge of the switching point is used to study harmonics of inverter
outputs. The harmonic analysis is carried out by Fast Fourier Transform.

c) A selection was done by observing three dimensional spectral analysis for
carrying out the experiment of inverter wave forms for a particular
fundamental frequency based on number of carrier wave per half cycle, the.
harmonic contents of the modulated wave forms at different carrier frequency
and at different modulation index to make judicious selection for fundamental
voltage available at the inverter output.

d) Experimental implementation and verification of the result.

A novel method of finding switching points of a SPWM inverter wave forms has
been proposed during this research. For the wave form analysis discrete Fourier
transform has been used on the sampled wave forms. This type of wave form
analysis is also suitable for on-line spectral estimation and sub harmonic detection
of PWM wave forms [57,54]. The On-line spectral estimation will enable judicious
selection of carrier frequency based on spectral contents and will be useful for close
loop implementation of SPWM. This part of the study was not done during this
research. Study and analysis of the proposed technique is described in chapter two.
Implementation details and the experimental results are summarized in Chapter
Three. Chapter Four concludes the thesis with statements on achievements and
recommendation for future work.
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ANALYSIS OF SINE PULSE-WIDTH MODULA nON

In Sinusoidal pulse-width modulation ( SPWM ) the width of each pulse is varied
in proportion to the amplitude of a sine wave evaluated at the center of the same
pulse. The gating signals as shown in figure 2.1 are generated by comparing an
isosceles triangular carrier wave with a sine wave where the crossover points
determine the instances of commutation. Except at low frequency the carrier is
synchronized with the signal, and an odd integer (multiple of three, five etc.) ratio is
maintained to maintain defined harmonic content. The fundamental output
voltage can be varied by variation of the modulation index. It can be shown that if
the modulation index is less than unity only carrier frequency harmonic with the
fundamental frequency related side bands appear at the output [ 3,7,13-21]. It is
observed that the area of each pulse corresponds approximately to the area under
the sine wave between the adjacent midpoints of OFF periods. If Oi is the width of
the ith pulse, then the output RMS voltage can be calculated by,

"

N
OJva = Vs L (2.1)

. 1 1t
1=

The fourier co-efficient of the output voltage can be determined according to the
following equation.

An = a

N
2V. nOi [ (Oi ) ( Oi ) ]Bn = L - sin""2 sin n <Xi + 2 - sin n 1t + <Xi + "2

. 1 n1t
1=

for n = 1,3,5, etc

2-1INTRODUCfION:

(2.2)

Dc-to-ac converters are inverters. The function of an inverter is to change a de input
voltage to a symmetrical ac output voltage of desired magnitude and frequency. The
principle of a single phase inverter can be explained with figure 2.2. When only
thyristor Tl is turned ON for a period T/2, the instantaneous voltage va across the
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load is V5/2. If the thyristor T2 is turned for a time T/2, - V./2 appears at the load ..
the logic circuit should be designed such that T1 and T2 are not turned ON at the
same time. A variable output voltage can be obtained by varying the il")putd~ ... : ..
voltage. O.n the other hand, if the dc input voltage is fixed and it is not controllable,

Vs T1 D12 R

Vs Vo I I

2 T2 D2

Figure 2.2 Ha~ bridge inverter

a variable de output voltage can be obtained by varying the gain of the inverter,
which is normally accomplished by pulse-width modulation (PWM) within the
inverter. This chapter describes the analysis of SPWM inverter waveforms.
Modulation of static converter waveform is a common technique to minimize
harmonics and to achieve simultaneous voltage and frequency control. High
frequency switching reduces filter size of converters. Sine pulse-wi.dth modulation
is a popular technique of obtaining required gating pulse for different converter
configuration. Trapezoidal, Triangular and Delta modulation are other modulation
processes which are used in converter control. A number of methods has so far been
reported on the solution of switching points of SPWM inverter waveforms and
their subsequent use in studies like harmonic determination and performance
predictions of applications. However, most of the methods are mathematically
involved and computationally complex. A new technique for the solution of
switching points of SPWM inverter waveforms has been investigated in this
research. This method involves solution of a simple algebraic equation. Spectral
analysis has been carried out for single phase inverter waveforms. Proper choice of
modulation parameters like modulation index, carrier frequency can be selected
from the harmonic study presented in this chapter. On the basis of analysis features
of SPWM technique as applied to the inverters are summarized.
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2-2 MATHEMATICAL ANALYSIS OF SPWM:

Let us consider,

~
. Am
m
N
fm
fe
0,
ej
?tIN

Maximum magnitude of the carrier wave
Maximum magnitude of the modulating wave
Modulation index = Ar I Ae .

Number of carrier pulse per half cycle.
Frequency of the modulating signal.
Frequency of the carrier wave.
Width of the ith PWM pulse
Angular position of ith pulse.
Distance between successive pulses.

The modulating process ensures the following

Therefore the ith pulse w width ~ can be expressed as

OJ= Kj [~:] sinej = Kjm sinej

Where Ar sin ej is the modulating wave. From figure 2.3 we can write

Reference wave

(2.3)

t i.I

__ d~i

Carrier wave

t !"1

~========f=_Gaun_. '_"P_ll_l'_' __
Figure 2.3 Expended view of the gabng pulse in bme scale
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(2.4)

for falling edge slope we can write,

Where S = Slope of the carrier wave and is given by,

(2.5)

S
2NAc

It It
2N

(2.6)

Adding equation (2.4) and (2.5), We get,

(2.7)

But X2- X, = Oi and 0, = ki m sin ei. Comparing equation (2.7) with equation (2.3) We
can write,

(2.8)

from equation (2.7) and (2.8) we get,

A
K; = -t (sinx2 + sinx,) (2.9)

Assuming sinxl = sinx2 = sinei, which is absolutely correct for regular sampled
PWM, hence we can write,

sin XI+ sinx2 = 2 sin ei

By simplifying equations (2.6)- (2.9) we can write,

lti
Ki =N (2.10)

Putting the value of Ki the width of the pulses of the SPWM waveforms can be
expressed as,

It •
0; =N m sm 9i (2.11)
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The switching instance can be expressed as,

(2.12)

0;
2 (2.13)

2-3 INVERTER WAVEFORM SYNTHESIS:

The study of the performance of the inverter and their applications requires
knowledge of harmonics of the modulated waveforms. Waveform generated by
sine pulse-width modulation schemes has been analyzed by discrete Fourier
transform to find harmonics of inverter waveforms. The formulation of this
method of simulation and results of waveforms of single phase inverter and their
spectrum are presented. It is a well known fact that pulse width modulated
waveforms contain sub harmonics due to the concurrent presence of modulating
and carrier wave frequencies in the modulated waves [ 30-45,47,49]. The
conventional Fourier series analysis of such waveforms determine only the
frequency components which are multiples of the modulating frequency and ignore
the presence of sub harmonics. Fourier transform method takes into account
continuos spectrum and is not dependent on the period of the waveform under
study. As a result transform method would give sub harmonics of PWM waveforms
in its continuos spectrum. The analysis IS based on representing PWM waves by
gating function and subsequent FFT on the waveforms. In this approach, the pulse
width modulated waveforms are defined and simulated by gate functions and the
switching points of the waveforms. The switching points are obtained from the
solution of a equation (2.12) and (2.13) developed in the previous section. The
simulated waveforms are then sampled for discrete Fourier transform analysis. OFT
approach also has advantage of simplicity and adaptation in on-line harmonic
determination of the modulated waveforms by microcomputer. The method for
On-line harmonic estimation was not studied in this work.

2-4 NECESSITYOF OFT ANALYSIS OF PWMWAVEFORMS:

Theoretical works on pulse width modulated inverter waveform synthesis are based
on the ordinary Fourier series method [17-20, 26-41]. Spectral information of these
converter waveform is necessary for their design and performance study. Very few
papers, however, dealt with computer processing of actual waveforms for validation
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of simulated waveforms. Also harmonic analysis by the Fourier series does not
account for the sub harmonics present in the pulse width modulated waveforms.
These sub harmonics are inherent in all pulse width modulated waveforms because
they have components of modulating waveform and carrier waveform [11-16].
Therefore in order to study the nature of the modulated waveforms an approach is
taken towards the development of an workable method of spectral analysis based
on discrete Fourier transform (DFr).

2-5 DISCRETE FOURIER TRANSFORM (DFT) [ 57 1:

The Fourier transform pair for continuous signal can be written as,

x (f) = j x (t) e -j21tft dt
-~

x (t) = j X (f) e j21tft df
-~

for - ~ < f < ~ and - ~ <t < ~; and j = ..;::r

(2.14)

(2.15)

The analogous discrete Fourier transform pair that apply to the sampled versions of
these function can be written as,

N-1

X (K) = L x(n) e j27trnn/N (2.16)
n=O
N-1

x (n) = ~ L X(K) e -j27tmn/N (2.17)
k=O

Both X( K ) and x( n ) are complex series. When the expression e j27t/N is replaced by
the term WN, the DFT pairs takes the form

N-1
kn

X (K) = L x(n) WN (2.18)
n=O

N-1
1 .kn

x (n) = N L X(K) WN (2.19)
k=O
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Equation 2.18 and equation (2.19) can be denoted by transform pair

X(m) = D [x(n)]

x(n) = D -1 [ X (m)]

With the subscripts omitted from WN , the equation (2.18) can be written as,

X (0) = x (0)wo + x (1)WO+ + x (N-1) WO
X (1) = x (0)wo + x (1)WI + +x (N-1) WN.I

..................................................................... - .....

.......................................................................... .

X (N-1) = x (0)wo + x (1)WN.I+ + x (N-1) WN-12

(2.20)

(2.21)

(2.22)

Where X(O),X(1), X(N - 1) are the sample values of the signal x(t) at sampling
instances. The evaluation of the above form of DFf can be done either by a direct
method which is computationally time consuming or by Fast Fourier Transforms
(FFf) available to evaluate DFf [35,41-49].

2-6 DISCRETE FOURIER TRANSFORM OF PWM WAVE FORMS:

Discrete Fourier transform has been carried out on the sampled simulated wave
forms of the PWM inverter. The discrete Fourier transform pair representing the
continuous transform has been used in the detection of all frequency including the
sub harmonic of the modulated signal. To perform DFf analysis it is necessary to
define the output waveform interms of switching function (defined in gating
functions). Gating function can be defined as,

g (t, to, tI) = U ( t, to ) - U( t, tI )

Where,

g (t, to, tI) gate function starting at to and ending at tI

U ( t, to ) Unit step function starting at to.
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U ( t, t1 ) Unit step function starting at t1

=1 fort~t1

= 0 elsewhere.

Different waveforms thus obtained can be expressed as follows

swl = g (t, a(i), b(i»;

sw2 = - g ( t, a(i) + T/2, b(i) + T/2 ).
. . t(i) .

where, a(l) = 8(1) -""2 and b(J) = 8m + t(i)
2

(2.23)

(2.24)

The first step in evaluating spectral content of the modulated waveforms is to
simulate the waveforms at different frequencies, modulation index and number of
carrier waves per half cycle using the switching points obtained by solving the
equation developed in the previous section. The simulation was done using
MATLAB software and the program to simulate the waveforms are included in
Appendix-l and Appendix-2. Typical PWM waveforms thus obtained are shown in
figure 2.4.1 to figure 2.4.8 respectively. The magnitude spectra obtained for
waveforms of figure 2.4.1 to figure 2.4.8 are presented in figures 2.5.1 to 2.5.8
respectively. The summary of the result of the spectral analysis are presented in
table 2.1 to 2.4.

No. of carrier Harmonics occurs at Magnitude in P.U
pulse per half cycle. frequencv in Hz

10 1000 .05 .36 .36 .05
10 2000 .08 .17 .18 .07
10 3000 0.0 .905 .10 0.0
20 1000 0.0 .05 .07 0.0
20 2000 0.0 .375 .35 0.0
20 3000 0.0 .05 .05 0.0
30 1000 0.0 .05 .07 0.0
30 2000 0.0 .07 .06 0.0
30 3000 0.0 .35 .36 0.0

Table 2.1. Result of spectral analysis of SPWM wave for f = 50, m = .4 and N = 10, 20
and 30 respectively.
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No. of carrier Harmonics occurs at Magnitude in P.D
pulse per half cycle. frequency in Hz

10 1000 .05 .375 .35 .07
10 2000 .00 .10 .10 .07
10 3000 0.0 .07 .05 0.0
20 1000 0.0 0.0 0.0 0.0
20 2000 0.5 .375 .35 0.0
20 3000 0.0 .05 .05 0.0
30 1000 0.0 .05 .07 0.0
30 2000 0.0 .07 .06 0.0
30 3000 0.0 .35 .35 0.0

Table 2.2. Result of spectral analysis of SPWM wave for f = 50, m = .6 and N = 10, 20
and 30 respectively.

No. of carrier Harmonics occurs at Magnitude in P.U
pulse per half cycle. frequency in Hz

10 1000 .105 .375 .35 .12
10 2000 .08 .10 .10 .08
10 3000 0.5 .07 .07 0.5
20 1000 0.0 0.0 0.0 0.0
20 2000 0.1 .375 .35 0.12
20 3000 0.0 .05 .05 0.0
30 1000 0.0 .05 .07 0.0
30 2000 0.0 .07 .06 0.0
30 3000 0.0 .375 .35 0.0

Table 2.3. Result of spectral analysis of SPWM wave for f = 50, m = .8 and N = 10, 20
and 30 respectively.
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Modulation Index Harmonics occurs at Magnitude in P.U r

frequency in Hz

.4 1000 .105 .375 .35 .12

.4 2000 .08 .10 .10 .08

.4 3000 0.5 .07 .07 0.5

.6 1000 0.0 0.0 0.0 0.0

.6 2000 0.1 .375 .35 0.12

.6 3000 0.0 .05 .05 0.0

.8 1000 0.0 .05 .07 0.0

.8 2000 0.0 .07 .06 0.0

.8 3000 0.0 .375 .35 0.0

Table 2.4. Result of spectral analysis of SPWM wave for f = 50 Hz, N = 15 carrier
wave per half cycle and m =.4, .6 and .8 respectively.

The following properties of the PWM waveforms .are evident from spectral study.

• For PWM waveforms, fundamental voltage increases with increasing
modulation index when .other parameters are maintained constant. The
linearity remains in the modulation mode of operation. Variation of
modulation index thus provides a means for voltage variation. Beyond the
base frequency the modulated output goes into the square wave mode of
operations and remains in this mode for higher operating frequencies. The
fundamental component of square wave is constant and is given by (4Vs/7t)
volt.

• Increase in carrier frequency causes the dominant harmonics to occur at higher
frequency which is an integer multiple of the fundamental operating
frequency. This trend is shown in figures 2.6.1 to 2.6.5. The increase in carrier
frequency is limited by switching frequency of the static devices of the inverter.
Number of switching of these device increase as carrier frequency increases. As
a result carrier frequency increase is limited by the highest switching frequency
of the static devices of the converter.
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• Variation of frequency requires simultaneous voltage control and carrier
frequency control in drive application. Carrier frequency adjustment is
necessary to retain switching frequency of the devices / second within device
switching limit.

• A selection was done at different fundamental frequency, modulation index
. and at different number of carrier wave per half cycle to carried out the
experiment. The result of selection for experimental implementation of the
PWM are summarized in the table 2.5.

S1.No. Frequency Modulation index No. of carrier
wave/ half cycle

1 30 .4 35
2 40 .6 30
3 50 .8 25
4 60 .9 20
5 70 .9 15

Table 2.5 Result of DFT analysis.

48
I



CHAPTER
THREE,

MICROPROCESSOR IMPLEMENTATION OF SPWM



MICROPROCESSOR IMPLEMENTATION OF SPWM

3-1 INTRODUCTION

In the era of microcomputer control and automation it has been a constant effort of
the researchers to implement various PWM switching strategies to control static
power converters. For real time implementation of PWM waveforms using
microprocessor, there are different techniques of realization depending on the type
of modulation process. The implementation technique so far reported are based
on Transcendental equations relating PWM switching angles and lacks generality
when implemented by microcomputer [55]. The purpose of this thesis is to
investigate an easy solution method for finding switching instants of SPWM
waves and to generate gating pulse of a single phase inverter using switching
points found by the new method. It is hoped that the proposed solution technique
will enable On-line inverter control in future.

3-2 FORMULATION OF THE MICROPROCESSOR IMPLEMENTATION OF PWM

The major steps involved in the microprocessor implementation of PWM wave
are as follows:

• Calculation of switching instants and evaluation of ON time and OFF time of
the inverter switches.

• Choice of the hardware for the implementation of PWM.

• Calculation of switching instants and evaluation of ON time and OFF time.

• Development of software for the generation of PWM wave.

Figure 3.1.1 shows a typical SPWM wave having switching instants ti ( i =1 to N )
where N is the number of carrier pulse per half cycle. At each of these switching
instants the PWM waveform switches from logic '1' to logic '0' level or logic '0' to
logic '1' level. The switching instants for a modulation process can be found out by
an equation involving the modulation parameters i.e modulation index,
modulating frequency and the number of carrier wave per half cycle. For a given
modulating frequency and parameter the switching angles are represented in time
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scales in units of microseconds. The modulation process involved in generation of
SPWM is shown in figure 3.1.2 The expression for the ON time period is,

t--)
Gating signal

t
)

Corrunutation signal

! )

Figure 3.1.2 Typical s'Witchinginstant for SPWM inverter

m 1ti
TlON [i] = 2Nf sin N for 1 $ i $ (N - 1). (3.1)

wordcntON [i] = TlON [i] • fclod< (3.2)

We also know that,

and the OFF time period is,

TlOFF [i] = Ti [1]

TlOFF [i] = Ti [i + 1] - Tl [i]

where,

Ti[i] = 8, [i] _Tl,;[i]
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Tl [.]
T'['] - e [.] ON 1ll-jl+ 2

m 1ti
TlON[i] = 2Nf sin N

wordcntoFF[i] = TlOFF[i] * fclock (3.4)

Solving equation ( 3.1 ) and equation ( 3.3 ) the switching instants for a single phase
inverter can be found out. The fclock can be derived from program and from the
hardware specification of the microprocessor and timer of the microprocessor kit.
Solving equations (3.3) and (3.5) the hex value for the counter can be found out.
Program developed for this purpose is written in 'C++' language and is included in
Appendix-C. The ON and OFF-time equivalent hex value are then downloaded into
hardware selected to conduct the research. This part of the research work was done
on OFF-line basis. Two program was developed in assembly language to
manipulate the ON and OFF time and to send required gating signal to the static
switches. The flowchart describing the program logic is shown in fig. 3.2.1 and fig.
3.2.2. The main programs are included in Appendix - 4.1 and Appendix - 4.2. In the
laboratory an SCR inverter is tested with the generated gating signals. Since the SCR
inverter requires commutation signals, the software ( using software counter) also
includes generation of commutation pulses as required.

3-3HARDWARE SCHEMATIC

It is evident at this stage that the switching instants can be calculated easily. A
generalized hardware schematic is considered for realization of the PWM
waveform. Such a scheme is presented in the following section. The hardware can
be any standard microprocessor kit or any standard microcomputer having PTM
card with random access memory sufficient to load the user defined software
(greater than 4KB ), 2KB of read only memory (ROM), a programmable interval
timer (8253), programmable interrupt controller (8259), programmable keyboard
controller (8279) and general purpose programmable peripherals interface (8255).
The basic hardware schematic diagram is shown in figure - 3.3. The experimental
setup is shown in figure - 3.4. Port A of the 8255 PPI was configured as input port
and port B of 8255 PPI was configured as output port. Port A (C8) was used to input
the desired frequency in which the user wants to run the inverter. Port B ( C9 ) was
used to send output gating signal to the static switches. Each bit of port B
corresponds to a particular static switch. The outputs from port B are interfaced to
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Point data location ::J
TurnOffthyristorTI ~
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Figure 3.2.1 Flow chan of the main program

(Using software counter)

Interrupt service routine
Figure 3.2.!l.Flow chan ofmain program

( Using 8253 programmable timer )
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Figure 3.4 Block diagram of experimental setup
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the gates of various static switches through buffer amplifiers and isolating circuits. ,
The processor sends the OFF, ON and commutation signal to the inverter through
8255 PPI. It also keeps track of the positive and negative half cycle.

This method is not suitable for on line implementation as the, processor is always
busy. For On-line computation three timers necessary to control the OFF, ON and
commutation signal and free the processor. The programmable timer 8253 can be
used to control calculated switching instants. The timer can keep track of the
starting and ending of each switching instants and commutation pulse. Timers of
8253 can be configured in mode 0 ( Interrupt on terminal count) as a 16 bit counter
to serve the purpose of delay on interrupt basis. First the timer was loaded with LSB,
then with MSB. When control word in the status register and the count value in
the counter is written, in the next cycle, timer will start to decrement the count
value and as it reaches terminal count it will interrupt the processor to send new
switching instants to the PPI to control the gate or base drive of the inverter. An
interrupt signal will automatically be generated after the delay corresponding to the
OFF, ON and commutation time (equivalent to some hex or decimal count value).
After completion of the count, the processor is interrupted, the memory pointer is
incremented. Then the processor will send the required control signal to each static
switches through 8255 PPI. This way off or on time of gate pulses are controlled. The
cycle will be repeated after completion of switching instants of one cycle. The
processor will keep track of the starting and ending of the positive and negative
half cycle and will be responsible to load the OFF ,ON and commutation time
equivalent hex count value. Block diagram of the experiment carried out in
laboratory is presented in figures 3.4 and 3.5.

Commutation circuit

+ Cl

Ll

1'22
ReI

Figure 3.5 Half bridge Inverter with commutation circuit
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3-4 PROGRAM DESCRIPTION

\ The execution of the main program begins by a start up procedure which initializes
and configures the 8255 PPI. The program reads the ON-time and OFF-time periods
stored in the lookup tables. The ON and OFF-time periods are stored in the lookup
table as it is not possible to compute the ON and OFF period by 8 bit microprocessor
kit ( As available in the laboratory) . If a microprocessor kit of operating frequency
above 15 MHz and instruction sets for direct division and multiplication are
avaihble then the ON and OFF time periods can be calculated on On-line basis. The
8255 PPI was configured in mode - O. The processor first points the desired data set
and starts cycle. At the positive half cycle the processor sends gating signal to turn
OFF thyristor T1 and waits until OFF time period, then sends gating signal to turn
ON T1 thyristor and waits until ON time completes. After ON time the processor
sends gating signal to commutation thyristor TIl to commutate T1. This process
will continue till the count value for positive half cycle finishes. It then starts
negative half cycle and sends OFF, ON and commutation pulse accordingly. At the
end of the negative half cycle the program repeats the entire cycle. A delay routine
was used to serve purpose of required delay time. Several representative lookup
tables are included in the tables 3.1 to 3.8 to supplement the experiment carried out
in the laboratory and the result shown in the oscillogram. Some dummy
instructions were used in the main program to maintain the accuracy of ON and
OFF time and to provide the commutation signal to the commutation switch for
commutating ON thyristor.

Derivation of fclock ( software counter):- The delay routine used in the main
program is given'below.

MNEMONICS
CALL DELAY
MOV C,M
DCR C

No. of clock cycle
18
7
4
6
4

}NZ DELAY1 7 / 10
RET 10
In the above program segment, if the }NZ condition is met ( i.e Z = 1 ) then ten
cycles are required for each execution of }NZ instruction. However, if the JNZ
condition is not satisfied then }NZ instruction requires seven clock cycles and the
program branches back to the OCR C instruction. For each iteration in which the

LABEL

DELAY
DELAY1 :
DCX D
NOP
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JNZ is satisfied the number of clock cycle is equal to clock cycles for DCR C + cycles
for DCX D + clock cycles for NOP + cycles for JNZ = 4 + 6 + 4 + 10 = 24 cycles.
Twenty four ( 24 ) cycles will be performed ( X-I) times, where X is the contents of
the memory location pointed by HL register pair. For final iteration in which the
JNZ condition doesn't comply, the number of clock cycles is equal to clock cycles for
OCR C + cycles for DCX D + clock cycles for NOP + cycles for JNZ = 4 + 6 + 4 + 7 = 21
cycles. The time for loading count value from HL register pair to C register and
CALL and RET must also be taken into account. Therefore the Delay loop time is =
18 + 7 + 24 ( X-I) + 21 + 10 = 24X + 29 + 3 ;: 25 X ( if we choose 15 carrier wave per
half cycle then we have 29 switching instants then 24*X is a big number compared
to 3. Hence the approximation has minor effect on the time calculation). Each clock
cycle of the processor is 1/3.07 )ls. From the above discussion we can devise a general
expression for fclock in the following form.

fdock = 3.07 * lE+06 / 25 Hz. (3.5)

This equation was used for calculating On and Off time of the inverter.

The data generated for programmable timer implementation of this scheme needs
analysis of the following program section.

LABEL MNEMONICS
, HALT

NO. OF CLOCK CYCLE

10
06
04
10
04
10
10

IN D8
CPIOIH
CMA
OUT D9
EI
RET
JMP ISR

ISR:

INT. XFER:
POINT

This section reveals that to change the output of PPI a constant time of 19 micro
second ( 10 + 06 + 04 +10 + 04 +10 + 10 + 06 = 60 processor clock) is needed by the
program. The frequency of the timer 8253 used in the system is 1.56 MHz. Hence for
calculating the switching instants using 8253 programmable timer needs a slight
modification .

TlON / Tl OFF ( in decimal) = ([TlON / Tl OFF - 19) * 1.56). (3.6)
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The data generated taking into account the modification mention~ above are also presented in t~bles
3.1 to 3.8. The timer was configured in mode-O ( Interrupt on termmal count), 16- bit and as a decimal
down counter. The program developed for generating the gating pulse for the inverter are presented in
Appendix - 4.2.

Tl on time in ll- Tl off time Hex-value Hex-value TlON TI0H
sees in TlON time TlOff time time time

ll-secs (software (software 8253 8253
counter) counter) timer timer

0 432 00 34 00 642
89 345 OA 2A 108 507
174 264 15 20 240 380
251 192 IE 17 360 268
318 132 26 10 464 174
371 89 2D OA 547 107
407 60 31 07 603 62
426 50 33 06 633 46
426 60 33 07 633 62
407 88 31 OA 603 107
371 133 2D 10 547 176
318 192 26 17 464 268
251 264 IE 20 360 380
174 345 15 2A 240 507
89 432 OA 34 108 642

Table-3.1: The Switching Instants and their Hex Values (software counter) and their decimal values
for 8253 programmable timer at f= 70 Hz, modulation index m = .9 , 15 carrier pulse / half
Cycle.

Tl on time in ll- Tl off time Hex-value Tl Hex-value TlOn time TlOff time
sees in ON Tloff 8253 8253 counter

11-5eCS (software (software counter
counter) counter)

00 457 00 37 00 681
39 419 04 33 29 622
77 383 09 2E 88 566
111 350 OD 2A 141 514
141 324 11 27 188 474
164 305 14 25 224 444
181 292 16 23 251 424
189 288 17 23 263 418
189 292 17 23 263 424
181 304 16 25 251 443
164 325 14 27 224 475
141 351 11 2A 188 516
111 383 OD 2E 141 566
77 419 09 33 88 622
39 457 04 37 29 681

Table:- 3.2 The Switching Instants and their Hex Values (software counter) and their decimal values
for 8253 programmable timer at f =70 Hz, modulation index m = .4, N= 15 carrier pulse /
half Cycle.
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Tl on Tl off Hex-value Hex-value TlOn time TlOff time
time in time in IJ,- Tl ON Tloff time 8253 8253
IJ,-secs secs (software (software counter counter

counter) counter)
0 821 0 64 00 1291
398 462 30 38 589 790
718 215 57 1A 1090 390
895 126 60 OF 1365 168
895 215 60 1A 1365 - 390
718 462 57 38 1090 790
398 821 30 64 589 1291

Table-3.3: The Switching Instants and their Hex Values (software counter) and
their decimal values for 8253 programmable timer at f= 70 Hz,
modulation indexm = .9, N=7 carrier pulse / half Cycle.

Tl on time Tl off Hex-value Hex-value nan nOff
in IJ,-secs time in TlON TlOff time time 8253

IJ,-secs (siftware (software 8253 counter
G:ounter) counter) counter

0 1065 00 81 000 1630
92 975 OB 76 112 1489
180 891 15 6C 249 1358
261 816 IF 63 375 1241
330 754 28 5B 483 1145
384 708 2E 56 567 1073
422 679 33 52 627 1028
442 669 35 51 658 1014
442 680 35 52 658 1029
422 708 33 56 627 1073
384 754 2E 5B 567 1145
330 816 28 63 483 1241
261 891 IF 6C 375 1358
180 975 15 76 249 1489
92 1065 OB 81 112 1630

Table-3.4: The Switching Instants and their Hex Values (software counter) and
their decimal values for 8253 programmable timer at f =30 Hz,
modulation indexm = .4 ,N=15 carrier wave / half Cycle.
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Tl on time Tl off time Hex-value Hex-value TlOn TlOff
in Il-secs in Il-secs Tl ON Tl Off time time

(software (software 8253 8253
ciunter) counter) timer timer

0 932 00 71 00 1422
177 773 15 5E 244 1174
319 664 26 51 466 1004
397 624 30 4C 588 942
397 664 30 51 588 1004
319 773 26 5E 466 1174
177 932 15 71 244 1422

Table-3.5: The Switching Instants and their Hex Values (software counter) and
their decimal values for 8253 programmable timer at f =70 Hz,
modulation index m = .4 , N=7 carrier pulse / half Cycle.

Tl on Tl off Hex-value Hex-value TlOn TlOff
time in time in Tl ON TlOff time time
Il-secs Il-secs (software (software 8253 8253

counter) counter) timer timer
0 1008 0 7A 00 1541
207 805 19 62 291 1224
406 615 31 4B 602 928
587 447 47 36 884 666
743 307 SA 25 1127 447
866 203 69 18 1319 285
951 139 74 10 1452 185
994 117 79 OE 1519 151
994 140 79 11 1519 187
951 203 74 18 1452 285
866 307 69 25 1319 447
743 447 SA 36 1127 666
587 615 47 4B 884 928
406 805 31 62 602 1224
207 1008 19 7A 291 1541

Table-3.6: The Switching Instants and their Hex Values (software counter) and
their decimal values for 8253 programmable timer at f = 30 Hz, m = .9
modulation index, N=15 carrier wave/half Cycle.
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Tl on Tl off Hex-value Hex-value TlOn TlOff
time in time in Tl ON TlOff time time
Il-secs Il-secs (software (software 8253 8253

counter) counter) counter timer
0 468 0 39 00 698
17 451 2 37 01 672
34 434 4 34 21 645
50 418 6 32 46 620
66 402 8 31 71 595
82 388 A 2F 97 574
97 373 B 2D 120 550
111 359 D 2B 141 528
125 346 F 2A 164 508
137 334 10 28 182 489
148 324 12 27 199 474
158 314 13 26 215 458
167 306 14 25 229 446
175 299 15 24 241 435
181 294 16 23 256 427
185 291 16 23 257 422
188 287 16 23 262 416
190 286 17 22 265 414
190 287 17 23 265 416
188 290 16 23 262 421
185 295 16 23 257 429
181 299 16 24 251 435
175 306 15 25 241 446
167 314 .14 26 229 458
158 323 13 27 215 472
148 334 12 28 199 489
137 347 10 2A 182 510
125 359 F 2B 163 528
111 373 D 2D 141 550
97 387 B 2F 120 572
82 402 A 31 96 595
66 419 8 33 71 622
50 434 6 34 46 645
34 451 4 37 21 672
17 468 2 39 01 698

Table-3.7: The Switching Instants and their Hex Values (software counter) and
theirdecimal values for 8253 programmable timer at f = 30 Hz, m = .4
modulation index,N=35 carrierwave/half Cycle.
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Tl on Tl off Hex-value Hex-value TlOn TlOff
time in time in (Tl ON) TlOff time time
ll-secs ll-secs (software 8253 8253

counter) timer timer
0 457 0 37 00 589
38 419 4 33 28 538
76 381 9 2E 87 487
114 344 D 29 146 437
150 309 12 25 202 390
185 276 16 21 257 345
219 242 1A 10 310 299
251 211 IE 19 360 257
281 182 22 16 407 218
309 155 25 12 450 182
335 132 28 10 491 151
357 110 2B OD 525 121
377 91 2D OB 556 95
394 76 30 09 583 75
407 65 31 07 603 60
417 57 32 06 619 49
424 50 33 06 630 40
428 48 34 06 636 37
424 56 33 06 630 48
417 66 32 08 619 62
407 76 31 09 603 75
394 91 30 OB 583 95
377 110 2D OD 556 121
357 131 2B OF 525 149
335 155 28 12 491 182
309 183 25 16 450 218
281 211 22 19 407 257
251 242 IE 10 360 299
219 275 1A 21 310 344
185 309 16 25 257 390
150 345 12 2A 202 438
114 381 D 2E 146 487
76 419 9 33 87 538
38 457 4 37 28 589

Table-3.8: The Switching Instants and their Hex Values (software counter) and
theirdecimal values for 8253 programmable timer at f = 30 Hz, m = .9
modulation index,N=35 carrierwave/half Cycle.
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3.5 INVESTIGATION FOR ON-LINE IMPLEMENTATION

By ON-line computation and control by microprocessor, we describe a process
control in which the computational procedure will not stop generating controlling
signals even if certain computation require art of routine calculation. Such
computation is done in very short time and the process may take its new operating
sequence quickly. Such On-line computation are very common in close loop
control of drives. A closed loop control is normally required in order to satisfy the
steady state and transient performance specifications of any system. Digital
computer plays a significant role in modern closed loop control systems. A control
system is generally characterized by the hierarchy of the control loops, where the
outer loop controls the inner loops. The inner loops are designed to execute
progressively faster. The loops are normally designed to have limited command
excursion. Some representative closed loop control of induction motors and D.C
motors are presented in figure 3.6. For D.C motor control the speed signal is fed
ihto the microcomputer using an AID ( Analog to digital converter). To limit the
armature current of the motor the inner current control loop is used as shown in
figure 3.6 (a). The armature current signal can be fed into the microcomputer
through an AID converter by sampling the armature current. The line
synchronization circuit is required to synchronize the generation of the firing
pulses with the supply line frequency. The pulse amplifier provides the necessary
isolation and produce gate pulse of the required magnitude and duration [6].

The dynamic model of induction motor differs significantly from that of DC
motors. Arrangement shown in figures 3.6(b) to 3.6(d) are different strategies of
closed-loop induction motor control. The speed controller, Kl, process the speed
error and generates the reference current Is(ref). K2 is the current controller. K3
generates the gating pulse for thyristor converter. The speed controller Kl may be
simple gain proportional type or proportional integral type or lag-lead
compensator[6]. The gating pulse I firing pulse generator may be a scheme studied
and analyzed in the research work.

Study of these systems reveals that accurate and efficient inverter output control
have significant role. For controlled inverter output numerous methods have so
far been used and reported. One of the best technique is sine pulse width
modulation (SPWM). Numerous techniques have so far been used to implement
this technique using microprocessor, but all the implementation technique reported
so far used ROM based lookup table or OFF line basis calculation of switching point.
The main disadvantage of ROM base lookup table is it can't provide smooth control
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over wide range of variation of the control variable. The method studied in this
research will enable to overcome this problem as microprocessors of higher
operating frequency (greater than 25 MHz) and direct multiplication and division
capability with co-processor having the capability of computing any trigonometric
function are available. A block diagram of possible On-line switching point
calculation is presented in figure 3.7.

GATTI\iG
SIGNAL
FOR

TI\,'ERTER

O?-<'TROL••.

~ DIGITAL COMPUTER of
~-PEED GREATER TH.i>J'~25 MH,

VAR1A.BLE
N

c
f
m

Figure, 3.7 Block diagram of On-line gating pulse generation for inverter

The method involved is simple and easy. For On-line gating pulse generation we
have to calculate the On time and Off time of each inverter. To implement this we
have to calculate the hexadecimal equivalent of On and Off time to load
programmable timer to keep track of On and Off time of each inverter and to free
the processor for computation of new switching instant according to system
requirement or user request. For the purpose of solution of equations (3.1) - (3.4), we
need five multiplication four division two subtraction, one addition and one sine
function calculation instruction. Typically (for 80386 micropr()cessor) these
instructions needs 13-22, 14-25, 2-7, 2-7 and 0 ( if co-processor available otherwise a
sine function calculation routine have to be incorporated) clock cycles respectively.
Hence for single calculation we need 5*22 + 4 * 25 + 2*7 + 1*7 + 0 = 231 processor
clock cycles (worst case). If the processor clock is 35 MHz than it needs approximately
13.2 micro second and if we think about fast RISe (Reduced instruction set
computer) architecture based processor of operating frequency 20 or 25 MHz, like
Motorola 88100 or Intel - 486 having operating speed about 100 MHz ,then it may
needs only a few micro second to compute the switching instants. This part of the
research was not carried out during the tenure of the research.
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3.6EXPERIMENTALRESULTS

To compare the performance of the microprocessor controlled gating pulse with the
gating pulse obtained from analysis carried out using MATLAB software, the
oscillogram of the experimental results are shown in figures 3.8.1 to 3.8.4. The
comparison of these oscillograms show a close agreement between the shapes, size
and location of the gating pulses for a desired value of frequency. A single phase
inverter was driven at various operating frequencies with the microprocessor
generated gating signals. The waveforms for 30Hz, modulation index .9 and .4 and
70 Hz, modulation index .4 having number of pulses 7 and 15 are presented in
. figures 3.9.1 to 3.9.2. Experimental spectral analysis was not carried out because of
unavailability of spectral analyzer. To maintain the cycle and to send the gating
signal at output it is essential to execute some instruction. hence to adjust the cycle
time and to maintain the accuracy of the desired output some dummy instructions
were included in the program ..This work was done on Off-line basis as it is not
possible to compute the switching instant and simultaneously sending the gating
signal to the inverter using microprocessor of low operating frequency. It needs
microprocessors of higher operating frequency like ( Intel 486 , pentium etc.). The
processor of higher operating frequency provides faster computing facilities as they
have highly parallel processing and pipeline architecture. To carryout this work on
On-line basis one needs the processor to set free for computing new switching
instants. The idea for this purpose is simple and was tested using 8253
programmable timer. Oscillogram of the gating pulse at 70Hz, .9 modulation index
and 7 carrier wave per half cycle is presented in figure 3.9.3.

The experimental output of the inverters shows quite compliance with the
simulated PWM wave form. The errors found are within range 0 - 6% these eorrors
are essentially duee to observation. Some spikes are noticed at the photograph of
inverter output. These are inherent characteristics of the static switches (turning On
and Off are the fact behind this phenomenon). High frequency switching causes
. switching loss of the static devices to increase and may damage the devices if device
switching limit exceeds. It is essential to operate the devices within device switching
limit.
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Figure 3.8.I(a)
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(b)

Figure 3.8.2(a)

(b)

Oscillogram of I'WM gating wave at 1'" 70 Ill, m =.9 and \i7

Oscillog,ram of 1'\\'"\1 gating wave at f •• 70 HI, m = .4 and "i • 7
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Figure 3.8.3(a)

(b)

ofPWM gating wave at f'"3'O HI, OJ".4 and N "15
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Figure 3.9.3 Oscillogram of PWM wave at 70 Hz, m = .9 modulation index
( using software timer)
Upper pulse is output of 8255 PPI ( gating pulse of inverter)
lower pulse is output of 8253 (interrupt pulse for RST 7.5)
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SUMMARY AND CONCLUSION

4-1CONCLUSION

The objective of this research has been to investigate the microprocessor
implementation of probable On-line gating pulse generation for a sine pulse width
modulated inverter. Mathmatical analysis and Fourier Transform analysis have
been carried out for single phase inverter. Harmonic analysis was carried out on the
simulated PWM waveforms and the observation of the analysis was summarized. A
judicious selection was done at selected different frequencies ( 30Hz, 40 Hz, 50 Hz, 60
Hz, 70Hz) to choose number of carrier wave per half cycle and modulation index at
which converter was supposed to offer enhanced performance. The results are
practically implemented in the laboratory by running an SPWM inverter. The
implementation has been realized in OFF-line basis due to the unavailability of
faster microprocessor kit having direct multiplication and division capability. The
possibility of the On-line implementation of this work has been analyzed and found
to be feasible due to small computational time required for calculating the switching
instants of the PWM wave. Microprocessor implementation of the technique has
been provided with upgrading and future provision of change of control strategy by
changing software only. This needs no extra hardware adjustment as required in
dedicated hardware PWM scheme.

The features of microprocessor implementation of SPWM in the operation of a
single phase inverter is easy to implement, very small low order harmonics at the
output and volt / Hz controllable. Harmonic minimization can also be achieved in
microprocessor based PWM control. High frequency carrier wave reduces output
filter size of inverters. The analysis of inverter waveform has been carried out by
FFT ( MATLAB) and the following observations are made.

• In PWM waveforms fundamental voltage increases with increase
modulation index with other parameters remaining constant.

in

• The voltage variation is linear with modulation index , however, with
increase in carrier frequency dominant harmonics occur at higher frequency.

• Variation of frequency to control speed requires simultaneous voltage control
and carrier frequency control in drives. Carrier frequency adjustment is
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necessary to retain switching frequency of devices / second constant. Voltage
control is necessary to maintain constant (VIf) operation.

A novel technique has been adopted for microprocessor implementation of SPWM.
A formula was derived for calculating the switching points in a minimum time.
Solving this equation switching points are calculated and PWM wave was
simulated. Harmonic analysis has been carried out on this simulated waveform. An
selection was done visually from three dimensional spectrum analysis to select
number of carrier wave per half cycle .and modulation index at which the inverter is
supposed to offer enhanced performance. The optimized result are implemented in
OFF-line basis. A single phase inverter was driven at various operating frequencies

1 with the microprocessor generated gating signals. Experimental spectral analysis was
not carried out because of the absence of spectral analyzer.

4-2. RECOMMENDA nON FOR FUTURE WORK:

Microcomputer implementation of sinusoidal pulse width modulation for gating
pulse generation for inverters has been reported in many literature's. The analysis
and realization so far done considered the OFF-line calculation due to the inherent
computational complexity. In this thesis possibility of ON-line calculation has been
described. On-line implementation can be done in future using fast microprocessor
kit having powerful instruction sets. This research effort is a step towards this goal.
Future work may include the on-line implementation for polyphase inverter
control of this technique. In the simulation area polyphase simulation of this
technique can be examined extensively. On-line spectral estimation can be
considered for further study because it will offer judicious selection for closed loop
control scheme by analyzing harmonics of the present waveform of the running
system. Microcomputer implementation of single phase / poly phase inverter,
converter, cycloconverter using SPWM waveform can be implemented in On-line
basis as a gen~ral case for the generation of gating pulse for inverter,' converter,
cycloconverter respectively.
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APPENDIX-!

Program for simulating PWM waveform.

The program was developed using MATLAB software and the software was
developed based Fast Fourier Transform ( FFT) algoritham.

T
F
N
am
thetai
ti
ga( t,ti,ti+ 1)

= time period of a cycle
= frequency of modulated wave
= number of carrier pulse per half cycle
= modulation index
= mid position of the ith pulse
= starting of the switching instatnt of the ith pulse
= gate function for defining the PWM wave

Main program

T = 1./f;
NP = 512;
X = (pi/N);
Y = 2. * pi * f;
for i = l:N;
ti = X* am * sine X*i ) *(1./ Y);
thetai = (X*i)*C1./());
a(i) = thetai ti/2.; Y;
bCi)= thetai + ti/2.;
end
t = 0:T/51l:T;
wsum = 0.0;
for i = l:N;
w1 = ga(t,a(i),b(i));
w2 = ga(t,a(i)+ T/2,b(i)+ T/2);
w = w1+w2;
wsum = wsum+w;
end
axis ([0 T 2 2]);
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subplot(22l), plot(t, wsum);
xlabel(Time in sec.'), ylabel('Magnitude');
fs = (NP1) /T;
f = (fs/NP)*(O:(NP /2)1);
y = fft(wsum,NP);
pyy = (y.*conj(y»/(NP/2);
spec = sqrt(pyy/(NP /2»;
axis([O3000 0 1.25]);
subplot(223),plot(f,spec(1:NP /2»;
xlabel('Frequency in Hz.'), ylabel('Magnitue')
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APPENDIX-2

Program for three dimentional harmonic analysis to select the number of carrier
pulse and the modulation index at different frequencies. The program was
developed using MATLAB software and the software was developed based on Fast
Fourier Transform algoritham.

T
F
N
am
thetai
ti
ga( t,ti,ti+ 1)

= time period of a cycle
= frequency of modulated wave
= number of carrier pulse per' half cycle
= modulation index
= mid position of the ith pulse
= starting of the switching instatnt of the ith pulse
= gate function for defining the PWM wave

Main program
am=.9;
T=1./f;
NP=512;
X = (pi! N);
Y = 2. * pi * f;
for i=l:N;
ti = X * am * sin( X*i) * (1./ Y);
thetai = (X*i) * (1./ Y);
a(i) = thetai ti /2.;
b(i) = thetai + ti/2.;
end
t = 0:T/511:T;
wsum = 0.0;
for i =l:N;
w1 = ga(t,a(i),b(i);
w2 = ga(t,a(i)+ T/2,b(i)+ T/2);
w=w1+w2;
wsum = wsum+w;
end
fs = NP1)/T;
fr = (fs/NP)*(O:(NP /2)1);
y = fft(wsum,NP);
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pyy = (y.*conj(y))/(NP /2);
spec = sqrt(pyy/(NP /2));
d1= spec(l:NP / 4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear wsum;
clear w1; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
am =.8;
T =1./f;
NP =512;
for i = 1:N;
ti = X*am*sin(X*i)*(l./Y);
thetai = (X*i)*(1./ Y);

a(i) = thetaiti/2.;
b(i) = thetai+ti/2.;
end
t = O:T/511:T;
wsum = 0.0;
for i = 1:N;
w1 = ga(t,a(i),b(i));
w2 = ga(t,a(i)+ T/2,b(i) +T/2);
w = w1+w2;
wsum = wsum+w;
end
fs = (NP1)/T;
fr = (fs/NP)*(O:(NP /2)1);
y = fft(wsum,NP);
pyy = ( y.*conj(y))/(NP /2);
spec = sqrt(pyy / (NP /2));
d2 = spec(l:NP /4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear wsum;
clear w1; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
am=.7;
T = 1./£;
NP = 512;
for i=1:N;
ti = X*am*sin(X*i)/N)*(1./Y);
thetai = «X*i)/N)*(1./(Y));
a(i) = thetaiti/2.;
b(i) = thetai+ti/2.;

85

(', .
c .



end
t = 0:T/511:T;

wsum = 0.0;
for i = l:N;
w1= ga(t,a(i),b(i»;
w2 = ga(t,a(i)+ T/2,b(i)+ T/2);
w = w1+w2;
wsum = wsum+w;

end
fs = (NP1) /T;
fr = (fs/NP)"(O:(NP /2)1);
y = fft(wsum,NP);
pyy = (y."conj(y))/(NP /2);
spec = sqrt(pyy/(NP /2»;
d3 = spec(l:NP / 4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear wsum;
clear wI; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
am=.6;
T ,,; 1./f; .
NP = 512;
for i=l:N;
ti = X"am"sin(X"i)/N)"(l./Y);
thetai = «X"i)/N)"(l./(Y»;
a(i) = thetaiti/2.;
b(i) = thetai+ti/2.;
end
t = O:T/511:T;

wsum = 0.0;
for i = l:N;
w1= ga(t,a(i),b(i));
w2 = ga(t,a(i)+ T/2,b(i) +T/2);
w = w1+w2;
wsum = wsum+w;

end
fs = (NP1)/T;
fr = (fs/NP)"(O:(NP /2)1);
y = fft(wsum,NP);
pyy = (y."conj(y»/(NP /2);
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spec = sqrt(pyy /(NP /2»;
d3 = spec(I:NP /4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear wsum;
clear wI; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
am=.5;
T = 1./f;
NP = 512;
for i=l:N;
ti = X*am*sin(X*i)/N)*(l./Y);
thetai = «X*i)/N)*(I./(Y»;
a(i) = thetaiti/2.;
b(i) = thetai+ti/2.;

end
t = 0:T/51l:T;

wsum = 0.0;
for i = l:N;
wI= ga(t,a(i),b(i);
w2 = ga(t,a(i)+ T/2,b(i)+ T/2);
w = wI+w2;
wsum = wsum+w;

end
fs = (NPl) /T;
fr = (fs/NP)*(O:(NP /2)1);
y = fft(wsum,NP);
pyy = (y.*conj(y»/(NP /2);
spec = sqrt(pyy / (NP /2»;
d3 = spec(I:NP / 4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear wsum;
clear wI; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
am=.4;
T = l./f;
NP = 512;
for i=l:N;
ti = X*am*sin(X*i)/N)*(I'/Y);
thetai = «X*i)/N)*(l./(Y»;
a(i) = thetaiti/2.;
b(i) = thetai+ti/2.;

end
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t = O:T/511:T;
wsum = 0.0;
for i = I:N;

wl= ga(t,a(i),b(i»;
w2 = ga(t,a(i)+ T/2,b(i)+ T/2);
w = wl+w2;
wsum = wsum+w;

end
fs = (NPl) /T;
fr = (fs/NP)*(O:(NP /2)1);
y = fft(wsum,NP);
pyy = (y.*conj(y»/(NP /2); .
spec = sqrt(pyy/(NP/2»;
d3 = specO :NP / 4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear wsum;
clear wI; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
am=.3;
T = 1./f;
NP = 512;
for i=I:N;

ti = X*am*sin(X*i)/N)*(l./Y);
thetai = «X*i)/N)*(l./(Y»;
a(i) = thetaiti/2.;
b(i) = thetai+ti/2.;

end
t = 0:T/511:T;

wsum = 0.0;
for i = I:N;

wl= ga(t,a(i),b(i»;
w2 = ga(t,a(i)+ T/2,b(i)+ T/2);
w = wl+w2;
wsum = wsum+w;

end
fs = (NPl)/T;
fr = (fs/NP)*(O:(NP /2)1);
y = fft(wsum,NP);
pyy = (y.*conj(y»/(NP /2);
spec = sqrt(pyy /(NP /2»;
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d3 = spec(1:NP / 4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear wsum;
clear wI; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
am=.2;
T = 1./f;
NP = 512;
for i=I:N;
ti = X*am*sin(X*i)/N)*(1./Y);
thetai = «X*i)/N)*(1./(Y»;
a(i) = thetaiti/2.;
b(i) = thetai + ti/2.;
end
t = O:T/511:T;

wsum = 0.0;
for i = I:N;
wl= ga(t,a(i),b(i»;
w2 = ga(t,a(i)+ T/2,b(i) +T/2);
w =wl+w2;
wsum = wsum+w;

end
fs = (NPl)/T;
fr = (fs/NP)*(O:(NP /2)1);
y = fft(wsum,NP);
pyy = (y.*conj(y»/(NP /2);
spec = sqrt(pyy/(NP /2»;
d3 = spec(1:NP / 4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear WSllm;
clear wI; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
am=.I; T = 1./f; NP = 512;
for i=I:N;
ti = X*am*sin(X*i) /N)*(1./Y);
thetai = «X*i) /N)*(1./(Y»;
a(i) = thetai ti/2.;
b(i) = thetai + ti/2.;
end
t=0:T/511:T;

WSllm = 0.0;
for i = I:N;
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wI =ga(t,a(i) ,b(i));
w2 = ga(t,a(i)+ T/2,b(i)+ T/2);
w = wl+w2;
wsum = wsum+w;
end
fs = (NPl)/T;
fr = (fs/NP)*(O:(NP /2)1);
y = fft(wsum,NP);
pyy = (y.*conj(y»/(NP /2);
spec = sqrt(pyy / (NP /2»;
d3 = spec(I:NP / 4);
clear spec; clear am; clear T; clear NP; clear ti; clear thetai; clear t; clear wsum;
clear wI; clear w2; clear w; clear fs; clear y; clear pyy; clear fr;
sp=[dl' d2' d3' d4' d5' d6' d7' d8' d9'];
mesh(sp,[65,75])
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APPENDIX-3

PROGRAMME FOR CALCULATING SWITCHING INSTANTS

#include <stdio.h>
#include <math.h>
mainO
{
in t N ,i,f,Tl on [50],Worden ton[50], Wordentoff[ 50j,Tl off[50];
float m,fcloek;
int Thetaif[50],Thetais[50j,Ti[50j, Tl [50j,ti[50],tl [50];
FILE *fp;
printf ( " Enter the value of N: ");
seanf ("%d",&N);
printf ( " Enter the value of f: ");
seanf ( " %d", &f);
printf ( " Enter the value of m: ");
seanf ( " %f", &m );
£Clock=(3.05 /25);
for ( i=O;i<= N1;i++)
{
Tlon[i] = «m/(2.0*(float)N*(float)f))*sin«M]I*i)/ (float)N)*lE+06);
Thetaif[i] =(«float)i/ (2.0*(float)N*(float)f) )*lE+06);
Ti{i] = Thetaif[i] Tlon[i]/2;
Tl[i] = Thetaif[i] + Tlon[i] /2;
Wordcnton(iJ =(Tl on[i] *fcloek);
}

for(i=0;i<=N1;i++ )
(

if(i==OI Ii==N1)
Tloff[i]=Ti[l];
else
T1off[i]=(Ti[i+ 1]Tl {iD;
Worden toff[i] =(Tl off[i] *fcloek);
}

if«fp = fopen("fdata5","w+"» != NULL)
(
fprintf(fp,"%s%d%s%f%s%d \n", " The data set for f=",f, "Hz, m =", m ," and N
=" N)', ,
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%X

Hexva!ue(TIoff)");fprintf(fp,"%s\n"," TIon time TIoff time Hexva!ue(TIon)
fprintf(fp,"%s\n";' ");
for(i=O;i<=Nl;i++ ){
print£(" %5d %5d
TIon[i], TI off[i],Wordenton[i], Worden toff[i]);
fprintfUp,"%5d %5d
TIon[i], TI off[i],Wordenton[i], Worden toff[i]);

}

}

fclose(fp) ;
}
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APPENDIX- 4.1

ASSEMBLY LANGUAGE PROGRAM FOR SINGLE PHASE INVERTER GATING
PULSE GENERATION USING SOFTWARE COUNTER)

ADDRESS OPCODE LEBEL MNEMONICS COMMENT

COOO 3100CF LXI SPCFOO . INITIALIZE STACK POINTER

3E90 MVI A,90 CONFIGURE 8255 PPI

03 DB OUT DB PORT A AS INPUT PORT

ANDPORT B AS OUTPUT PORT

COO7 2100CA LOOP: LXIH, CAOO POINT DATA LOCATION

46 MOVB,M INITIALIZE COUNTER TO KEEP

TRACK CYCLE

COOB 3EOO PHC: MVI A,OOH TURNOFFTl

D3D9 OUT 09

23 INX H

05 DCRB

CD 51 CO CALL DELAY WAIT FOR OFF TIME

3E01 MVIAOlH TURNONTl

D3D9 OUT 09

23 INX H

05 DCRB

CD 51 CO CALL DELAY WAIT FOR ON TIME

3E04 MVI A,04H TURN ON Tl1

0309 OUT 09

23 INXH TO COMMUTATE Tl

CD 51 CO CALL DELAY

05 DCRB CHECK FOR END OF

CA2CCO )ZNHC POSITIVE HALF CYCLE

C3 OBCO )MPPHC REPEAT POSITIVE HALF CYCLE

C02C 2100CA NHC: LXI H CAOO START NEGATIVE HALF CYCLE

46 MOVB,M

C030 3EOO NHC1: MVI A OOH TURNOFFT2

D3D9 OUT 09

23 INX H

05 DCRB

CD 51 CO CALL DELAY WAIT FOR OFF TIME
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3E02 MVI A,Om TURN ON T2

D3D9 OUTD9

23 INX H

05 DCR B

CD5! CO CALL DELAY WArT FOR ON TIME
.

3EOS MVI A,OSH TURN ON T22 TO COMMUTATE

D3D9 OUTD9 T2

23 INX H

CD5! CO CALL DELAY

05 DCRB CHECK FOR END OF

CA07CO JZLOOP NEGATIVE HALF CYCLE

C330CO JMPNHC! REPEAT NEGATIVE HALF CYCLE

C05! 4E DELAY: MOVC,M DELAY ROUTINE

C052 OD DELAY!: DCRC

!B DCXD DUMMY INSTRUCTION

00 NOP DUMMY INSTRUCTION

C252CO JNZ DELAY!

C9 RET
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APPENDIX- 4.2

ASSEMBLY LANGUAGE PROGRAM FOR THE GENERA nON OF GATING PULSE
FOR SINGLE PHASE INVERTER USINGG 8253 PROGRAMABLE TIMER

ADDRESS OP-CODE LABEL MNEMONICS COMMENT
CODa 31 DOCB LXI SP, CBOOH INITIALIZE STACK

POINTER
3E90 MVI A,90H CON. 8255 PPI PA
03 DB OUT DB INPUT PORT PB

OUT PORT
3E 31 MVI A, 31H CONFIG. 8253 TIME-
D3CB OUTCB 0,16 BIT MODE

ZERO.
COOB 060C LOOP: MVI B, OCH SET SWITCHING

POINT COUNTER
2100CA LXI H, CAOOH POINT TO DATA

LOCATION
3E 1B MVI A, 1BH SET INTERRUPT
30 SIM MASK AND
FB EI ENABLE

INTERRUPT
3EOO MVI A,DOH TURNOFFTl
0309 OUT 09 THYRISTOR

C018 7E LooP1: MOVA,M LOAD 16BIT
D3C8 OUTC8 COUNT VALUE TO
23 INXH TIMER ZERO
7E MOVA,M
D3C8 OUTC8
76 HALT WAIT FOR INT.
23 INX H POINT TO NEXT
05 DCRB DATA LOCATION,
CA OBCO JZ LOOP CHECK FOR END
C318 CO JMP LooP1 OF HALF CYCLE,

CONTINUE
CURRENT HALF
CYCLE

CO40 DB 08 ISR: IN 08 CHECK OUTPUT
E6 OlH CPI OlH DATA, AND
2F CMA TOGGLE OUTPUT
0309 OUT 09 DATA. ENABLE
FB EI INTERRUPT AND
C9 RET RETURN FROM ISR

The intrrupt transfer point for SDA-85 kit used for experimentation is FFBl
C340CO INTERRUPT JMPISR JUMP TO

TRANSFER INTERRUPT
POINT SERVICE ROUTINE
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