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ABSTRACT

The impact of climate change on a river may be ewvas a complex interaction
between climate, hydrology, hydraulics and morpgglof the river system. The
anticipated changes in temperature, precipitatiod aea level is likely to have a
profound impact on the morphology of a river. Adtgrbasin water balance due to
precipitation changes and rising levels of seacédféne discharge and water level of the
river. The combined effect of such changes disrtigsexisting equilibrium of water and
sediment transport through the channel and afferisus morphologic processes of the
river such as change in siltation rate and consdquee of river bed, progradation of
delta along the river etc. In order to assess suchplex hydraulic and morphologic

response of a river to climate change, applicatiomathematical modelling is essential.

The present study is an effort to investigate wesitiydro-morphological changes of
Lower Meghna River due to climate change and sea lese with the application of
different mathematical models. The GCM precipitatfgrojections along with the sea
level rise scenarios given by IPCC have been use@dnstruct different climate change
scenarios namely A1FI, A1B and B1 for the perioti2@0s, 2050s and 2080s. Based
on these scenarios, a hydrological Artificial NéWatwork (ANN) model and a hydro-
morphological MIKE 21 FM model have been develofedssess various hydraulic and
morphologic changes of the river. To verify thejpations, the ANN model has been
calibrated and validated with the available obseérdgata from the year 1975 to 1994.
Considering the base period as year 2008, the MAKEEM model has been calibrated
for the year 2006 and validated for year 2007. Tinenmodels have used to evaluate the
various hydro-morphological changes. In additionuanerical morphological model has
been developed and applied to assess the delteagedmpn along the river for various

climate change scenarios.

The study reveals that the Lower Meghna River atdibigh seasonality with higher
discharge during wet season and less dischargeeirdity season. For scenario ALFlI,
maximum monthly discharge has been found as 95528, 1132835 riis and 111730
m3/s for the periods of 2020s, 2050s and 2080s résplc The backwater effect will
be more pronounced during dry seasons and willatdethe water level upto 20.4 cm,
16.9 cm and 13.5 cm for scenarios A1FI, A1B andr&bpectively at the end of 2080s.

Such effects will initiate heavy deposition alonbetriver. Siltation increases

XVii



progressively at a rate of 1.02 cm/year, 2.29 car/yad 2.96 cm/year for scenario A1B
upto 2080s and the consequent bed level rise hes floeind as 1.86 m. Due to excess
deposition and higher sediment transport the dedta of the river moves seaward. The
maximum progradation of delta front towards sea lbesn found as 26.56 km during
2080s for scenario A1FI.
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CHAPTER 1
INTRODUCTION

1.1 General

Climate change is not simply a rising of global rage temperature, but will also affect
many different processes on the surface of theheart unknown ways. When
investigating the climate as a whole, rivers takean important place within the wide
study of climate. These conduits are some of thetrdgnamic and complex systems
shaping the earth’s surface, and are of extremeritapce to the human population
which rely on rivers in myriad ways. Since climatgence is mostly being undertaken to
predict the needs of humans in the future, it isessary to evaluate the possible

responses of a river forced by climate change.

The impact of climate change on a river can betitied as a complex interaction
between various physical processes related to logyohydraulics and morphology
which control the behavior of the river. As a desaf climate change, the projected
increase in temperature, sea level rise and ptatigm variability is likely to affect such
processes, resulting in a significant impact oiverrasin, associated river systems and

overall hydro-morphology of a river.

Change in precipitation is likely to affect the magde and frequency of runoff events
of a river basin. The runoff of a basin is moressive to changes in precipitation than to
evapotranspiration and other climate variables lagice small change in precipitation
may cause large changes in the runoff and basiervietiance. Changed basin water
balance may alter the discharge hydrographs ofsjvend such alterations have been

projected to cause significant changes in the hyiiisaand morphology of the river.

Another consequence of the current global warmighe rising of sea level and the
future effect of such sea level rise (SLR) on risgstem or river morphology is not well
known yet. According to Intergovernmental PanelG@mate Change (IPCC), current
rate of sea level rise in the coastal areas of Asimarginally greater than the global
average and has been accelerated over the pastedetative to the long term average.

This rising sea level influences the flow hydrasilby creating backwater effect.

Backwater effect generally refers to the retarchatod a river outflow by a rise in the

level of water at the mouth of the river. Mostlysitan estuarial phenomenon. Along with



increased runoff due to climate change, this effeay create drainage condition. The
consequence is progressive siltation and increaghei level of channel beds and the
floodplains. Another unique phenomenon relevantthie rising sea level is the
progradation of river deltas. Under conditionsising sea level, deltas can be expected
to gradually prograde outward, so that the delbatfmoves towards sea. In reverse sea

level rise can also cause the shoreline to mowiward creating embayment.

Hence climate change induced precipitation chamgesaa level rise will cause various
hydraulic and morphologic changes in a river résglin significant impacts on river

flow, river water level, siltation rate and bedéés; delta progradation etc.

1.2 Scope and Importance of the Study

Rivers in Bangladesh are morphologically highly alyric. The main rivers are braided,
and forms islands or char in between the braidimgnoels. These rivers are extremely
sensitive to changes in various conditions. Changethe river flows and sediment
transport due to multi-dimensional impacts of cliemahange are expected to increase
the dynamics of these rivers even more. Therefewecountry has been identified as one
amongst 27 countries, which are the most vulnertbliie impacts of climate change

and its possible global warming.

In the southern part of Asia, particularly in Baadgsh there are two extreme events of
climate change associated with a river system +em dry event and extreme wet
event. During wet monsoon, excess rainfall coupsth Himalayan ice-melts will
increase runoff and create flood. This Flooding lddae exacerbated by climate change
induced sea level rise, which would limit the degje of water due to enhanced
backwater effect, as was seen in the floods of 19%8oreover due to prolonged
discharge of floodwaters, the rate of sedimentatudhincrease. As a result, both the
riverbed and adjacent floodplains will rise leadtogfurther drainage congestion, and
possibly more intense flooding in the following y®aSuch a cyclic course of events

would intensify the flooding problem more.

The impact of SLR would be most prominent in thetBern coastal zone of Bangladesh
which is connected to the Bay of Bengal through kKihOcoastline. This coastal region is
marked by morphologically dynamic river network aestuary system. The Pussur-
Sibsa, the Lower Meghna and the Karnafuli are tlagonriver systems of the region.

The Lower Meghna River carries the combined flowsaihges, Brahmaputra and Upper



Meghna and discharges water into the Bay of Betigaligh a common terminus known
as the Meghna estuary. This massive water carnesmus amount sediment towards
the Bay of Bengal. Therefore the impact of SLR wido¢ more prominent for this river.
Moreover, increased rainfall runoff in the vast GB&pion due to climate change also
contributes to enhanced sediment flows along th&G@Ber systems. This is likely to
increase the rate of bed level rise in the chararadsthe floodplains. The consequence is
progressive siltation and decrease of channel déipgineby increasing the flood ability
of the alluvial plain.

In order to assess such complex hydraulic and nodwglc response of a river to climate
change, application of mathematical modelling seesial. The present study is an effort
to investigate such changes of a river due to d¢énehange and sea level rise by
studying the Lower Meghna River with the applicataf different mathematical models.
The runoff has been predicted from the future mtagas of precipitation given by IPCC
using a hydrological model. Predicted runoff of lesweghna River along with rising
sea level data has been incorporated as boundangitioms in other hydro-
morphological models to determine backwater effgttgtion rate, bed level change and
delta response for various climate change scendfmsthis study, all the analysis has
been carried out for A1FI, A1B and B1 scenariogiasn by IPCC for the years 2020s,
2050s and 2080s. The main outcome of the presedy & to get insight into the river
processes associated with climate change andsdaike. The findings can be useful to

assess the various impacts of climate change mem r

1.3 Specific Objectives of the Study:
Specific Objectives of the study are as follows:

1. To predict the runoff of the river for the selectezhrs under various climate change
scenarios.

2. To estimate the magnitude and extent of backwdtectefor various climate change
scenarios.

3. To assess the effect of climate change on thdisiltaate and consequent bed level
changes for various scenarios.

4. To evaluate the progradation of delta along thecsetl reach for different climate

change scenarios.



1.4 Organization of the Report

Chapter one gives a brief introduction and the ahjes of the present study. In chapter
two a short account of previous studies and litgeaton various aspects of climate
change and river morphology has been describedht€@hthree describes the theoretical
and conceptual development of the models usedeirstildy. Chapter four comprises a
detailed description of the development of the nedesed in this study. Chapter five
presents the results of the study and various seslyelated to possible responses of a
river to climate change. Finally the conclusionsl aecommendations of the study has

been presented in Chapter six.



CHAPTER 2
LITERATURE REVIEW

2.1 General

The climate system which is generated by the fivammonents: atmosphere,

hydrosphere, cryosphere, land surface and biospheye€onstantly evolving influenced

by various global and local factors. There is sugfit evidence that climate can vary
considerably over time. If the present climatendergoing such a change it is important
to recognize the changes and to adapt hydrolog@anmeTherefore the knowledge of
climate and its components, variables, scenariagegtions etc. as well as the various
uncertainties associated with them should be wetlesstood for any kind of impact

assessment studies related to climate change.

2.2 Climate Variability and Climate Modelling

Climate change reflects the variability or averagate of the atmosphere over time
scales ranging from decades to millions of yearsericompasses the statistics of
different atmospheric and climatic variables andeot meteorological elemental
measurements in a given region over long periodsalclimate is also influenced by
many other factors and forcings. Small changesnyn @& these features may have a
profound impact on climate and weather events,aamnithe associated systems.

Even though the climate system is extremely comptexrent scientific understanding
has led to several global climate models that deasonable job of reproducing past
climate averaged over very large areas. As longhasbasic physics in the climate
system remain the same, this means that climatagehaan be partly predictable,
particularly over large spatial scales such asigents and the globe. Despite several
limitations, there is a progressive developmenthe scientific understanding of the
behavior of atmosphere and ocean and their remtath climate. This knowledge can
be represented mathematically and approximatedobypater code. Computer models

thus allow various climate related experiments (thgton, 2006).

2.2.1 Climate Variables
The traditional knowledge of weather and climate #imeir changes focuses on those
variables that affect daily life most directly, uas average, maximum and minimum



temperature, wind near the surface of the earth¢ipitation in its various forms,
humidity, cloud type and amount and solar radiatidawever this is only part of the
reality that determines weather and climate. Thewgr, movement and decay of
weather and climate systems are also determinagtidogitmospheric circulation and by
its interactions with the large scale ocean cusramid the land with its features such as
albedo, vegetation and soil moisture. The climdt¢he Earth as a whole depends on
factors that influence the radiative balance, sashfor example, the atmospheric

composition, solar radiation or volcanic eruptions.

The most common variables applied in impact studiessurface observations of air
temperature and precipitation. However, many impaotels require a larger set of
surface variables as mentioned above. In addition,certain scenario construction
procedures, daily upper air data, mean sea-levatiroulation indices may also be
needed. Derived variables, such as accumulatedetatope, evapotranspiration and
runoff, are usually required in regional impactds&s, as these are usually computed
directly from primary observations. To understahd tlimate and its variations and to
possibly predict the impacts of such changes, arena ignore any of these many

factors and components that determine the climate.

2.2.2 Climate Models

The behavior of the climate system, its componantstheir interactions, can be studied
and simulated using tools known as climate modeley are used for a variety of
purposes from study of the dynamics of the weadherclimate system to projections of
future climate. Each component or coupled combamatf components of the climate
system can be represented by models of varying lexityg Usually all climate models
balance the incoming energy (as short wave inctydisible electromagnetic radiation)
to the earth with outgoing energy (as long wavduitiog infrared electromagnetic
radiation) from the earth. Any imbalance resultainhange in the average temperature
of the earth. The most widely known applicationgle#se models in recent years have
been their use to infer the consequences of inogagreenhouse gases in the

atmosphere, primarily carbon dioxide.

2.2.2.1 General Circulation Models
A General Circulation Model (GCM) is a computer édsnathematical representation of
the earth’s climate system in three dimensionstasvolves in time, based on the



physical properties, interactions and feedback gsses of the climate. GCMs depict the
climate using a three dimensional grid over thebglotypically having a horizontal
resolution of between 250 and 600 km, 10 to 20icedrtayers in the atmosphere and
sometimes as many as 30 layers in the oceans. Tiherdependent behaviour is
computed by taking time steps typically of 30 mew{IPCC-TGICA, 2007). A simple
general circulation model (SGCM), a minimal GCMpsists of a dynamical core that
relates material properties such as temperatudyriamical properties such as pressure
and velocity. They are able to capture the broatadteristics of current climate well,
including the general circulation patterns, tempeeand synoptic scale precipitation,

but are not suitable for future climate projectigitCC, 1997).

2.2.2.2 Coupled Atmosphere Ocean General CirculatoModels

Atmospheric GCMs (AGCMs) model the atmosphere (&pically contain a land-
surface model as well) and impose sea surface tatopes as boundary conditions.
Oceanic GCMs (OGCMs) model the ocean (with fluxesnfthe atmosphere imposed)
and may or may not contain a sea ice model. Thvesate combined to form Coupled
atmosphere-ocean GCMs (AOGCMs) along with the nma#ttieal representations of
other components of the climate system, such astitesurface and the cryosphere. The
most recent models incorporate representationsefsal processes, the carbon cycle
and in the atmospheric chemistry. The coupled gbmer®-ocean model and the
supplementary models are represented schematicdtigure 2.1.
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Figure 2.1: Scheme of coupled atmosphere-oceanlrandghe supplementary models



AOGCMs are used to study the climate system, itsrahvariability and its response to
external forcing. The most important use of the etedas been to study how Earth's
climate might respond to a doubling of CO2 in them@sphere, as discussed by the
Intergovernmental Panel on Climate Change (IPCQ)ciMof the literature on climate
change is based on studies using such models. \8lhileler models have been used to
provide globally or regionally averaged estimates tloe climate response, only
AOGCMs, possibly in conjunction with nested regioneodels, have the potential to
provide geographically and physically consisteriinestes of regional climate change
which are required in impact analysis. Some of A&@GCMs used by IPCC for

simulating climate responses are described in Talle

Table 2.1: Summary of various coupled atmospheean&GCMs (IPCC-TGICA, 2007)

GCM Model Modelling Centre Description

ECHAM4 Max Planck Institute for Spectral transform model with 19

Meteorologie  (MPIfM), atmospheric layers and spatial resolution

Germany T42 which approximates to about 2.8°
longitude/latitude resolution.

HadCM3 Hadley Centre for ClimateThe model has a spatial resolution of 2.5°
Prediction and Researckx 3.75° (latitude by longitude) and the
(HCCPR), UK representation produces a surface spatial
resolution of about 417km x 278 km.

CSIRO-Mk2 Commonwealth ScientificThe model has horizontal resolution of
and Industrial Researclspectral R21 (approximately 5.6° x 3.2°)
Organisation  (CSIRO),with 9 levels in atmospheric component
Australia and 21 levels in ocean component.

NCAR-PCM National Center forThe model has a resolution of
Atmospheric Researchapproximately 2° x 2° with 45 vertical
(NCAR), USA levels in the ocean.

CGCM2 Canadian  Center  forAtmospheric component has resolution of
Climate Modelling and 3.7° x 3.7° with 10 vertical levels. Ocean
Analysis (CCCma), component has 29 vertical levels with
Canada resolution of approximately 1.8°x1.8°.

CCSRINIES Center for Climate Systerithe spatial resolution is T21 spectral
Research (CCSR) andruncation (5.6° latitude/longitude) with
National Institute for 20 vertical levels for the atmospheric part
Environmental Studiesand roughly 2.8 ° horizontal grids with 17
(NIES), Japan. vertical levels for the oceanic part.




2.3 Climate Scenarios and Projections

The climate models simulate the effects of changiingate and their future projections
in terms of different climatic variables. The pr&din of these variables for the future is
practically not possible. Therefore all the proj@es of climate variables and their
changes are made based on some anticipated sceoficliimate that might occur in the

future.

2.3.1 Climate Scenarios

Climate change is a dynamic phenomenon where detdtanges will occur over time,
and implications will only be understood in futuheis not possible to define a changing
climate that might occur within a defined periodfiture as no method yet has been
developed to provide satisfactory predictions ahate change over a geographic region
or a country. An alternative approach is to spettigyplausible future climates termed as

"Climate Scenarios".

Climate scenarios are coherent, internally consistad plausible representations of the
future climate based on some assumptions thatarsistent with future emissions of
greenhouse gases and concentrations of other guutSome of the key assumptions
are based on ‘plausible socio-econo-political patysiwhich would shape up the future
greenhouse gas emission regime. Each pathway fiddnin the process may be
considered to be an element of a scenario. Thgsadseimptions and considerations are
often stated in the form of verbose statementsgbm-physical equations, and complex
models which incorporate both the statements argireral equations. Climate scenarios
are not predictions, since these are based on asisms, approximations and
considerations. Rather, a climate scenario is asfi&e indication of what the future
could be like over decades or centuries, givereaiip set of assumptions.

2.3.2 The SRES Emissions Scenarios

The IPCC published a set of emissions scenario2000 for use in climate change
studies (Special Report on Emissions Scenarios ES}Ro replace the earlier 1S92
scenarios developed in 1992. The SRES scenarios g@rstructed to explore future

developments in global environment with specialerefice to the production of

greenhouse gases and aerosol emissions. These swmarios consider the period 1990
to 2100 and include a range of socioeconomic assangp(e.g., global population and

gross domestic product).



In SRES scenarios, four different narrative stowdi, labeled Al, A2, B1 and B2, were
developed to describe consistently the relatiorsshgiween the forces driving emissions
and to add context for the scenario quantificatidme resulting set of 40 scenarios (35 of
which contain data on the full range of gases meguio force climate models) cover a
wide range of the main demographic, economic awtinigogical driving forces of
future greenhouse gas and sulphur emissions. Eeehaso represents a specific
guantification of one of the four storylines. Allle scenarios based on the same storyline
constitute a scenario “Family” (Figure 2.2). Siogps of scenarios were drawn from the
four families: one group each in the A2, B1 andf&ailies, and three groups in the Al
family, characterizing alternative developmentseagergy technologies, such as AlFI
(fossil intensive), A1T( predominantly non-fossdpd A1B (balanced across energy
sources). lllustrative scenarios were selectedhieyIPCC to represent each of the six

scenario groups.

A2

TMustrative Mustrative MNlustrative ]];nlstr;:ive Musirative IMustrative
Scnsrie | | | "Seenara | | | Marker Mrer Mkr Marker
(os| [BS| |OS| [HS| |OS| [HS| [0s] [HS] [os] [Bs| [os] [HS]
1 5 1 2 2 6 4 2 2 7 4 4

Number of Scemarios

Figure 2.2: Structure of the storylines and scesan the IPCC SRES scenarios

(Source: Nakicenovic et al., 2000)

In simple terms, the four storylines combine twess&f divergent tendencies: one set
varying between strong economic values and strowmgamental values, the other set
between increasing globalization and increasingoregization. All scenarios were

designated as equally valid, with no assigned pitibas of occurrence. The storylines

are summarized as follows (Nakicenovic et al., 2000
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= Al storyline and scenario family: a future world of very rapid economic growth,
global population that peaks in mid-century andlides thereafter, and rapid

introduction of new and more efficient technologies

= A2 storyline and scenario family:a very heterogeneous world with continuously
increasing global population and regionally orieheeonomic growth that is more

fragmented and slower than in other storylines.

= B1 storyline and scenario family: a convergent world with the same global
population as in the Al storyline but with rapidaolges in economic structures
toward a service and information economy, with cdduns in materials intensity,

and the introduction of clean and resource efficieahnologies.

= B2 storyline and scenario family: a world in which the emphasis is on local
solutions to economic, social, and environmentataoability, with continuously

increasing population (lower than A2) and internaéelieconomic development.

2.3.3 Climate Change Projections

Climate models are used to simulate and quantéydimate response to present and
future climate conditions. In order to have a b&sisassessing future impacts of climate
change, it is necessary to characterize the pretsnior recent climate in a region —
often referred to as the climatological baselinesMclimate models project the future
climate for some defined periods with referenceh® baseline period. Usually thirty
year periods are used to define the baseline a@ndeftime periods since averaging over
this length of time gives a better indication oé ttonger-term trend in climate. The
GCMs consider the baseline period as 1961 — 1986.IPCC recommends that three
fixed time horizons in the future — the 2020s (i2010-2039), the 2050s (2040-2069)
and the 2080s (2070-2099) should be considerednpadts studies (IPCC-TGICA,
2007).

To project the future climate, the first step istmulate the present climate for baseline
period considering no change in external climatecihg. The quality of these

simulations is assessed by systematically compathey simulated climate with

observations of the present climate. In this wayrniodel is evaluated and its quality is
established. This step is essential to gain conéidein and provide a baseline for
projections of climate change. Once the qualitthef model is established, two different
strategies can be applied to make projections tfréuclimate change. The first, so-
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called equilibrium method is to change (e.g. doulibe carbon dioxide concentration

and to run the model again to a new equilibriume $bcond, so-called transient method,
is to force the model with a greenhouse gas anosakscenario. Transient simulations
are based on artificially constructed scenarios;aled idealized scenarios. Most of the
recent studies of climate change using transiamulsitions are based on the SRES
Emissions Scenarios. Climate simulations basedioh slealized scenarios may provide
insight in to the climate response to potentiat@eander concern. The projection of

climate change relies mainly on the choice of ssa#narios.

2.3.4 Uncertainties in Climate Change Projections

Uncertainty in climate change projections has abvagen a subject of various impact
assessments. Several steps from emissions to eliragponse contribute to the overall
uncertainty of a climate model projection (Figure)2 These uncertainties can be
guantified through a combined effort of observatiprocess understanding, a hierarchy

of climate models and ensemble simulations.

| Comprehensive Climate Model
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Figure 2.3: Uncertainties in climate change praged (after IPCC 2001a)

For a given emissions scenario, various biogeootednmodels are used to calculate
concentrations of constituents in the atmospherariods radiation schemes and
parametrizations are required to convert these erdrations to radiative forcing.
Finally, the response of the different climate sgstcomponents (atmosphere, ocean, sea
ice, land surface, chemical status of atmospher@ arean) is calculated in a
comprehensive climate model. In addition, the fdatian and interaction of the carbon
cycle in climate models also introduces importaddbacks which produce additional
uncertainties (IPCC 2001a).
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2.4 Climate Variables Affecting River and Future Pojections

Water is involved in all components of the climaiestem (atmosphere, hydrosphere,
cryosphere, land surface and biosphere). Theretbneate change affects water through
a number of mechanisms. Climate warming observesd the past several decades is
consistently associated with changes in a numberoaiponents of the hydrological
cycle and hydrological systems such as: changiegipitation patterns, intensity and
extremes; changes in cloud cover and atmospheter wapour; increasing evaporation
and changes in soil moisture; melting of ice caps glaciers and reduced snow cover;
and increases in ocean temperatures and oceatyadda level rise, associated with
thermal expansion of water and widespread meltihgc® caps and glaciers, has a
significant impact on the hydrological cycle of asm. These variables and processes
may affect a river system directly or indirectly many ways. However, when
considering a particular river basin, the impacpidcipitation change and sea level rise
is pronounced (Bates et al., 2008). This sectisoudises observations of recent changes

in such water-related variables and their projetifor future changes.

2.4.1 Role of Precipitation and Sea Level

There is significant natural variability in all cpmnents of the hydrological cycle, often
masking long-term trends. However, substantial taggy holds in trends of the
hydrological variables because of large regionfiédinces and limitations in the spatial
and temporal coverage of monitoring networks (Huwgtton, 2006). A major advance in
climate change projections is the large numberimafigtions available from a broader
range of climate models for various emissions stesaContinued greenhouse gas
emissions at or above current rates under SRE&sosrwould cause further warming
and induce many changes in the global climate sysiring the 21st century. Projected
global average temperature change for 2090-2098&tie to 1980-1999), under the
SRES illustrative marker scenarios, ranges fromic @kely range 1.1°C to 2.9°C) for
scenario B1 to 4.0°C (likely range 2.4°C to 6.4T@) scenario A1FI (IPCC, 2007b).
Variables like precipitation and sea level will olge according to those individual

scenarios with substantial spatial and temporaatian.

The IPCC Fourth Assessment Report mentions with higelihood that observed and

projected increases in temperature, sea levelamge precipitation variability are the
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main causes for reported and projected impactdimfate change on water resources,

resulting in a significant impact on a river baaimd associated river systems.

Change in precipitation is likely to affect the magde and frequency of runoff events
of a river basin. The runoff of a basin is moressiave to changes in precipitation than to
evaporation and other climate variables and hental schange in precipitation may
cause large changes in the runoff and basin walenbe. Changed basin water balance
may alter the discharge hydrographs of rivers, such alterations have been projected
to cause significant changes in the flooding pattesf low latitude flood pulse systems
(Mirza et al., 2003). There is increasing recognmitthat changes in precipitation are
likely to alter the magnitude and frequency notyarfl extreme floods but also moderate
floods. They are usually responsible for transpgrtnore than 80% of the sediment load
carried by a river over a prolonged period (Blund dimrngvist, 2002). Hence changes in
precipitation will affect the flow characteristiemd sediment regime of a river, leading

to various hydraulic and morphological changessponse to climate change.

Sea level rise, resulting from thermal expansionwafer and melting of glaciers, also
contributes significantly on the regional basin evabalance. The rising level of sea,
which is a concern patrticularly in the river deltasll create high inland water levels.
The riverine and coastal flooding will also increadue to sea level rise, because it
causes more backing up of the river flows along db#a through backwater effects
(Ericson et al., 2006). Such effect will also imwee various hydro-morphological

changes in the rivers.

2.4.2 Observed and Projected Changes in Precipitatn

Theoretical and climate model studies suggest tha, climate that is warming due to
increasing greenhouse gases, a greater increaspested in extreme precipitation, as
compared to the mean. Taken together, the obsenahtand modelling studies lead to
an overall conclusion that an increase in the feeqy of heavy precipitation events is

likely to have occurred over most land areas dverdte 20th century.

Observed Changesin Precipitation

Trends in land precipitation have been analyzedguainumber of data sets; notably the
Global Historical Climatology Network (GHCN), thedeipitation Reconstruction over
Land (PREC/L), the Global Precipitation Climatologyroject (GPCP), the Global
Precipitation Climatology Centre (GPCC) and ther@liic Research Unit (CRU). Figure
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2.4 shows the spatial variation of precipitatioreoland for different AOGCM model

simulations along with the observed indicating etéint trends in different parts of the
world, with a general increase in Northern Hemisphenid and high latitudes

(particularly in autumn and winter) and a decreaste tropics and subtropics in both
hemispheres (IPCC, 2001b).
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Figure 2.4: Simulated and observed zonal meangtatton (IPCC, 2001b)

Long-term trends in precipitation amounts from 19602005 have been observed in
many large regions. Significantly increased preatpn has been observed in the eastern
parts of North and South America, northern Eurape rrorthern, central and south Asia.
Inter-seasonal, interannual and spatial variabitityainfall has been observed during the
past few decades across all of Asia. Annual meenfatbexhibits increasing trends in
western and the south-eastern coast of China, taAbi# Peninsula, Bangladesh and
along the western coasts of the Philippines (IPZD/a).

Substantial increases in heavy precipitation evéatge been observed in many land
regions since about 1950, even in those regionsenthere has been a reduction in total
precipitation amount (IPCC, 2007b). Generally, fregquency of occurrence of more
intense rainfall events in many parts of Asia hasaased, while the number of rainy
days and total annual amount of precipitation hexrehsed. In tropical Asia, hills and
mountain ranges cause striking spatial variationginfall. Approximately 70% of the

total annual rainfall over the Indian subcontinesntonfined to the southwest monsoon
season (June-September). Recent decades havetexXtabiincrease in extreme rainfall

events over northwest India during the summer momgd*CC, 2001a).
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Projected Changesin Precipitation

Based on patterns emerging from a limited numbestodies with current AOGCMs,

older GCMs and regional studies, there is a stawrgelation between precipitation and
projected global warming. Future increases in teatpee will likely to change the

variability of mean precipitation and extreme ppéetion events. Climate projections
using multi-model ensembles show increases in gipolaaveraged mean precipitation

over the 21st century and projects an overall esan future as shown in Figure 2.5.
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Figure 2.5: Time series of global averaged preaijoih change (%) from various GCMs
(Source: IPCC, 2007hb)

For a future warmer climate, the current generadutation models (GCMs) indicates
that precipitation generally increases in the arehgegional tropical precipitation
maxima (such as the monsoon regimes) and overdpeal Pacific in particular, with
general decreases in the subtropics, and increasegh latitudes as a consequence of a
general intensification of the global hydrologicgtle. Results (Figure 2.6) from recent
AOGCM simulations forced with SRES A2 and B2 enussi scenarios indicate that
precipitation is likely to increase in both sumnaed winter over high-latitude regions.
In winter, increases are also seen over northemlatitudes, tropical Africa and
Antarctica, and in summer in southern and eastaia. Australia, Central America and
southern Africa show consistent decreases in wiaiafall.
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Figure 2.6: Inter-model consistency in regionakpp#ation change (IPCC, 2001a)

In general, all AOGCMs simulate an enhanced hydjiold cycle and an increase in
annual mean rainfall over most of Asia. An arearaged annual mean increase in
precipitation of 3£1% in the 2020s, 7+2% in the @95and 11+3% in the 2080s over the
land regions of Asia is projected as a result dlirel increases in the atmospheric
concentration of greenhouse gases (GHGs). Undezaimdined influence of GHGs and
sulfate aerosols, the projected increase in pratipn is limited to 2+1% in the decade
2020s, 3+£1% in the 2050s, and 7+3% in the 2080S@F2001c). The models show high
uncertainty in projections of future winter and sner precipitation over South Asia.

Table 2.2 shows the precipitation changes overiSandl Southeast Asia.

Table 2.2: TAR results of precipitation changesrdvaa

Precipitation Change (%)
Regions 2020s 2050s 2080s

Annual Winter Summer  Annual Winter Summer  Annual Winter Summer

Asia 36 56 24 71 109 41 113 180 55
South 20 27 25 68 21 66 110 53 79
Asia
Southeast  ,, 14 21 46 35 34 85 73 61
Asia

17



Since the TAR, there is an improving understandiofy projected patterns of
precipitation. According to the Fourth Assessmempdtt (AR4), precipitation in
summer is likely to increase in Northern Asia, EAsia, South Asia and most of
Southeast Asia, but is likely to decrease in cémitsza. Precipitation increases over the
tropical oceans and in some of the monsoon regimgs, the South Asian monsoon in
summer (June to August) and the Australian monsworsummer (December to
February), are notable. Projections of precipitateer South Asia at the end of the 21st
century (2090 to 2099) for scenario A1B has beggargin Table 2.3.

Table 2.3: Precipitation projections over Southafaicording to AR4

Precipitation Change (%)

Region Season
Min 25% 50% 75% Max
DJF -35 9 -5 1 15
MAM -30 2 9 18 26
Soy th JIA -3 4 11 16 23
Asia
SON -12 8 15 20 26
Annual -15 4 11 15 20

The table shows the minimum, maximum, median (5086Qd 25 and 75% quartile
values among the 21 models for precipitation (Y@ngfe over South Asia. Most of the
A1B models project a decrease in precipitation & [the dry season), and an increase
during the rest of the year. The median changéds y the end of the 21st century, and
seasonally is -5% in DJF and 11% in JJA, with gdanter-model spread.

Precipitation during the coming decades is progettebe more concentrated into more
intense events, with longer periods of little ppéetion in between. There is very likely
to be an increase in the frequency of intense pitation events in parts of South Asia
and in East Asia. Extreme rainfall and winds assed with tropical cyclones are likely
to increase in East Asia, Southeast Asia and Sasidn There is a tendency for drying
in mid-continental areas during summer, indicatngreater risk of droughts in these
regions. Therefore, intense and heavy episodidalhievents with high runoff amounts
are interspersed with longer relatively dry periodsh increased evapotranspiration,

particularly in the sub-tropics (IPCC, 2007c).
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Bangladesh Context

In Bangladesh, the mean annual rainfall is aboQ0&8n, but there exists a wide spatial
and temporal distribution. Annual rainfall rangesni 1200mm in the extreme west to
over 5000mm in the east and north-east (Ahmed, 2@énerally, the eastern parts of
the country enjoy higher rainfall than the west@arts. Trend analysis shows that
decadal departures were below long-term averagiisl@60; thereafter they have been

much above normal (Mirza and Dixit, 1997).

The future precipitation pattern of Bangladesh caroe obtained directly from the 3rd
or 4th IPCC report. However, a number of attemmsehbeen made to project the
precipitation pattern over Bangladesh due to cknatange. Ahmed and Alam (1998)
produced the climate change scenarios for Bandgtatgsdownscaling various GCM
outputs. It was reported that the winter rainfabuhd decrease at a negligible rate in
2030, while in 2075 there would not be any appi#eiaainfall. On the other hand,
monsoon precipitation would increase at a rate28 Iand 27% for the two projection
years respectively. Mirza (2002) considered anmbse of GCMs, instead of validating
outputs of any specific model. There have been Wagations in output results, varying
from 0.8% to 13.5% increase in mean annual raifdalthe Ganges basin and -0.03% to
6.4% change for the same for the Brahmaputra bfsina 2C temperature rise.
Agrawala et al. (2003) used another ensemble of &OGMotal of 17 GCMs have been
run initially for model validation for Bangladesh@bserved data sets. The results

indicate that annual precipitation increases upi®®for the year 2100.

The National Adaptation Programme for Action (NAP#&a)y Bangladesh has been the
latest attempt to develop a climate change scef@rithe country. Instead of developing
one or more scenarios, the NAPA Core Team adopiedesults obtained by Agrawala
et al. for changes in temperature and modified tbsults regarding changes in

precipitation (GOB, 2005). These projections axegiin Table 2.4.

Table 2.4: Precipitation Projection over Bangladastording to NAPA

Precipitation Change (%)

Year

Annual DJF JJA
2030 5 -2 6
2050 6 -5 8
2100 10 -10 12
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2.4.3 Observed and Projected Changes in Sea Level

One of the key factors to evaluate for many impsagtiies is the present level of the sea
relative to the land. Globally, eustatic sea leftee volume of water in the oceans)
appears to have been rising during the past cerfuikf=CCC, 2001). However, there
are large regional deviations in relative sea lésah this global trend due to local land
movements. Subsidence, due to tectonic movemesdsnentation, or human extraction
of groundwater or oil, enhances relative sea-legel Uplift, due to post glacial isostatic
rebound or tectonic processes, reduces or reveesekevel rise (IPCC, 2001c).

Observed Changesin Sea Level

The main source of information on relative sea llegetide gauge records. Recent
techniques of satellite altimetry and geodetic liegehave enhanced and standardized
baseline determinations of relative sea level tagye areas of the globe.

Analyses of sea-level records having at least 2&rsy@f hourly data from stations
installed around the Pacific Basin show an overadirage mean relative sea-level rise of
0.7 mm/yr. Focusing only on the island stationshwitore than 50 years of data, the
average rate of sea-level rise is 1.6 mm/yr (IP2@1a). According to AR4 of IPCC,
global mean sea level has been rising and theofatse has increased between the 19th
and 20th centuries (Figure 2.7). The average rae W7 £ 0.5 mm/ yr for the 20th
century, 1.8 £ 0.5 mm/yr for 1961-2003 and 3.1Zm@m/yr for 1993-2003.

100

50+

Sea level (mm)
]
¢ 2

L
8

—200 T T T T T T T
1880 1900 1920 1940 1960 1980 2000

Figure 2.7: Annual averages of the global meanlesezl based on reconstructed fields

since 1870 (red), tide gauge measurements sinde (b@%e) and satellite altimetry since
1992 (black). Values are relative to the averagd 81-1990 (Source: IPCC, 2007a)
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The average thermal expansion contribution to eeel rise for the 1961 to 2003 period
was 0.42 £ 0.12 mm/yr, while the contribution frgtaciers, ice caps and ice sheets is
estimated to have been 0.7 + 0.5 mm/yr. The glabvarage rate of sea level rise
measured by TOPEX/Poseidon satellite altimetry rdpri993 to 2003 is 3.1 + 0.7
mm/yr. This observed rate for the recent periotlase to the estimated total of 2.8 £ 0.7
mm/yr for the climate-related contributions duethermal expansion (1.6 = 0.5 mm/yr)
and changes in land ice (1.2 £ 0.4 mm yr-1) (IP2@D7a).

Precise satellite measurements since 1993 providenbiguous evidence of regional
variability of sea level change. In some regioases of rise during this period are up to

several times the global mean, while in other negisea level is falling (IPCC, 2007c).

Projected Changesin Sea Level

Although some components of future sea-level rase lme modeled regionally by using
coupled ocean-atmosphere models, the most commthrochef obtaining scenarios is to
apply global mean estimates from simple models. eM@cently, some studies have
begun to express future sea-level rise in prolsiulierms, enabling rising levels to be
evaluated in terms of the risk of exceeding aaaltthreshold of impact.

Projections of global average sea level rise fra®01to 2100, using a range of
AOGCMs following the 1S92a scenario, lie in thegarD.11 to 0.77 m (Figure 2.8). This

range reflects the systematic uncertainty of maukgll
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Figure 2.8: Global average sea level rise for 11®3®100 for the SRES scenarios
(Source: IPCC, 2001b)
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According to TAR, a sea level rise of 0.09 to On8& projected for 1990 to 2100 for the
full set of SRES scenarios primarily from thermapansion and loss of mass from
glaciers and ice caps. The central value is 0.4&nnch corresponds to an average rate
of about two to four times the rate over the 20thtary. The range of sea level rise
presented in the SAR was 0.13 to 0.94 m based en3B2 scenarios. The Fourth
Assessment Report of IPCC projected global-avesagdevel rise at the end of the 21st
century (2090 to 2099) relative to 1980 to 1999ddrthe order of 0.18 to 0.59 m, based
on the spread of AOGCM results and different SRESnarios. Despite higher
temperature change projections in this assessriiensea level projections are slightly
lower, primarily due to the use of improved modelsich give a smaller contribution

from glaciers and ice sheets.

The IPCC TAR (2001) provides a time series of s®@ll projections through the 21st
century with maximum, minimum and models averagejeations for the potential
dynamic response of the Greenland and AntarcticSlkeeets. While AR4 projections
have been for the period of 2090 to 2099. Thesgegtions are given in Table 2.5.
However recent reports indicate greater SLR prmastthan the TAR and AR4.

Table 2.5: Sea level rise projections accordin§A® and AR4

Sea Level Rise (cm)

TAR AR4
. (relative to
Scenario (relative to 1990) 1980-1999)
2020 2050 2080 2100 2090-2099
Model Best Model Best Model Best Model Best Model
Range Estimate Range Estimate Range Estimate Range Estimate Range
22— 6.3 — 10.7 - 129 -
AlB 10.3 6.1 28.4 16.7 507 30.1 69 4 38.7 21-48
2.2 - 6.6 — 13.7 - 18.2 —
Al1T 10.4 6.6 291 17.5 61.2 29.8 859 36.7 20-45
24— 6.4 — 9.9 - 11.1 -
AlFI 11.0 6.1 299 17.2 529 35.6 671 49.1 26 - 59
21- 5.8 - 11.3 - 155 -
A2 10.4 6.1 26.9 15.7 52 6 30.4 743 42.4 23-51
22— 5.2- 8.0 - 9.2 -
Bl 105 6.2 25 9 15.0 a4.4 249 56.7 31.0 18 -36
23— 56— 9.1- 11.4 -
B2 10.9 6.4 277 16.0 48.8 275 64.6 35.8 20-43
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For each scenario shown in table, the midpoinhefrange for AR4 is within 10% of the
TAR model average for 2090-2099. The ranges areowar than in the TAR mainly
because of improved information about some unceigsi in the projected contributions.

Thermal expansion is the largest component, caritng 70-75% of the central estimate
in these projections for all scenarios. Glaciers, ¢aps and the Greenland ice sheet are
also projected to contribute positively to sea I§l@CC, 2007b). Figure 2.9 shows the
contribution of different components on the globakrage sea level rise for the six
SRES marker scenarios. The uncertainties denade95% ranges, based on the spread

of model results, and not including carbon cycleartainties.
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Figure 2.9: Projected global average sea levelargkits components in 2090 to 2099
(relative to 1980-1999) for the six SRES markenages (Source: IPCC, 2007b)

In all the SRES marker scenarios except B1, theageerate of sea-level rise during the
21st century is very likely to exceed the 1961-2@08rage rate (1.8 £ 0.5 mm/yr).
During 2090 to 2099 under A1B, the central estin@t¢he rate of rise is 3.8 mmlyr,
which exceeds the central estimate of 3.1 mm/yd 893 to 2003. The 1993 to 2003 rate
may have a contribution of about 1 mm/yr from intdly generated or naturally forced
decadal variability. These sources of variabilitg @ot predictable and therefore the

actual rate during any future decade might be rootess than the projected rate.

Bangladesh Context
Sea-level rise during the 21st century is projediechave substantial geographical
variability and such variation may occur along toast of Bangladesh. IPCC-IV study
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has referred to various researchers who have expdinat in the coastal areas of Asia,
the current rate of SLR (1 to 3 mml/yr) is margipateater than the global average. In
addition to this, the rate of sea level rise of Buh/yr as reported over the past decade
has been accelerated relative to the long termageetaken over the 20th century as a
whole (1.7 to 2.4 mm/yr) (CCC, 2009a).

The SAARC Meteorological Research Centre (SMRC)yaed sea level changes of 22
years historical tide data at three tide gaugetioecs in the coast of Bangladesh. The
study revealed that the rate of sea level risenduast 22 years is many fold higher than
the mean rate of global sea level rise over 100syekhey also revealed the regional
variation in the rate of sea level changes. SMRijepted figures of sea level rise are 18
cm, 30cm and 60 cm for the year 2030, 2050 and 2d€)iectively (CCC, 2009b).

National Adaptation Programme for Action (NAPA) haredicted the sea level rise for
Bangladesh based on 3rd IPCC report and projedi®d f&r the year 2030 and 2050
would be 14 cm and 32 cm respectively (GOB, 200%e sea level projections for

Bangladesh are summarized in Table 2.6.

Table 2.6: Sea level Projections for Bangladesh

Sea Level Rise (cm)

Year 3“Ipcc
SMRC NAPA
(upper range)
2030 14 18 14
2050 32 30 32
2100 88 60 88

2.5 Climate Change Impacts on the Hydro-morphologpf a River

Climate change is likely to lead to an intensificatof the global hydrological cycle and
to have a major impact on regional water resoursgstem. The IPCC Fourth
Assessment Report mentions with high likelihood thtzserved and projected increases
in temperature, precipitation variability and seael rise are the main causes for the
reported and projected impacts of climate changewater resources, resulting in a
significant effect on the hydro-morphological chaeaistics of a river basin and relevant

river system.
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2.5.1 Impacts on a River Basin

A river basin can be divided into three zones baseslarious geomorphic contexts and
different hydro-morphological behavior and procssstthe river. In the upper part of
the basins, rivers are formed by erosion of thedied their course incises progressively
(zone 1 as shown in Figure 2.10). Flow carriesptuelucts of the incision and eroded
soil towards the lower zones. In zone 2 some duiulin exists between sediment
transport capacity of the flow and the sedimenpbupt is the transfer zone. In zone 3,
the sediments are deposited by lack of transpqéaaty, in deltas or estuaries. Any
changes in climate and hydro-meteorology will affiéa® soil erosion, hydraulic regime

(discharge and sediment transport) and evolutiaivef courses throughout the basin.

Zone 1 Zone 2 Zone 3
Erosion producing Transfer Deposition
area
S
Delta
—

Figure 2.10: Geomorphic zones of a river basin

As a result of climate change and global warminxgess precipitation is likely to affect
the magnitude and frequency of runoff events raspih changes in flow and sediment
regime of a river basin. Such changes may influethee conveyance capacity and
morphological behavior of rivers through:

a. Bed erosion or deposition;

b. Channel widening or narrowing;

c. Changes in planform.

Which of these occurs depends upon the extent tachwkhanges in flow are

accompanied by changes in sediment delivery. lugdper reaches, an increase in runoff
is likely to trigger bed erosion, increasing chdncapacity and enhancing sediment
supply for the lower reaches. In the middle reachesverage, sediments will be in
transit with limited erosion or deposition. In tloever reaches, geomorphologic context
due to climate change may be quite diversified,eddmg on topography and on the
presence of sediment sources. Increased streanstmompanied by high sediment
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supply from the upper reaches may result in aggiadareducing channel slope and
conveyance capacity of the river. Channel widerang changes in planform may also
occur due to non-equilibrium conditions of watedaediment supply. Finally, at the
outlet, rivers with high sediment load fill up tldrowned valley and then deposit

sediment beyond the coastline, creating delta @tlal., 2008).

The impact of sea level rise will also be prominenthe lower reaches (zone 3) of a
river basin. Rising levels of sea will affect theokition of delta as well as the
aggradation of rivers through backwater effect. réfare, the flow regime and
morphology of the rivers located in the lower reatla basin will be more responsive to

climate change.

2.5.2 Impacts on the GBM River System

Climate change affects the regional river basintesysby varying the basin water

balance through temperature and precipitation cbsms@gd raising sea level, which is a
concern patrticularly in the river deltas. Among ther systems, the impact of climate
change on the Ganges-Brahmaputra-Meghna (GBM) lmsixpected to be particularly

strong. The basin is one of the most vulnerablasane the world as it is subject to the

combined effects of glacier melt, extreme mons@onfall and sea level rise.

It is expected that climate change induced altematiin temperature would affect the
timing and rate of snow melt in the upper Himalayaaches. Study shows that the 30.2
km long Gangotri glacier has been receding alariyimg recent years. Some other
glaciers in Asia, such as glaciers in the Tibetmtelau and the glaciated areas located in
the headwaters of the Changjiang River are pragjetdedecrease (Gain, 2011). Such
trends of glacial melts suggest an increased sunffoers in the Ganga, Indus,
Brahmaputra and other rivers that criss-cross ththarn Indian plain.

Again, the GBM basin is highly influenced by extemonsoon rainfall (Mirza, 2002).
Intensification of the monsoon rainfall coupled lwihcreased glacier melts is likely to
contribute to flood disasters in Himalayan catchtsenn the longer term, global
warming could lead to serious impacts on the 7 miaers in Asia fed by melt water

from the Himalayas.

The anticipated sea level rise due to global wagmill create a profound impact on the
rivers of GBM basin, because it causes more backpm@f the rivers along the delta.
This will result in increased drainage congestiar tb higher water levels which will be
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exacerbated by other factors associated with cirahinge, such as siltation of estuary

branches in line with increased surface runoff aigtier riverbed levels.

2.5.3 Impacts on the Rivers of Bangladesh

Bangladesh has been sharing a total of 54 translaoyrrivers, which are mostly

originated from Himalayan glaciers located on uppparian countries. The country,

being only 7 percent of GBM catchment area, receoxer 90 percent of the water from
the basin which discharges through the Ganges-Baphtra-Meghna river system

(CCC, 2009b). The confluences between the Brahmapnid the Ganges (known as the
Padma) and the Meghna become two huge water pawmisgdthe peak seasons and
cause flooding, particularly in the central parttbé country. Due to climate change,
excess rainfall coupled with Himalayan ice-meltdl wicrease runoff and create more
intense flooding in these rivers. The situation rbagome worse if it is associated with

global warming accelerated sea level rise.

The impact of sea level rise would be most prominerthe southern coastal zone of
Bangladesh which is connected to the Bay of Befigalugh 710 km coastline. This
coastal region is marked by morphologically dynamier network and estuary system.
The Pussur-Sibsa, the Lower Meghna and the Kainafelthe major river systems of
the region. The Lower Meghna River carries the doetbflow of Ganges, Brahmaputra
and Upper Meghna and discharges water into the @dagengal through a common
terminus known as the Meghna estuary. This massi@eer also carries enormous

amount sediment towards the Bay of Bengal.

Due to climate change, a synchronization of peakdlof the major rivers, accompanied
by increased discharge and sea level rise, wilugedan unusual situation where the
entire drainage system in the floodplain fails tainl all the incoming waters and suffer
severe floods of very high intensity. Due to prged discharge of floodwaters, the rate
of sedimentation will increase. Moreover, increasathfall runoff in the vast GBM
region due to climate change also contributes toaeced sediment flows along the
rivers (CCC, 2009b). As a result, both the riverlaed adjacent floodplains will rise
leading to further drainage congestion. The consecg is progressive siltation and
decrease of channel depth, thereby increasinglaoe ability of the alluvial plain and
possibly more intense flooding in the following y®aSuch a cyclic course of events
would intensify the flooding problem more.
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2.6 Response of the Flow Regime and Morphology ofRiver to Climate Change

There is substantial evidence that climate varglaad their change will affect the
hydro-morphological characteristics and proces$easriver. The main issues of climate
change that may affect the morphology of a river-a(i) changes in flow regime due to

changes in precipitation pattern and (ii) changdsaise level due to sea-level rise.

A major change in the hydrologic regime would tegg response that would completely
change the morphology of rivers. Therefore the ravenay take long periods for

adjustment in fluvial processes and morphologicadms due to climate change.
Different analytical, empirical and conceptual misdaich as Schumm (1969), De Vries
(1975), Klaassen (1995) has been developed to sasseh long term morphological

changes. These changes are associated with a cosgles of independent variables,
but the discharge of water and sediment integratest of the other independent
variables (Verhoog, 1987).

The nature and quantity of water and sediment ngp¥imough the channel largely
determines various morphological variables of saddluvial channels such as width,
depth, widthdepth ratio, slope of the bed etc. e climate change will affect the
river morphology by changing the discharge of watsl sediment. Schumm prepared a
conceptual model (Table 2.7) giving the consequentesuch long term changes which

can be used to assess the morphological respomseofo climate change.

Table 2.7: Schumm’s Conceptual Model

Independent Variables Dependant Variables
Discharge Sediment Width Depth Slope Width-depth
Q) Discharge (Qs) (b) (d) (S) ratio (F=b/d)
+ + + +/- +/- +
+/- +/-
+ - +/- + +
+ +/- - + +

Schumm’s relations indicate that width and depgpo@ses occur in different fashions

depending on the nature of the causal changesamalige and/or sediment load. This is
consistent with the ideas on stable channel gegnastd can be used to assess the
response of the rivers to changes of differentaldeis related to climate change.
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As a result of climate change, variation in preefdon may alter the discharge and
sediment characteristics of a river. Sea level issikely to introduce backwater effect
leading to high inland water level and drainagegestion. Such conditions will be
exacerbated by other morphological processes adsdcwith climate change such as

higher riverbed levels, siltation of estuary bragghdelta progradation etc.

2.6.1 Change in Streamflow

The runoff of a basin is more sensitive to changes precipitation than to
evapotranspiration and other climate variables lzgmtte small changes in precipitation
may cause large changes in the discharge of ritensa catchment with a low runoff
ratio (the annual volume of discharge divided by @éimnual volume of precipitation), the
effect of a 10% reduction in precipitation may rangom a 50% reduction in river
discharge with no direct GCeffect, to a 70% increase in discharge with a maxn
direct CQ effect (Verhoog, 1987). For higher runoff ratidse tranges of possible

discharge changes is much less.

Changed basin water balance due to variation alitation and glacier melts may alter
the discharge hydrographs of rivers, and suchaiters have been projected to cause
significant changes in the hydraulics of a riven ikcrease in precipitation in the head
waters will not only cause an increase in annustidirge, but through reduction of
vegetation density, it will increase peak dischaagel greatly increase the amount of
sand load. These excess sediments will be depopitegressively along the river
resulting in decrease of the slope of the riveg(Fe 2.11).

t=t Final water level

t =11

Figure 2.11: Effect of increased discharge on erriv
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The effect can be better conceptualized using Sofisrmodel. As a consequence of
higher discharge and sediment load, the channél beitome wider and shallower
leading to a greater width-depth ratio and the okaslope will become much flatter. To
accommodate the increased discharge, water susidlagse resulting in flooding of the

rivers and adjacent floodplains.

2.6.2 Backwater Effect and Drainage Congestion

Back water effect (BWE) generally refers to thareation of a river outflow by a rise in
the level of water at the mouth of the river. Mgstlis an estuarial phenomenon, but will
also be felt in rivers and adjacent floodplaingHar upstream. The effect may be from a
main river to a tributary or from sea to a riventMnly do conditions at the mouth of the
river retard the outflow, but often a flow reversaicurs—that is, water may flow from
the sea to a river.

BWE in Bangladesh arises as a result of a numbelyoamic conditions/causes in the
Bay of Bengal. The principal ones are: (1) southwaesensoon wind during the rainy
season, (2) astronomical tides and (3) storm suikes1999). Another non-dynamic
and long-term BWE is likely to be caused by thelsgal rise, which will raise the level
of water at the mouth (estuary) of a river. Theit be a permanent increase of water
level within the delta area, and the increase naay spatially across the river to further

upstream (Figure 2.12).
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Figure 2.12: Backwater effect due to sea level rise

The combined effect of higher sea water levels@loith increased discharge will create

water-logging and drainage congestion. The morgicédly highly dynamic rivers in
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Bangladesh are expected to adapt to such changeatan levels in a period of time,
which falls within the considered time horizon diOlyears. According to Schumm’s
model, the result would be gradual decrease of r@laslope as well as water level
gradient. As a consequence, floodwater inside thentty continues to accumulate,
bringing more areas under inundation and increasiadength and depth of inundation
in areas already inundated, thus further aggrayative flood situation that already

exists.

2.6.3 Sedimentation and Bed Level Change

Disturbance of the morphological processes of arriwill also become a significant
problem under climate change. Climate change iseard to affect the river
morphology with two main (related) processes inedtv

(i) Increased morphological activity with increaseckr flow and sediment load

(ii) Disturbance of the balance between sedimamisjport and deposition in rivers

There will be a substantial increase of river floavrying large amount of sediment load.
Decrease in water level gradients due to sea leseWwill result in lower flow velocities
and reduced sediment carrying capacities of thersivAs a result, the rate of
sedimentation will increase leading to rise in btile riverbed and the bed of the
adjacent floodplains. These changes in bed lev#llsnviurn cause additional changes in
river levels, which effect will propagate the impaxd sea level rise in the upstream
direction (Figure 2.13).

~~~~~~~~ Water level change

s e

Figure 2.13: Change of bed level

31



According to Schumm’s model, constant interactibesveen the bed and bank material,
flowing water and sediment load will lead to sigraht changes in channel geometry by

making the channel wider and shallower.

2.6.4 Delta Progradation

Rivers form deltas wherever they flow into standwater such as a lake, a reservoir or
the ocean. Due to climate change induced globamivay, variations in sea levels can
exert a significant influence on depositional paseat river mouths and river deltas.
Under conditions of constant base level of stanavatger, i.e. constant sea level, deltas
can be expected to move seaward resulting in grgmlogradation of the river delta.
However under conditions of sea level rise as goatied to occur, the behavior of the

delta changes dramatically leading to more compieiutions of deltaic shorelines.

Deltas commonly display three distinct zones; (&vaslope topset deposit that forms
as the coarse sediment load deposits on the reger(b) a high-slope foreset deposit that
forms as the coarse sediment load avalanches dwvdeita face into deeper water and
(c) a low-slope bottomset deposit that forms aditles settle out on the bed of the lake
or estuary. The concept of delta evolution canxpgagned in the context of Figure 2.14.
Water and sediment are released at the upstreamofetite reach over a bedrock
basement with sufficiently high slope. The effetstanding water downstream causes
the river-borne sediments to deposit and form &rvial topset. The alluvial bed slope
decreases downstream as sediment deposits outselhment load remaining at the
shoreline (topset-foreset break) is supplied t@easdanching subaqueous foreset, which

progrades outward over the basement.
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Figure 2.14: Progradation of river delta
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The effect of rising levels of sea on the programhadf delta will be better understood

from Figure 2.15.
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Figure 2.15: Delta evolution with rising sea le{@burce: Parker and Muto, 2003)

In Figure 2.15 shows that the sea level is risimgime. In the early stages of delta
development, a steady water and sediment supply awifirst lead to a delta that
progrades seaward (regresses). The river mushéltopset space created by rising sea
level which causes the sediment transport to deergere rapidly downstream, leaving
less sediment delivery at the shoreline to supplthé foreset. As a result, the shoreline
progrades ever more slowly, until it reverses amaves upstream (transgresses). At
some point, i.e. “autobreak,” there is no longey ardiment left at the shoreline to
supply to the foreset. After this time the subaasedelta is abandoned and the shoreline
begins to transgress rapidly, creating a zone ep deater (embayment) behind it. Muto
(2001) called this transgression due to sea leisel fautoretreat.” The process of

autoretreat begins as soon as the shoreline starieve landward.

A key feature of the delta evaluation process tdrsent supply. Whether or not a delta
goes into autoretreat depends on sediment supplyhenrate and duration of base level
rise. For any given rate and duration of rise, tigdta goes into autoretreat for a
sufficiently low sediment supply. As long as sedtnis still being delivered to the delta
face no embayment is created. Therefore underighe conditions a sufficiently high

sediment supply can prevent river mouths from benagvned due to sea level rise.
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2.7 Modelling and Assessment of Climate Change Impts on a River

The process of changing climate and their intevacwith different features of the earth
are extremely complicated. Understanding the effedt climate change and their
subsequent variables on a specific sector requmege quality information. To
incorporate this large amount of information inb@ tomplex processes of climate, use
of various modelling tools and techniques becomesemial. Hence analyzing the
impact of climate change on the complex river systequires the application of various
assessment models. Extensive use of a number eSsmssnt models, tools and
methodologies as well as various scenarios, inctutihose provided by the IPCC, can

help to provide an assessment of the future impdabmate change on a river.

2.7.1 Impact Modelling

When considering the impact of climatic change le mhorphology of river basins and
river systems, first it is necessary to estimate tmpact of climate change on
precipitation and evaporation, secondly on basmoffuand resulting streamflow and
lastly on the hydraulics and morphology of the mvéHowever, such processes become
much complex when associated with global warmirduaed sea level rise. The river
responses in a number of ways to these effectsclieage in river flow, high inland
water level, increased siltation and consequentléesl changes, delta progradation etc.
A variety of studies have done to study such resgsmsing different modelling tools,
techniques and methods.

2.7.2 Modelling to Estimate Streamflow

Climate change means variation in temperature argtigtation and changes in
evaporation, air humidity, wind speed, cloudinegs ®¥/hen considering a particular
river basin system, interest should be placed uperbasin runoff resulting from these
variables. The relation of existing regional climato runoff is not always
straightforward. The basin runoff is usually moeastive to precipitation changes, since

they have an amplified effect on runoff.

To establish a rainfall-runoff relation for a rivieasin, the effect of evapotranspiration is
also very crucial. Other important geophysical destaffecting the process are: the
nature of geological formation (crystalline or sedntary); the density of the natural
vegetation, the nature of the drainage pattern el formation of floodplains.

Floodplains have high infiltration losses and evegtspiration losses, which reduce
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streamflow. While precipitation is the input, thalsover complex plays the role of the
discriminating element of the precipitation-runofelations. These factors are
interconnected to each other and their circulaati@hs are difficult to introduce.

Therefore hydrologic mathematical models are usedudy changes in runoff caused by

various factors and processes due to changesmateli

For hydrologic climate impact modelling, the idealbdel would be a distributed
deterministic model with the following sub-mode#s unsaturated zone model, a root
zone model, a saturated flow model, a snowmelt madeanopy interception model, an
evapotranspiration model, an overland and chanowlhodel. Examples of such model
are MIKE SHE (Systems Hydrologic European), Sacram&oil Moisture Accounting
Model etc. With these tools it is possible to modehnges in vegetation and land use,
but it is not possible to model secondary detdilsreover such information for a huge
basin is very difficult to gather. Therefore thedely used model technologies are based
on the assumption that physical basin boundary itond do not change, thus

vegetation, soil properties and channel morphokrgykept constant.

In the view of above, system theoretic approactea® lbeen considered an alternate to
the physically based models, due to their simplio#lative to minimizing the need for
collecting detailed watershed data. Examples ofhsowdel are ARMAX (Auto
Regressive Moving Average with Exogenous Input$yNA(Artificial Neural Network)
models etc. Nowadays, ANNs are getting more popakran alternative for the
conventional physical models because of its abifitgimulate nonlinear complex system

without any priori assumption about the hydrolggiocesses involved in a basin.

Over the past few years there have been numeradgestof the hydrologic effects of
climate change. These studies primarily have fatuse the effects of changes in

temperature and precipitation on mean monthly,@edr annual runoff.

McCabe and Wolock (1997) studied the statistidatlinood of detecting a trend in
annual runoff given an assumed change in mean hmmeff, the underlying year-to-
year variabihty in runoff and serial correlatlon ahnual runoff. Means, standard
deviations, and lag-l serial correlations of annuedoff were computed for 585 stream
gages in the United States. Assuming a linear 20&8hge in mean annual runoff over a
100 yr period and a significance level of 95%, #werage probability of detecting a
significant trend was 28% among the 585 streamgage

35



Bronstert et al (2002) indicated that changes mdlaover may have influenced the
hydrological regime of various river basins. Theed timing of snow accumulation
and snowmelt combined with a time shift in the fainregime may result in an
unfavorable superposition of snowmelt and high ipi&tion resulting in considerable
increase of 55% of the peak discharge during fleedson. Various land surface and
meteorological boundary conditions yielded increage peak discharge that varied

between 0 and 30% even for events with the samenrperiod of about 3 years.

Nohara et al. (2006) investigated the projectionsver discharge for 24 major rivers in
the world during the twenty-first century simulatbg 19 coupled atmosphere—ocean
general circulation models based on the SpeciabRem Emissions Scenarios A1B
scenario. To reduce model bias and uncertaintygighted ensemble mean (WEM) is
used for multimodel projections. Results indicatieat the discharge increases in high-
latitude rivers (Amur, Lena, MacKenzie, Ob, Yenjsmid Yukon) and the peak timing
shifts earlier because of an earlier snowmelt chibryeglobal warming. Discharge tends
to decrease for the rivers in Europe to the Meditezan region (Danube, Euphrates, and
Rhine), and southern United Sates (Rio Grande).

Christensen and Lettenmaier (2006) assessed thacimp climate change on Colorado
River basin using a multimodel ensemble approactwimch downscaled and bias
corrected output from 11 General Circulation Modg&CMs) was used. Downscaled
climate scenarios (ensembles) were used as fortnte Variable Infiltration Capacity
(VIC) macroscale hydrology model. Results for th2 @nd B1 climate scenarios were
divided into period 1 (2010-2039), period 2 (2040692), and period 3 (2070-2099).
Analyses showed that runoff changes were mostlydbelt of a dominance of increased
evapotranspiration over the seasonal precipitasiifts, with ensemble mean runoff
reductions of -1, —6, and —11 percent for the A2eembles and 0, -7, and —8 percent for
the B1 ensembles for the respective periods. HaamdtLettenmaier (1999) applied the
same methodology to evaluate the climate changadtamn Columbia River basin.

Li et al (2008) developed a distributed hydrologiodel of the Yellow River based on
observed data in order to investigate the impademwiperature and precipitation change
on runoff. Data derived from the results of sevemeagal circulation models (GCMs)
under two climate change scenarios A2 and B2 weesl @as future climate scenarios.
Simulated runoff corresponding to climate scenammicated that the runoff amount

would change lightly before 2020 and then wouldrease approximately 5% per year.
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Large variability in annual runoff in the future piied a high probability and severity of

flooding as well as droughts.

Besaw et al (2010) developed artificial neural roeks (ANNs) model to forecast
streamflow in ungauged Winooski River basin, USAeTmodel inputs included time-
lagged records of precipitation and temperaturepiealict streamflow in an ungauged
basin, the recurrent ANNs were trained on climéte+fdata from one basin and used to
forecast streamflow in a nearby basin with différ@nore representative) climate inputs.
The successful demonstration of these flow preshicthethods showed that the ANNS,
trained on a climate-discharge record from one rhagrove capable of predicting
streamflow in a nearby basin as accurately asenbtsin on which they were trained.
This suggests that the proposed methods are wajgdlicable, at least in the humid,

temperate climate zones.

Chen et al (2008) evaluated the impacts of clinctenge on water resource in the
Bosten Lake basin, China using an artificial neuratwork model. The model was
trained using the error backpropagation algorithmd @alidated for a major catchment
that covers 82% of the Bosten Lake basin and hasotily available weather and
streamflow data. After validating the model it wased to examine the surface
hydrology responses to changes of regional temyrerand precipitation. Major results
showed that because of an additional effect onigglanelt in the upper reach of the
basin temperature increase can cause large insredstreamflow. Model results also
showed that if the current climate trend contintdles,annual streamflow would increase
by 38% of its current volume, and the summer andevistreamflow would increase by
71.8 and 11.4% of their respective current volumée next 50-70 years, highlighting
challenges for the basin’s water resources managtesne flood protection.

Similar type of studies were also carried out byiouss researchers to estimate the
variation in streamflow due to climate change usiegral network approach due to its

simplicity and easier applicability.

2.7.4 Modelling the Hydraulic and Morphologic Respase of a River

A major change in the hydrologic regime would tegg response that would completely
change channel morphology. Channel morphology ctsflea complex series of
independent variables such as: geology, paleoatiogy, relief, valley dimensions,
vegetation, hydrology, channel morphology, watescdarge, sediment discharge and
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flow hydraulics. These variables are not indepehdéreach other. Eventual climate
change directly influences the vegetation and §ardiogy of the basin, which in turn
influences the channel morphology, which influenceslley dimensions, which

influences relief. Relief again influences the loldgy of the basin, etc (Verhoog, 1987).

When considering the impact of climate change arver, the channel morphology
becomes the independent variable. In a naturarstrever longer periods of time, the
discharge of water and sediment integrates mo#teobther independent variables and
their nature and quantity largely affects the rigehavior. Therefore the observed water
and sediment discharge become independent variabiel determine the morphologic
characteristics of the stream and therefore thev flydraulics. All other variables
become independent then. When the impact of sesd fese is incorporated, the high
water levels of the rivers also become an indepandariable determining the hydro-

morphologic characteristics of a river.

In order to assess such complex hydro-morphologiciadnges, application of
mathematical modelling is essential. There areralbyar of modelling tools available to
simulate such long term morphological changes afvar due to climate change.
Examples of some notable hydrodynamic and morplhologdel are MIKE 21, DELFT,

SOBEK, SMS, CCHE2D etc. Although these models hdifeerent computational

techniques and methodologies, all of them are dapebncorporating various scenarios
and impacts of climate change on a river system @isequently able to produce

various responses of a river to such changes.

In order to simulate the complex long term hydmawalhd morphologic responses of a
river to climate change, various researchers hatemimken several studies with the
application of models. Most of them are relatethtondation and backwater effect. Only

few studies were done to assess the morphologitialtees due to climate change.

Huang et al (2004) examined the increased potemglabf tidal inundations in the Pearl
River delta, China, due to future rises in sealleVbe research was based on tidal
records of 54 tide gauges distributed across thia @éain and employs mathematical
calculations to predict potential rises of wateselan different parts of the delta under a
number of flood scenarios given by IPCC. After asgey a 72-year tidal and factors
such as estuarine backwater effects and long-tesofogical subsidence, it suggested
that a 30 cm rise in relative sea level at the imaiftthe estuary is possible by 2030.
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Based on the prediction and five freshwater disghacenarios, the potential impacts in
water level across the delta plain were calculaié impacts were also translated into
return periods of water level. It is suggested that large part of the delta plain, return
periods will be shortened and hence will be indregg vulnerable to tidal inundation.

Vastila et al (2010) assessed the impacts of cinchtange, both in terms of changed
basin water balance and sea level rise, on the Lddekong flood pulse. The impacts
were simulated by a three-dimensional hydrodynanodel EIA 3D using the projected
changes in sea level and the Mekong mainstreanhahge under the influence of
climate change as boundary conditions. The modabellsiions projected that average
and maximum water levels and flood duration inceeas 2010-2049. The most
consistent and notable changes occurred in theageeand dry hydrological years. Sea
level rise had the greatest effects in the Mekoregd) whereas the impacts of changed
basin water balance were more notable in the uppeas of the Mekong floodplains.

Hanh and Furukawa (2007) undertook similar stuftiethe coastal zone of Vietham.

Springer et al (2009) presented a record of Holedeydroclimatology for a humid,

temperate watershed in the Appalachian Mountaireasfern North America. They used
river-deposited cave sediments to construct a fyistd incision, aggradation and

morphological change in the surface channel. Tloend that the Greenbrier River had
aggraded by 4 m during or prior to the Halocene adhopted an alluvial morphology,

probably due to the mobilization of hillslope sedms accumulated during the colder,
drier full-glacial conditions of the Late Pleistoee As climate moistened during the
Holocene, the Greenbrier River incised through aeéfilling sediments and back onto
bedrock. Therefore, the bedrock morphology of matreams in the Appalachian
Mountains may not have existed for much of the e, which highlights the effect of
climate variability on channel processes. The beagel rise was more evidence that
bedrock incision by rivers is often episodic andtthlow, long-term incision rates are

probably not representative of short-term incigiates.

Scott and Jia (2010) developed a two-dimensiondtddynamic and sediment transport
model CCHE2D for addressing sediment transport Iprod in the Mississippi and
Arkansas Rivers due to climate change. Traditignakcause of the computational time
requirements of multi-dimensional simulations, medare run for relatively short
periods of time on relatively short river reach&ihough this provides an indicator of

initial channel response, it does not provide atcetor of long-term changes in river
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morphology. To reduce simulation time requirememtsguasi-steady approach was
undertaken for long-term simulations like climateaoge for the selected river systems
with gradually varying hydrographs. The study resuhdicated that although riverine
sediment transport and hydrodynamics are inheramtlsteady in nature, the quasi-
steady approach could provide adequate solutioeupporting long term simulations of
river due to climate change. A study was also edrlly Promny (2011) to evaluate the

effects of climate change on the morphology of Geriwaterways using SOBEK.

2.7.5 Modelling to Evaluate Delta Progradation

Climate change and global warming acceleratedeses fise will have a profound effect
on morphological processes of a river and its assat delta system. In this case the
progradation of delta depends not only on the waiter sediment discharge supplied by
the associated river basin, but also on the rikagl of sea water. Hence the water and
sediment discharge along with the increasing seel leecome independent variables

that determine morphology of the river and evolutid river delta.

A variety of conceptual, experimental and numericeldels have been developed to
predict the response of a river to sea level risd the process of delta evolution
associated with such rise. However, such compuationethods are still under
developed and continuous research is undergoingongnthem, the Numerical Model
developed by Parker and Muto (2003) is widely ugmdvarious field conditions to
assess the process of delta evolution due to dictange.

Parker and Muto (2003) developed a numerical masleio study delta evolution,

including autoretreat, and is compared againsttaos@xperiments. The model also
encompasses the migration of a bedrock-alluvialsiteon at the upstream end of the
delta. Akamatsu, Parker and Muto (2005) applied thbdel to explore the effect of
rising sea level on river deltas and long profifes the Fly-Strickland River System,

Papua New Guinea for smooth and punctuated eusteticlevel rise. The results
indicated that sediment supply during floods playkey role in determining the delta
response to the sea level rise. The results alggested that (1) this river delta
experienced autoretreat during the most recenplaasal sea-level rise, (2) the effect of
the sea-level rise likely extended far upstreanthef present-day river delta, (3) the
present Fly-Strickland estuary partially represehts aftermath of, and is in recovery
from the effect of the last postglacial sealevekryi(4) the predicted final position of
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shoreline at the present day in the case of putediisea level rise is approximately same
as in the case of smooth sea level rise and (Bpage of sediment supply has a drastic

influence on the bed profile.

The numerical model verifies Muto’s (2001) conceptautoretreat at field scale, and
guantifies it for the Fly-Strickland River SysterRapua New Guinea. The model
suggests that Holocene sea level rise likely hptbound effect on both the river delta
(drowning it) and the river profile itself (increag concavity of the long profile and
forcing the upstream end of the sand-bed reachwardi

Parker, Akamatsu, Muto and Dietrich (2004) alsolyz®al the passive margin of the
East Coast of the US. The coastline from New Jeis®orth Carolina shows a series of
embayments, including Delaware Bay, ChesapeakeaBdyAlbemarle Sound. Evidently
the mouths of the rivers flowing into this regiorene drowned by sea level rise. The
margin of the northern Gulf of Mexico near the NBsfpi River delta, on the other
hand, presents a very different picture. Evidenggssts that the Mississippi Delta was
able to continue to prograde throughout Holoceree lseel rise. The experiments of
Muto (2001) allowed interpretation of the differendbetween these scenarios.
Apparently the sediment supply to the Appalachiamrsed streams was not sufficient to
prevent autoretreat and delta drowning due to 12@anlevel rise over 12000 years. The
sediment supply to the Mississippi Delta, howewgapears to have been sufficient to
allow progradation over the same period. They aaded that if the sediment supply is
sufficient then the delta front continues to mogavsard, and the speeds of progradation

of the new deltas after stabilization depend orstdiment feed rate from upstream.

Lai and Capart (2007) envisioned the delta evotutis a one-dimensional diffusion
process, with different diffusivities acting alotige topset and foreset, and the resulting
equation is solved by finite differences. Compuiasi were first validated against
analytical solutions derived earlier for the cadeconstant base level. Numerical
simulations for the case of rising base level witen presented, and compared with
small-scale laboratory experiments. The numerigalytical and experimental results
were found to be in good agreement with each othed, exhibit various features of
interest. The results indicated that deltas strfirom a uniform slope first prograde,
then retreat under the influence of a rising basell However, a rising base level can

cause erosion along the upper face of the fore$¢ke river delta.
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2.7.6 Impact Assessment Studies in Bangladesh

Various literatures have been found that describesmpact of climate change and sea
level rise on the rivers of Bangladesh. Howeveryyew of them consider the hydraulic
and morphologic responses of the river that miglcuodue to the anticipated changes in

climate. Some of the notable works are described. he

Mirza and Dixit (1997) estimated that a 2°C warmicgmbined with a 10 percent
increase in precipitation would increase runoffthe Ganges-Brahmaputra-Meghna
Rivers by 19, 13 and 11 percent respectively. bmed depth of flooding will be
pronounced in the lowlands and depressions in #nelpur, southwest Dhaka, Rajshahi,
Pabna, Comilla and Sylhet-Mymensingh greater distriMirza (1997) also mentioned
that due to change in precipitation as a resuft°@f temperature increase, mean annual
discharge of the Ganges River could increase byol27% and the mean annual

discharge of the Brahamaputra River may changetbyl3%.

Gain et al (2011) investigated the effect of clienabhange on both low and high flows of
the lower Brahmaputra River. They applied a novethod of discharge-weighted
ensemble modeling using model outputs from a glblydrological models forced with

12 different global climate models (GCMs). Basedtlom GCM outputs and long-term
records of observed flow at Bahadurabad staticir thethod resulted in a multi-model
weighted ensemble of transient stream flow for fegiod 1961-2100. Using the
constructed transients, they subsequently projefeteeote trends in low and high river
flow. The analysis showed that extreme low flow ditions are likely to occur less

frequent in the future. However a very strong iasee in peak flows was projected,
which may, in combination with projected sea leebhnge, might have devastating
effects for Bangladesh.

IWM and CEGIS (2007) assessed the potential impzatimate change by considering
the sea level rise, changes in intensity of cycddoaed precipitation for both low (B1)
and high (A2) greenhouse gas emission scenari@sding to the 3rd IPCC predictions.
The result showed that about 13% more area wilhbedated in monsoon due to 62cm
sea level rise for high emission scenario A2. Dmentreased rainfall in addition to
62cm sea level rise, the inundated area will beesmed upto 16% in the year 2080.
Such studies are limited to the inundation of caasteas due to SLR and its possible
impacts on livelihood. Only a few literatures habeen found that studied the

morphological change of a river system.
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Rahman and Alam (2003) showed an interesting r@sutie bifurcations of the Jamuna
river with its distributaries Dhaleswari river a@dd Brahmaputra river. They found that
the bed level will rise 0.08, 0.12 and 0.41 m & thouth of the Dhaleswari river and
0.05, 0.08 and 0.27 m at the mouth of the Old Bigtunra river for the years 2015,
2025 and 2095 respectively. This will probably tesu a considerable increase in the
discharges in the distributaries and a small deserefthe discharges in the Jamuna and
Padma rivers. The discharge distribution at tHautaries of the Ganges and the Padma
rivers (Gorai and Arial Kahn rivers) will changesal due to the considered
sedimentation. These changes might be of impodansequences for the course of the

main river channels in Bangladesh.

GEGIS (2010) assessed the impact of different @&spet climate change on the
morphological processes of some major rivers sgctha Jamuna, the Ganges and the
Padma. The study assessed various aspects of megyhology and climate change
gualitatively. They found that the flooding in tdamuna and Ganges floodplain would
not be a major threat, because with the increadiagharge rivers will adjust their
dimensions. Hence increase in bank erosion andrse@s expected. Due to high
sediment yield from the basin and mild slope, #&ponse of the river was expected to

be rapid one.

Matin and Kamal (2010) used 1D mathematical modeirtalyze the impacts of rising

sea level on the Pussur-Sibsa River system andifpurgressive siltation of the river.

The study also projected that the sedimentatios walt increase for the river if the sea
level changes according to the IPCC scenario. Rimrstudy it was found that for sea
level rise of 12%, 58%, 70% and 78%, the sedim@matate in the lower reach of

Pussur River increases upto 25%, 49%, 64% and 84%eé years 2020, 2030, 2040 and
2050 respectively.

No research has so far been attempted to examimes@dimentation would be affected
due to increased flood vulnerability under climatenarios. One may, however, take
note that rate of sediment deposit along the rbext and adjacent floodplains might
increase if duration of high intensity floods irese as a consequence of sea-level
induced stronger backwater effect on receding flaatler. This requires further hydro-
morphological analysis. The present study is aengit to undertake such study
considering various hydraulic and morphologic aspéicat might be affected due to

climate change.
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2.8 The Lower Meghna River

The Lower Meghna River is the widest and one of thest dynamic rivers of
Bangladesh. It one of the three rivers that forhes Ganges Delta, the largest on earth
fanning out to the Bay of Bengal. Being a part loé Surma-Meghna River System,
Meghna is formed inside Bangladesh by the joinihgiffierent rivers originating from
the hilly regions of eastern India. The river megeésima River in Chandpur District. The

river ultimately flows into the Bay of Bengal in Bla District.

2.8.1 Course of the River

The Lower Meghna River originates from the SurmagMea River System in

Bangladesh. It rises in the Manipur Hills of nodkelndia as the Barak River and flows
west becoming the Surma River. The Meghna is fornmside Bangladesh above
Bhairab Bazar by the combination of the Surma angshiara rivers. Down to

Chandpur, Meghna is hydrographically referred totlas Upper Meghna. After the

Padma joins, it is referred as the Lower Meghnaraongies down 145 kilometers to the
Bay of Bengal (MoOWR, 1998).
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Figure 2.16: The Lower Meghna River

In her course from Chandpur to Bay of Bengal, tbevér Meghna braids into a number
of little rivers including the Pagli, Katalia, Dhagoda, Matlab and Udhamodi, but the
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main flow is towards Meghna Estuary. Near Bhola, riker falls into the Bay of Bengal
through a number of channels: the Tetulia Rives, $itnahbazpur channel and the Hatia
channel (Figure 2.16). The Shahbazpur channelesatfie major portion of the flow.

A larger number of settlements, towns, ports amlistries have sprung up on both the
banks of Lower Meghna. Narsingdi, Chandpur, Bargsal Bhola are the district towns
that stand on the banks of the river. KuliarchdraiBab Bazar, Chandpur, Ramdaspur,

Kalupur and Daulatkhan are important river portd basiness centers.

2.8.2 Planform and Channel Development

The main channel of the Lower Meghna River is leddtetween the Chandpur and the
northern head of Bhola. This channel is very dymaminature. Frequent natural shifting
of the channel, development of large chars, foromabf subchannels and submerged
zones are the extensive features of the river.rgumonsoon, the water flows through
the main channel and subsequent floodplains. WInen viater recedes, numerous
subchannels and slack water areas are exposed.fé&atahes are identifiable on Figure
2.17 as barren sediment accumulation zones. Ther Rs$vnotorious for its alluvial
islands, called chars. Some of the notable are Ghaan near Chandpur, Char Munshi
and Char Gazaria near Bhola. These chars are foamgtdeworked during each year of

flooding.

Figure 2.17: Satellite image of Lower Meghna River
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2.8.3 Hydrodynamic Condition of the River

The combined flow of the Ganges-Brahmaputra (Jajahtegghna rivers is drained into
the Bay of Bengal through the Lower Meghna Riveiis Iranked third among the big
rivers in the world in terms of river flow and psunearly a trillion (16 m® of water
pours into the estuary annually (CCC, 2009b). Duedhie variation in precipitation
between the two main seasons (dry and monsoonrsgasbe river experiences wide
variation of hydrological conditions and consequg@htysical processes. While the
discharge within the Lower Meghna (the part doweestn of the confluence near
Chandpur) typically varies between 8,00&/srin February/March and 100,00G/min
July to September, the peak discharge exceeds@®@qls in the year of severe flood

(MWR, 2001). The discharge variation of Lower MegHRiver is given in Table 2.8.

Table 2.8: Discharge variation of Lower Meghna Ri@&CC, 2009b)

Discharge for different Return Periods Average Annual Discharge
(m®/s) (m®/s)

100 yr 1,28,720 Maximum 89,788

20 yr 1,15,327 Mean 28,565

2yr 88,622 Minimum 5,070

The stages along the Lower Meghna are subjectéidabinfluence. The average daily
water level at Chandpur varies between 0.56m a@@m. During low flows in the

Lower Meghna River the tidal range near the comid@ewith the Upper Meghna River is
about 0.4 m. The tidal range also varies spataltiyg the river, from approximately 1.5
m in Chandpur to 4 m in Hatiya. Hence a Micro-todddidal environment prevails in
the area. The average water level slope of the Ldweghna River varies between 1
cm/km (during low flows) and almost 4 cm/km (durifigod conditions). Recorded
maximum velocity ranges from 1.14 — 2.2 m/s dunmgnsoon. The character of the
estuary channels is determined by the combinedéntie of tidal and river flows. The

Lower Meghna River is clearly dominated by fluiaVver) processes (MoWR, 2001).

2.8.4 Morphologic Condition of the River
Heavy rainfall in the Himalayas and the exposurahef catchment to the weathering
actions contribute enormous amount of sediment lmadhe Ganges-Brahmaputra-

Meghna rivers. Nearly 1.5 to 2 billion tons of gednt enters through these rivers and
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passes through the Lower Meghna River annuallyréffbee the river forms an extensive
floodplain and contributes sediment to the delta.s#tddy shows that amount of
floodplain sedimentations is about one-third of slediment that is carried by the major
rivers. The other one-third enters the Meghna Egttrmaough the Lower Meghna River
and contributes to the land formation and deltaettgwment. The rest is transported
towards the ocean. The part of the sediment thatiged by Lower Meghna River,

governs the morphologic behavior of the river.

Sediment concentration of Lower Meghna River ighgly higher near the bottom than
at the surface of the estuary, indicating the watdumns are vertically well mixed.

During the survey of Meghna Estuary Study, all ectkd and analyzed sediment
samples in the area showed the depth-averagedraoaioen ranged between 0.5 and 9.0
gm/L (Ali, 2007). The size of the sediments alsoesspatially and the representative

grain size for the river was found in the rang®.60 to 0.13 mm (Figure 2.18).

0 0.1-0.25 mm
A 0.063-0.1 mm
© 0.01-0.063 mm

0 3.0-4.0 gm/liter
A 2.0-3.0 gm/liter
O 1.0-2.0 gm/liter

Barisal Barisal

Q Bay of Bengal
Kuakata utubdial Kuakata utubdial

Figure 2.18: Grain size distribution (a) and susigehsediment concentration (b) of
Lower Meghna River (Source: MOWR 2001)

2.8.5 Climate Change and Lower Meghna River

The Lower Meghna River carries the combined flowsaihges, Brahmaputra and Upper
Meghna and discharges water into the Bay of Betigaligh a common terminus known

as the Meghna estuary. The annual discharge of L&deghna River is expected to

increase due to climate change. A huge inflow aiewfrom upstream GBM basin areas

coinciding with heavy monsoon rainfall will increathe peak discharge of the river.
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This massive water carries enormous amount seditoesards the Bay of Bengal. Major
sources of the sediments carried by the Lower Magime the rivers in the upstream
areas of India, China, Nepal and Bhutan and theageeannual sediment load that
passes through this river to the Bay of Bengal eartgetween 0.5 billion to 1.8 billion
tons (CCC, 2009a). Therefore the impact of SLR wdnd more prominent for this river.
Ali (1999) indicated that the present slope of Meghna River from about 100 km
inland near Chandpur, a river port to its moutfal®ut 1.136 cm/km. If the sea level
rises by 1.0 m, the resultant river slope will b@eo0.136 cm/km. Moreover, increased
rainfall runoff in the vast GBM region due to cliteachange also contributes to
enhanced sediment flows along the GBM river systéihis is likely to increase the rate
of bed level rise in the channels and the floodygaiThe consequence is progressive
siltation and decrease of channel depth, theretrgasing the flood ability of the alluvial

plain.

The process of delta evolution will be significantthe deltaic zone of Bangladesh,
which discharges billion tons of sediment througk Meghna Estuary. An enhanced
sediment flow due to increased rainfall runoff gonith gradual deforestation in the
vast GBM region is likely to affect such procesc@nit remote sensing analysis of
CEGIS revealed that the land areas have been siogedue to huge sedimentation and
subsequent land development scenarios (Char Nandudler Char and Caring Char of
Noakhali district) in the coastal zones of Bangd@CCC, 2009b).
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CHAPTER 3
METHODOLOGY

3.1 General

The impact of climate change on a river can betitied as a complex interaction
between various physical processes related to logyohydraulics and morphology
which control the behavior of the river. As a desaf climate change, the projected
increase in temperature, sea level rise and ptatigm variability is likely to affect such
processes, resulting in a significant impact oiverrasin, associated river systems and
overall hydro-morphology of a river. In order tosass such complex hydraulic and
morphologic response of a river, application of meatatical modelling is essential. In
the present study, various hydro-morphological geanof Lower Meghna River due to
climate change and sea level rise have been amhlyith the application of different

mathematical models.

3.2 Modelling the Responses of the River due to @Gilate Change and Sea Level Rise
The anticipated climate change and sea level sidikely to initiate various hydraulic
and morphologic changes in the Lower Meghna Rigsulting in significant impacts on
river flow, river water level, siltation rate aned levels, delta progradation etc. These
effects have been assessed and analyzed usingediffeodelling tools and techniques.

These are discussed here.

3.2.1 Prediction of Discharge

To predict the discharge of Lower Meghna River tluelimate change, a relationship
has been developed to covert the future precipitgirojections into discharge. Since the
precipitation over Ganges-Brahmaputra-Meghna baféects the river flow of the basin
and contributes most of the flow, a precipitatiosetiarge relationship was established.

The discharge-precipitation relationship can beesged as follows —

Q=f(P) (3.1)

where,Q is the discharge and is the precipitation. To establish such relatigmnshn
Artificial Neural Network (ANN) model has been déweed for the present study. This
model uses feedforward backpropagation methodedigrdischarge and has the ability
to adapt and train.
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3.2.2 Estimation of Backwater Effect

Backwater effect resulting from the sea level resards the river outflow by raising the
water level along the river. The magnitude and mxtd backwater effect of Lower
Meghna River can be determined by comparing themtavels of the projected periods
with the base condition. The water level variatimas be determined by solving the
continuity and momentum equations. For two dimemsiacases, the depth integrated
continuity equation can be written as follows —

oh Ohu OhD _ 3.2)
E + E + W = hS

where,t is the time;h = »#+d is the total water depthy is the surface elevatiod;is the
still water depth;u and v are the depth average velocity components inxtlaad y
dirtection andS is the magnitude of the discharge due to pointcesu This equation
along with the momentum equations have been sdiradltaneously using the MIKE

21 Flow Model FM to obtain the water level variaiso

3.2.3 Assessment of Bed level Changes and Siltatidate

The morphology of the Lower Meghna River reactshanges in the upstream input of
water and sediment resulting in a change in thega® of erosion and deposition. As a
result the bed level changes with time. The becllehanges of the river can be
calculated by using the sediment continuity equmtibhe equation can be written as

follows —

dz an as (33)

where,n is bed porosityz is bed levelt is time,S, andS; are total load transport in the
andy direction andAS is sediment sink or source rate. The contribufrom the bed
load transport to the bed level change rate isimédaby taking the divergence of the
sediment fluxes at a particular section. Theseutations have been performed by MIKE
21 Flow Model FM.

The siltation rate of the river has been calculateasidering the bed level changes with
time. The net deposition or erosion has been caiedlby determining the overall cross
sectional changes. These changes with respechéodive the long term siltation rate of

the river due to climate change.
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3.2.4 Evaluation of Delta Progradation

The channel aggrades and regression of delta owdwea the river is at bankfull flow
for timely, i.e. when it is morphologically active. Then {@gradation of the delta can
be determined using the modified equation of sedtroentinuity —

[ (L+ 1) 3Quy (3.4)
Bf ox

an
1-n)—= —N
(1-n) 3t

where Quyr is the total sediment load at bankfull flow witleddplain widthB; , Q is
channel sinuosity and is the fraction of wash load deposited per undt beterial load

in the channel-floodplain complex .

Along with the sediment continuity equation, flowdasediment transport equations are
used. After applying moving boundary conditions dimite difference approximation,

the numerical model can be used to evaluate thgradation of delta.

3.3 Models and Model Linkages

The complex changes in the hydraulic and morpholbghavior of the Lower Meghna
River as a result of climate change and sea ldasel is very difficult to assess. To
analyze such intricate relationships, it is neagss@ employ various climate,
hydrologic, hydraulic and morphologic models. THere for the present study, climate
change impacts on the Lower Meghna River have Baeualated with the combination
of three models. They are —

= Artificial Neural Network (ANN) model, which can bmnsidered as a hydrological
model, can be used to convert precipitation chamgesrunoff and discharge of a
river.

= MIKE 21 Flow Model FM, which consists of both hydsmamic and morphologic
module, can be operated to assess various hydrautianorphologic changes of a
river.

= Numerical Delta Progradation model, which is anlgieal model, can be used to

simulate the movement of delta fronts along the lprofile of a river.

Among many variables, the precipitation outputslaCM3 atmospheric—ocean general
circulation model (AOGCM) runs projected by Had@gntre for Climate Prediction and
Research have been used as the input parameteseaping climate change under the

influence of increasing greenhouse gas concentrata first, the Artificial Neural
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Network (ANN) will be developed to investigate thepacts of precipitation changes
due to climate change on the river discharge. €balting discharge will again affect the
river hydraulics and morphology along with sea leise. This scenario will be analyzed
using MIKE 21 Flow Model FM. Finally the variousirolate change impacts will be
incorporated in the numerical Delta progradatiordetdo study the movement of delta
front along river profile. However, these models mterrelated and linked, as the results
of ANN model will be used in MIKE 21 FM. Again, tHendings of both these models
will be included in the Delta Progradation moddieTmentioned models along with their

interrelations, links and outputs are shown in FeggLl.

Model type Model engine Relations Outputs

-
HadCM3 GCM - Precipitation

Glebal Circulation Model J

Climate model

£

ANN
Basinwide Hydrological Model

Hyidrological
Model

% | A
2
w
=
g
=
-]

- Backwater effect

Hydraulic and MIKE 21 FM - - Bed level change
Morphologic River Hydraulics and
Model - Siltation rate

Morphological Model

- Sediment transport

Deita Morpholgy Delta Progradation _Deltafront
Model Murmerical Model ITIEEIMEHL

Figure 3.1: Linkage of models

The description of the models along with their gas mathematical aspects and

modelling features are discussed in chapter four.

3.4 Selection of Climate Change Scenarios

As a result of climate change, various responses rofer such as increased flow, high
water level, sedimentation and bed level changela ¢progradation etc. have been
assessed and linked using different types of mod&tse the models are developed,
calibrated and validated adequately, it would laelyeto simulate future scenarios using

envisaged boundary condition of some conceivablérdiggic years. Hence all the

52



models, affected directly or indirectly by variockmate change processes, have been

developed and analyzed for the scenarios giverabier3.1.

Table 3.1: Climate change scenarios considereth&study

Climate Qualitative Qualitative Sea level rise (cm)

Change changein changein

Scenario Precipitation Runoff 2020 2050 2080
AlFI + + 6.1 17.2 35.6
AlB + + 6.1 16.7 30.1
B1 + + 6.2 15.0 24.9

Scenario A1FI and B1 represents the upper and lewteemities among various climate
change scenarios. The projection of A1B is more enatgé compared to them and have

been used in many impact studies for Bangladesh.

3.5 Data Collection and Processing

The observed precipitation data over the GBM basis been collected from the global
database developed by Climate Research Unit (CRt¥).CRU provides gridded dataset
of resolution 3.7%x 2.5 all over the world. Considering the GBM basin, @#s were
selected to obtain the monthly precipitation daiathe period of 1975 to 1994. The
observed data of precipitation over GBM basin waly available for the period of 1975
to 1994. Therefore the present study was condurdedd on these available data sets. A

sample set of data are shown in Figure 3.2.

30°N

S0°E

12 15 18 21 24
mm/day

Figure 3.2: Observed precipitation over GBM basin@ctober, 1975
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The projected precipitations of HadCM3 GCM modets flifferent periods were
retrieved from the IPCC data distribution web sifehese projections have been
developed by Hadley Center for Climate Predictiod Research (HCCPR) for various
climate change scenarios. The sea level rise profescwere considered according to
IPCC predictions for different scenarios. Details the observed and projected

precipitation have been given in Appendix A.

Various hydrographic data of the Lower Meghna Rwess collected from Bangladesh
Water Development Board (BWDB) for different staso Discharge data of Bhairab
Bazar and Baruria station and water level datalbandpur, Hatiya and Doulatkhan
station were collected for the period of 1975 tO@&0The cross sectional and bathymetry
data of Lower Meghna River were collected from BWB& BIWTA. The lists of data
gathered for the present study are enlisted ineTald.

Table 3.2: List of data collected for the study

Data Type Data Variable Source Location Collection Period

Observed

precipitation CRU GBM basin 1975 to 1994

Climate data Prqe_ctgd HCCPR, UK GBM basin 2020s, 2050s and
precipitation 2080s
Sea level rise IPCC i 2020s, 2050s and
projection 2080s
Discharge BWDB Baruria 1975 to 2008
Discharge BWDB Bhairab Bazar 1975 to 2008
Hydrographic Water level BwWDB Chandpur 1975 to 2008
data Water level BWDB Hatiya 1975 to 2008
Water level BwWDB Doulatkhan 1975 to 2008
Bathymetry BWDB, BIWTA Lower Meghna 2006

Discharge is usually not measured at Chandpurostaflherefore the discharge of
Padma at Baruria station and the discharge of Uppeghna at Bhairab Bazar were
incorporated into 1-D hydrodynamic model HEC-RASohiain the discharge of Lower
Meghna River. The water level corresponding to lthsge was then compared with the
water level measured at Chandpur. The discharBaratria, Bairab Bazar and Chandpur

are given in Figures 3.3 (a) to (c).
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Figure 3.3: Time series hydrographs of (a) Padm&atria (b) Upper Meghna at
Bhairab Bazar and (c) Lower Meghna at Chandpur
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The bathymetry data of Lower Meghna River was ctdlé from Bangladesh Inland
Water Transport Authority (BIWTA) for the pre mormso (April) and post monsoon
(November) periods of year 2006. Cross sectiontd dé the river was also collected
from BWDB. The bathymetry of Lower Meghna River aating to the collected data is

shown in Figure 3.4.

., 2 e \© i
SHAR Y AT UH

“] CHANDPUR

MNOAKHAL

Figure 3.4: Observed bathymetry of the study area

The surveyed data of BIWTA during April 2006 wasedsto set-up the initial

bathymetry of MIKE 21 FM model. These data coveskdost all the areas of the river,
except some data were missing near Chandpur. Dagsewere adjusted and filled with
the BWDB measured data. These data were then fe@meed and processed to
prepare it as input in the model. However, the Uigntchannel was not considered for

the present study.
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3.6 Method to Estimate River Flow using ANN Model

To predict the discharge of Lower Meghna River ttuelimate change, a rainfall-runoff

(precipitation-discharge) ANN model over the GBMsimawas developed by using the

precipitation data of GBM basin and discharge adthower Meghna River. The step-

by-step procedure of the model development is lémafe —

Setting of GBM Basin Grids: The precipitation data was set and processedago th
they can be used conveniently in the neural netveschitecture. The basin grids
were selected in such a way that they match theutisn of the precipitation data.
Processing of Input Data:For the neural network model considered for thes@nt
study, the observed precipitation and discharge waken as the input variables. The
time series data of precipitation and dischargesvirecorporated on the GBM basin
grids using neural network method.

Development of Neural Network Model: There is no specific method or rules for
the development of ANN architecture that will praduthe best result. The numbers
of input and output nodes are problem dependerd.flEkibility lies in selecting the
number of hidden layers and in assigning the nurobapodes to each of these layers
as well as in the number of iteration. For the en¢study a trial-and-error procedure
was applied to decide the optimal neural networghigecture by adjusting the
number of hidden layers and number of nodes in &abten layer. The activation
function and number of iteration were also spedifiethis stage.

Calibration of the Model: The model was calibrated to obtain the desiredhdige

of Lower Meghna River from the precipitation inputy comparing the ANN
predicted discharge and the observed dischardeeaier. The error was calculated
in terms of Mean Squared Error (MSE). If the en®rsignificant and unable to
produce desired results, the weights were corredtedugh backpropagation
algorithm.

Validation of the Model: After calibration, the model was validated by aatucing

a new set of data. The validation was done in terhvarious statistical indicators. If
satisfactory validation was not obtained, new tas performed by changing the
architecture of the neural network.

Application of the Model: The network that gave the best statistical perfoicea
could be selected as the designed model. This alee@Imodel was then applied to

predict the discharge of Lower Meghna River forimas climate change scenarios.
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Figure 3.5: Flowchart showing the steps of ANN niaselopment
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3.7 Method to Analyze Hydro-Morphologic Responsessing MIKE 21 Flow Model

In order to determine various hydro-morphologicrayes of Lower Meghna River such

as water level variation due to backwater effesgnge in bed level and siltation rate, a

two dimensional mathematical model of the river waseloped using MIKE 21 Flow

Model FM. This modelling works were performed astitute of Water Modelling
(IWM), Dhaka. The modelling process is describect Hiefly —

Model Conceptualization: The model domain and modelling period was set
carefully at the preliminary stage of modelling. eTkelected portion of Lower
Meghna River between Chandpur and Hatiya was ceraidas the model domain.
The modelling periods were selected in such a Waythey can link the present day
condition with the future projected periods.

Initial and Boundary Conditions: The model domain of Lower Meghna River had
two closed boundaries. The model had a dischargmdasy at the upstream at
Chandpur and a water level boundary at the dowanstrat Hatiya. Water level data
was incorporated as the initial condition in thedelo

Various Inputs in Hydrodynamic and Sand Transport Module: Various inputs
and parameters contribute in adjusting the solutemmnique of the hydrodynamic
module and sand transport module of MIKE 21 FlowdeloFM. The inputs in the
hydrodynamic module are wetting-drying parametelg\Eviscosity, bed resistance
or roughness parameter etc. Various inputs andhyedeass associated with the sand
transport module are sediment transport predictedhgyial resistance, grain size of
soll etc.

Calibration and Validation of the Model: The model was calibrated and validated
for both the wet and dry conditions under differpatiods. During this process, the
various inputs and parameters were adjusted in suelay that the model could
represent the real condition of the river. The rmeps parameter Chezy's C is
mainly a calibration parameter in the hydrodynamiodule and the alluvial
resistance is the calibration parameter for mompdiolsimulation.

Model Simulation and Application: After calibration and validation of the model,
the projected discharge and rising water level dugea level rise was incorporated
for different climate change scenarios to estiméte possible hydraulic and
morphologic changes of Lower Meghna River due tmaie change. The whole

modelling process is summarized in the flowcharfiglre 3.6.
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Figure 3.6: Flowchart of modelling process usindKEI121 Flow Model FM
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3.8 Method to Assess Delta Progradation using Numieal Model

The progradation of delta along the lower reaciMefjhna had been assessed using the

Numerical Model developed based on Parker and Muteéory. This model had been

applied to the longitudinal profile of the river tanalyze the process of delta

progradation due to sea level rise. The variougssievolved during the computational

procedure of the numerical model are describedielo

Model Conceptualization: The numerical model is based on one dimensional
sediment continuity equation. Hence the reach wisct®ed along the long profile of
Lower Meghna River. Along with the sediment contiptequation, the numerical
model was formulated by using the flow and sedintiearisport equations. Then the
moving boundary conditions were added. The detdildhe numerical formulation
have been described in chapter four.

Specifying Auxiliary Inputs: After the numerical formulation and discretizatioh
the model, various input auxiliary data for thenfiotated equation was specified for
the Lower Meghna River. These data include inteaandy factor, Chezy’s
roughness coefficient, grain size of sediments, #lede etc. The geometric inputs
involved in the computation were determined from ¢inoss-sections collected from
BWDB and BIWTA.

Introducing Primary Variables: For the developed numerical model, three
variables govern the process of delta progradafltvese are discharge, sediment
discharge and rising levels of sea. These variadneset and processed to apply in
the numerical model for different conditions.

Model Adjustment. The numerical model was developed and adjustethtobase
condition. These adjustments are very difficult dodack of data. However, effort
was made to adjust and verify the model by considethe model results of MIKE
21 Flow Model FM. Usually the auxiliary parametarsre changed and modified to
adjust the numerical model.

Model Application to Incorporate Climate Change Scearios: The climate
change and global warming is likely to affect theqgess of delta progradation by
changing river flow, sediment transport and raisseg water level. The discharge
data was taken from the results of neural netwooklehand the sediment transport
rates were considered from the simulations of MIRKE FM for various climate

change scenarios. Sea level rise was incorporatatding to the IPCC projections.
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Developing Delta Progradation Profile: The numerical model was used to
determine changes of delta progradation process.rd$ults were then incorporated
in the long profile of the river to visualize theagual progradation of delta in the
Lower Meghna River. This process was repeated famous climate change
scenarios for selected periods. Figure 3.7 showsv#rious steps to assess delta

progradation using the numerical model.

Model Conceptualization

\ 4

A

Specifying Auxiliary Parameters

\ 4

Introducing Primary Variables

Output

Noft

Adjustment

OK

Model Application

Developing Delta Progradation Profile

Figure 3.7: Flowchart to assess delta progradaisomg numerical model
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CHAPTER 4
BACKGROUND OF THE MODELS

4.1 General

Modelling is the modern technique to determine bsitlort-term and long-term river
channel responses to any change in the environRéysical experiments testing the
effect on climate of (for example) changing amouwdtgreenhouse gas concentrations in
the atmosphere would require observed multiple eopof earth with differing
concentrations of greenhouse gases for many yeamslitions that are obviously not
attainable. This knowledge can be represented mtheally and thus approximated by
computer code. When modeled on a computer, theriexget described above becomes
feasible, as the conditions of the experiment aambt in computer based simulations of

the earth. Hence, the process of impact modelrigecoming famous day by day.

4.2 Models used for the Study
For the present study, climate change impacts enLtdwer Meghna River have been

simulated with the combination of three models.ylaee —

= Artificial Neural Network (ANN) model, which can bmnsidered as a hydrological
model.

= MIKE 21 Flow Model, which consists of both hydro@dmnic and morphologic
module.

= Numerical Delta Progradation model, which is a ogienensional analytical

morphologic model.

The description of the models along with their gas mathematical aspects and

modelling features are discussed in the followiactiens.

4.3 Artificial Neural Network

Artificial neural networks (ANN) are computing sgats that relate an input to an output
and are made of a number of simple but highly amenected processing units. ANN
has been developed as a generalization of matheahatiodel of human cognition or
neural biology. Within the last decade, it has egpreed a huge resurgence due to the
development of more sophisticated algorithms and #mergence of powerful
computation tools. Since the early nineties, ANNs Hzeen successfully used in
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hydrology related areas such as rainfall-runoff eliodj, stream flow forecasting,
ground-water modeling, water quality, water managm@m policy, precipitation

forecasting, hydrologic time series, and resergpgrations (ASCE, 2000a, 2000b).

4.3.1 ANN for Stream Flow Prediction

Traditional physical based hydrologic models thate &ased on mathematical
representation of watershed processes can be applistream flow predictions. These
models typically require detailed watershed datahsas landuse characteristics,
elevation, soil characteristics and river morphgloghis information for a huge basin
(e.g. the GBM basin) is very difficult to gathesléim et al., 2008). Additional efforts are
needed for assessing model parameters and perfprmindel calibration and
verification. Models based on the principle of fiatal neural networks (ANNS) can be
considered an alternate to physically based modkls, to its simplicity relative to
minimizing the need for collecting detailed watedidata. This methodology offers a
promising alternative to the use of hydrologic medbat require modeling the internal
processes of a watershed. ANN models are capableaofing and abstracting the
essential characteristics from inputs that mighttaim irrelevant information. They are
extremely useful for solving problems without ekigt algorithmic solutions or with
algorithms that are too complex to implement. Curneesearch on ANN hydrologic
applications ranges from the predictions of peakltirge and time to peak from a single
rainfall event, to the forecast of hourly or dailyer stages or discharges (Dawson and
Wilby, 2002; Jeong and Kim, 2005).

4.3.2 Architecture of ANN
Artificial Neural Networks (ANNS) consist of largeumber of processing elements with
their interconnections. They can be characterizetthize components:

= Nodes: Information processing occurs at many siedgenents called nodes, also
referred to as units, cells, or neurons.

= Weights: Signals are passed between nodes throaghection links and each
connection link has an associated weight that sgmts its connection strength.

= Activation function: Each node typically applies@nlinear transformation called an

activation function to its net input to determite output signal.
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A neural network is characterized by its architextthat represents the pattern of
connection between nodes, its method of determithiegconnection weights, and the
activation function (ASCE, 2000a).

4.3.3 Feedforward Neural Networks

In a feedforward network, nodes are generally gednin layers, starting from a first
input layer and ending at the final output layenefle can be several hidden layers, with
each layer having one or more nodes. Informatissgs from the input to the output
side. The term "feedforward"” means that nodes anlayer are connected to those in the
next, but not to those in the same layer. Thusptitput of a node in a layer is only a
dependent on the inputs it receives from previayers and the corresponding weights.
A typical three-layer feedforward ANN, consistin§ @ layer of input nodes, a single
layer of hidden nodes and a layer of output noglegiown in Figure 4.1.

Lot Hidulcu CQuiput
leLyesn layer layer

Metwork
Chaspuar

Y

Figure 4.1: Configuration of a typical three lajeedforward artificial neural network

In most networks, each node in the input layerivesean input variable for the problem
at hand and passes it to the nodes in the hidgeen [&he last or output layer consists of
values predicted by the network and thus represaoidel output. Number of hidden

layers and number of nodes in each hidden layeuswally determined by a trial-and-
error procedure. Nodes within neighboring layershef network are fully connected by
links. A synaptic weight is assigned to each liokrépresent the relative connection
strength of two nodes at both ends in predictirg itiput-output relationship. In this

figure, X is a system input composed of a number of causahbles that influence

system behavior and is the system output composed of a number of ieguariables

that represent the system behavior.
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4.3.4 Backpropagation of Neural Networks

Backpropagation models, similar to feedforward aechure, contain three components.
They are an input layer, an output layer and atleae hidden layer. All those layers are
fully connected to each other as shown in Figu?e 4.

In backpropagation algorithm there are two maipstdhe first step is a forward pass,

which is also called as activation phase. In thep,sinputs are processed to reach the
output layer through the network. After the errerdomputed, a second step starts
backward through the network, which is also callecerror backpropagation. The errors

at the output layer are propagated back towardinpet layer with weights being

modified.

Ourtput layer Aé é é (I) g) (g
Hidden layer é)

Tnput layer !
RS FrYy

a) Feedforward of inputs b) Backpropagation of output error

Figure 4.2: Backpropagation of neural networks

Most of the backpropagation models employ a detaning rule, which requires the
continual backpropagation of an error term fromahbégut layer back to the input layer.
The delta rule is one of the most commonly userhieg rules. For a given input vector,
the output vector is compared to the correct ansiMeen, the weights are adjusted to
reduce this difference. This procedure is applietl the difference between the actual
and predicted outputs is less than preassigne@ wdlmaximum error.

4.3.5 Training and Testing of Neural Networks

Training and testing concept can be understoodafibration and validation process
respectively. The purpose of training, also callearning, is to determine the set of
connection weights that cause the ANN to estimatpuds within the given tolerance
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limits to target values. The data should contaffigeant patterns so that the network can

learn the underlying relationship between input angbut variables adequately.

During the training phase, an error value, usuaban square error (MSE) is calculated
between the desired output and the actual outpbe WISE is then propagated
backwards to the input layer and the connectionghisi between the layers are
readjusted. This adjustment continues until a wesglace is found, which results in the
smallest overall prediction error. Then the netwwlconsidered learned enough and
trained.

After training, the learning algorithm of the netlkas often deactivated and the weights
are frozen. Then the test data is presented té&\W¢, which it has never encountered
before, enabling a validation of its performancéisTis referred to as testing or
validation of the ANN. Depending on the outcomehe&i the ANN has to relearn the

examples with some examples or it can be implendeioteits designated use.

During training and testing, errors for both datéssdecrease initially. After an optimal
amount of training has been achieved, the errarthiotraining set continue to decrease,
but those associated with the test data set begisd as shown in Figure 4.3. This is an
indication that further training will likely resuith the network overfitting the training
data. The process of training is stopped at thie tiand the current set of weights is

assumed to be the optimal values. The networkagyéor use as a predictive tool.

E (Emror) Undertraining ~ Oweriraining
* L] H -
\ | /
| \\ ' _,-“' . Test
{ g f—=""" Data
| i /
II ' l,-"
Illll - .
\ Traming

\ i Data

# Epoch (iteration) number

Figure 4.3: Error distributions during testing dralning

If the available data set is too small for partitr@ into training and testing data, the
simplest way to prevent overtraining is to stopnireg when the mean squared error

(MSE) stops to decrease significantly.
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4.3.6 Mathematical Aspects of Feedforward Backpropgation Algorithm

A schematic diagram of a typicglth node of the hidden layer or output layer is
displayed in Figure 4.4. The inputs to such a nodg come from system input variables
or outputs of other nodes, depending on the ldarthe node is located in. These inputs

form an input vectoX = (xl, e Xy : xn). The sequence of weights leading to the

node form a weight vecthj = (le,.., vvIJ an), wherew;; represents the connection

weight of the-th node from the preceding layer to this node.

b:

Figure 4.4: A typical node in the hidden layeroe butput layer

The input to the nodg designated a§. § is the weighted sum of all the incoming
inputs, which are the outputs from the nodes in frevious layer. It can be

mathematically represented as —

Sj = Xi=o(xiwyj — by) (4.1)
Here,bj is the threshold value, also called the bias, aatamtwith this node. The output
of nodej, yJ is obtained by computing the activation functittvat determines the
response of a node to the total input signal ieirgxs. The most commonly used

activation function is the sigmoid function (ASCH00a), given as —

(S) 1+e( 5 = logsig(S;) (4.2)

The sigmoid function is a bounded, monotonic, neardasing function that provides a
graded, nonlinear response. This function enablestawvork to map any nonlinear
process. The popularity of the sigmoid functiopastially attributed to the simplicity of

its derivative that will be used during the tramiprocess. A number of such nodes are
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organized to form an artificial neural network. 8gsig transfer function is given in
Figure 4.5.

Figure 4.5: Logsig transfer function

In order for an ANN to generate an output vedor (y.,Yo, . . ., Yp) that is as close as
possible to the target vectdr= (i1, to, . . ., tp), a training process is employed to find

optimal results that minimize a predetermined efwoction that usually has the form —
E=YpXY,(yi —t;)* (4.3)

Here, p is the number of output nodes ansl the number of training patterns. This error
is propagated backward through the network to eamite, and correspondingly the

connection weights are adjusted based on the equai.

0E

ow;

Aw;j(n) = —&" —
ij

+ a*Aw;i(n—1) (4.4)

Where,Aw;;(n) andAw;(n-1) are the weight increments between node ijahaing the
n-th and (n-1)-th pass, or epoch. A similar equei® written for correction of bias
values. In equation 4.4,anda are called learning rate and momentum, respegtivéle
momentum factor can speed up training in veryrggions of the error surface and help
prevent oscillations in the weights. A learningera used to increase the chance of
avoiding the training process being trapped incalloninima instead of global minima.

4.3.7 Performance Indicators of ANN

In order to improve the efficiency and reliabiliiyjs necessary to judge performance of
neural network in both training and validation gsmgVarious statistical indicators are
commonly used to determine performances of theahewgtwork. In this study, five

commonly used statistical indicators are used whrehbriefly described in Table 4.1.
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Table 4.1: Statistical indicators of the performaonf ANN

Name Formula Remarks
r
Coefficient of Determination _ YXx—-)y-¥)
VI — 2?23 (y — §)?
Here,
X = observed value
Mean Squared Error vSE = |2 Y*
n X = average of observed
value
Normalized Mean Squared MSE
Error NMSE = drience y = model predicted value
y = average of model
Mean Absolute Error MAE = ZIG =)l predicted value
n = number of observations
. 1 xX—y
Mean Relative Error MRE = _Z |
n X

Higher value of r indicates that the model simudadiata fits better with the observed
data. Models with least MSE, NMSE, MAE and MRE gaovide better estimation
between observed and predicted values. The sindwaiees can also be plotted against

observed data to validate the performance of théeino

4.3.8 ANN toolbox of MATLAB™
The Neural Network Toolbox™ of MATLAB is used toain feedforward neural
networks to solve specific problems. Typically, redinetworks are adjusted, or trained,

so that a particular input leads to a specificaaaytput as illustrated in Figure 4.6.

Neural Network

— | including connections

(called weights)
Input between neurons Output

Adjust
weights
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Figure 4.6: Overview of the functionality of neuratwork in MATLAB

The graphical user interface (GUI) is designed e@osbmple and user friendly (Figure
4.7). This window has its own work area, sepanaimfthe more familiar command-line
workspace. Thus, when using the GUI, the GUI redolthe (command-line) workspace
might be exported. Similarly, it is also possileimport results from the workspace to
the GUI.

There are generally four steps in training proadsthis tool: (a) Assemble the training
data, (b) Create the network object, (c) Trainnkevork and (d) Simulate the network
response to new inputs. Once the Network/Data Mamagndow is up and running,
network can be created, reviewed, trained, simdjated exported the final results to the
workspace. Similarly, it is possible to import ddtam the workspace for use in the
GUI.

B Input Data: 1 Networks Al Dutput Data:

@ Target Data; u Error Data;

) Input Delay States: . ‘VJ Layer Delay States:

| 5 Import... | I T Mew... ] ) o $ Eoport o Deletz | ) Help D Close

Figure 4.7: Graphical user interface of neural mekiool of MATLAB

Feedforward neural networks can be used withoudingeany explicit mathematical

equation relating inputs and outputs. This showscttmputational superiority of ANNSs.
Also, feedforward network with a hidden layer odden layers without considering the
number of sigmoidal hidden nodes can approximate camtinuous function (ASCE,

2000a). This feature of ANNs points the high catyaiti establishing relations between
inputs and outputs.
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4.4 MIKE 21 Flow Model FM

MIKE 21 Flow Model FM is a modelling system basedaoflexible mesh approach. The
modelling is composed of different modules suctHgdrodynamic Module, Transport

Module, ECO Lab Module, Mud Transport Module, Sandnsport Module, Particle

Tracking Module etc. The Hydrodynamic Module is basic computational component

of the entire modelling system providing the hydneaimic basis for other modules.

4.4.1 Application of the Model

The MIKE 21 Flow Model FM modelling system has bed#eveloped for various
applications of riverine and coastal problems witltoceanographic and estuarine
environments. The application areas are generabplems where flow and transport
phenomena are important with emphasis on coasthh@rine applications, where the

flexibility inherited in the unstructured meshes ¢ee utilized.

4.4.2 Hydrodynamic Module
The hydrodynamic module calculates the resultimgvfland distributions of salt,
temperature, subject to a variety of forcing andurimlary conditions. Salt and

temperature variations are considered as suboedinatthe HD module.

4.4.2.1 Governing Equations

The modelling system is based on the numericakisolwf the two-dimensional shallow

water equations - the depth-integrated incompresgtieynolds averaged Navier-Stokes
equations (DHI, 2007). Thus, the model consistsootitinuity, momentum, temperature,
salinity and density equations. In the horizontaindin both Cartesian and spherical

coordinates can be used. The local continuity eguas written as —

ou v
wta =S (4.5)

And the two horizontal momentum equations for thand y- component, respectively

ou | ou? | dvu _ on 10pP, g (ndp 1 (6sxx

6sxy)
Eofr-gat-—2_2 z—— —) +F
dat ox ay f 'gax po 0x Po " Z 0x Poh + t w t

ox ay

u.S (4.6)

72



v  ov?  ow 0 1 0P nao 1 (0s 0s

- _+_:_fu_g_n___a_i —de——(i+£)+Fv+
at dy dx dy  po Oy pPo “Z 0y poh \ dx dy

VS 4.7)

Wheret is the time; x,y andz are the Cartesian co-ordinatgss the surface elevatiod;

is the still water depthh = »+d is the total water depthy andv are the velocity
components in the x and y dirtectidnis the Coriolis parameteg is the gravitational
accelerationp is the density of wateg Sy , Sx ands,y are components of the radiation
stress tensory; is the vertical turbulent (or eddy) viscositl; is the atmospheric
pressurepg is the reference density of wat&is the magnitude of the discharge due to
point sources ands, Vs is the velocity by which the water is dischargetbithe ambient

water.

4.4.2.2 Numerical Scheme of the Model

The spatial discretization of the primitive equatas performed using a cell-centered
finite volume method. The spatial domain is dideest by subdivision of the continuum
into non-overlapping element/cells. In the horizbmilane an unstructured grid is used
comprising of triangles or quadrilateral elemem. spproximate Riemann solver is used
for computation of the convective fluxes, which maskt possible to handle discontinous
solutions. For the time integration an explicitecte is used (DHI, 2007).

Spatial Discretization

The discretization in solution domain is preformeging a finite volume method. The

spatial domain is discretized by subdivision of t@ntinuum into non-overlapping

cells/elements. In the two-dimensional case thenei#s can be arbitrarily shaped
polygons. However, here only triangles and quaidniéd elements are considered. The

discretization is illustrated in Figure 4.8.
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Figure 4.8: Simple bathymetry adjustment approach
In the z-level domain the discretization is givgnabnumber of discrete z-levels; {zi =

1, (N,+1)}, whereN;, is the number of layers in the z-level domains the minimum z-
level andzy_ ., is the maximum z-level, which is equal to the sigdepth,z,. The

corresponding layer thickness is given by
AZi =Ziy1 — Z; i = 1, NZ (48)

Discretization of Governing Equations

The integral form of the system of shallow watenagpns can be written as

U

ZHV.FW) = SW) (4.9)
WhereU is the vector of conserved variabl&sis the flux vector function ang is the
vector of source terms.

In Cartesian co-ordinates the system of 2D shallater equations can be written as

ou , a(Fi-FY) + o(Fj-F))
at ax ay

S (4.10)

Where the superscripts | and V denote the invigcmhvective) and viscous fluxes
respectively.
Integrating Eq. (4.9) over the i-th cell and usi@guss’s theorem to rewrite the flux

integral gives

[, 2dn + [, (Fnyds = [, S(U)dn (4.11)
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WhereA is the area/volume of the céll is the integration variable defined ofy, I; is
the boundary of the i-th cell ard$ is the integration variable along the bound&¥yis
the unit outward normal vector along the boundBguation (4.11) can be written

au;

L4 Ail_z;VSF.nArj =, (4.12)

HereU; andS , respectively, are average valuedJodndS over the i-th cell and stored
at the cell cente\S is the number of sides of the ced,is the unit outward normal

vector at the j-th side amtf; is the large area of the j-th interface.

Both a first order and a second order scheme cappléed for the spatial discretization.
For the 2D case an approximate Riemann solver ésl ig calculate the convective

fluxes at the interface of the cells.

Time I ntegration

Consider the general form of equations
W _ G (4.13)
at

For 2D simulations, there are two methods of tintegration for both the shallow water
equations and the transport equations: A low ondethod and a higher order method.

The low order method is a first order explicit BEuleethod.

Unt1 = Up + AtG(Uy) (4.14)
whereAt is the time step interval. The higher order mdthises a second order Runge

Kutta method on the form:

U

1
U, + > AtG(U,)

1
Tl+§

Upey = U, + AtG (Un%) (4.15)
4.4.3 Sand Transport Module

The Sand Transport Module calculates the resuttagsport of non-cohesive materials
based on the flow conditions found in the hydrodgitacalculations and, if included,
wave conditions from wave calculations. The sar@h3port calculations are carried out
using a mean horizontal velocity component. Thensedt transport rates are calculated
for sand fractions without taking inertia effeatso account.
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4.4.3.1 Sediment Transport

For morphological development of alluvial rivers thviinteraction between bed
bathymetry and hydrodynamics, only bed materiaigpart is of interest. Thus, only bed
load and the part of the suspended load origindtorg the bed material is considered.

Bed load transport

The interaction between the bed load and the alled is one of the most fundamental
aspects of the morphological behaivour of a riv¥hen discussing the local bed load
sediment transport capacity of a flow, it is coneeh only to consider sediment
transport in uniform shear flow. In principle, tvapproaches have been adopted. The

first modifies the critical stress for initiatiorfi imotion:

6 =6 (1+22) (4.16)

as
Where,0. is the modified critical Shield’s paramet@yis the critical Shield’s parameter

in uniform flow, z is the bed level and s is the sream wise coomlirkadr this kind of

formula, the following correction can be applied:

S =(1-a.22)sy 4.17)

Where a is model calibration paramete, is bed load as calculated from sediment
transport formula an& is bed load along streamlines. This equation glemented in
the present modeling system.

Suspended load transport

Modelling of non-cohesive suspended sediment Inid €an be described by a transport
equation for the volumetric sediment concentrationthe general case the sediment
balance contains contributions from the three partsmechanisms: advection, settling
and diffusion. This can be expressed:

6_c d(uc) . d(ve) d(wc) _i( %) i( E) i( 6_c) 6_c
6t+ dx + dy + oz ox\%ox +6y gay +62 €5z +Wsaz (4.18)

where ¢ is the volumetric concentration,is time, x andy are spatial horizontally
coordinatesz is a vertical coordinate),v andw are flow velocities in the x, y and z
direction, respectivelye,, &y, ande, are turbulent diffusion coefficients amwd is the

settling velocity of the suspended sediment.

4.4.3.2 Sediment Transport Formula
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The model by Engelund and Hansen is a total loadeinthat needs user-specified
information in order to divide the sediment transpoto bed load and suspended load.

The bed load (§ and suspended loadsSransport rate are obtained from the relations:
S =k.S and §=k.§

wherek, andks are bed load and suspended load calibration facto total sediment

transport (§) is obtained by:

2 5
Sy = 0.05%95,/ (s — Dgd3, (4.19)

whereC is the Chezy number. The equilibrium concentrat®osimply specified as the
suspended load divided by the water flux and cdedefrom volumetric concentration
to mass concentration.

4.4.4 Morphology

A morphological model is a combined hydrodynamiditseent transport model. The
hydrodynamic flow field is updated continuously aatng to the changes in bed
bathymetry. Morphological models are traditionallyided into coupled and uncoupled
models. In coupled models, the governing equationfiow and sediment transport are
merged into a set of equations, which are solvediéaneously. In uncoupled models,
the solution of the hydrodynamics is solved at dage time step prior to the sediment
transport equations. Subsequently a new bed lsvebmputed and a hydrodynamic
model proceeds with the next time step. The lafgroach is applied in the present

modelling system.

4.4.4.1 Sediment Continuity Equation

The key parameter for determination of the bedlletanges is the rate of bed level
changedz/dt at the element cell centers. This parameter cavbtsned in a number of

ways, but in general all methods are based on #merEequation (sediment continuity
equation), which can be written:

asy

0z _ 05
(1 n)at_ 6x+6y

—AS 4.20)

Where,n is bed porosityzis bed levelt is time,S;is bed load or total load transport in
the x directionS, is bed load or total load transport in the y di@g X, y are horizontal

Cartesian coordinate ain® is sediment sink or source rate.
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4.4.4.2 Alluvial bed resistance
In MIKE environment, the morphology module includes alluvial bed resistance term

which is the Chezy’s number (C) and can be defasetbllows —
C =aH’ (4.21)

where,H is local water deptha is the resistance coefficient amdis the resistance
power. Inclusion of the resistance affects simalateour and deposition patterns. Flow
is deflected more over shallow parts, and sedintransport increases due to increased
bed shear stresses. If hydrodynamic calibratiothefbed resistance shows a certain
relationship between local depth and Chezy numiben running the morphological

model an alluvial roughness coefficient should ppecefied using the same parameters.

4.4.4.3 Morphological Bed Update

The bed is updated continuously through a morphcébgimulation (at every HD-time
step) based on the estimated bed level change Ne¢gsvalues for the bed level change
rates are estimated at every N-th HD-time steprevhés a user defined time step factor.

The new bed levels are obtained with a forwardnretdifference scheme stating:
Znew = Zoig t E_AtHD (4.22)

For this reason, it is only necessary to calcullatebed load transport at the same time
step asdz/dt, while the advection-dispersion equation for tlmnaentration of the
suspended needs to calculated at every time stepmbrphological update also offers

to speed-up the morphological evolution in thedaihg way.
1 0z
Znew = Zola + EEAtHD.Speed —up (4.23)

In which Speed-up is a dimension less factor which updates the eeel lat this rate.

4.4.5 Numerical Stability of the Model

The time integration of the shallow water equatiand transport equations is performed
using explicit scheme. Due to the stability resimic using an explicit scheme the time
step interval must be selected so that the Cowsatdrion is fulfilled. In Cartesian
coordinates, the Courant-Freidrich-Levy (CFL) numbadefined as
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CFLyp = (Jgh + [ul) 5+ (Jgh + WD 1) (4.24)

whereh is the total water depth,andv are the velocity components in x and y direction,
g is the gravitational acceleratiofix andAy are characteristic lengths for an element and
At is the time step interval.

For transport equations in Cartesian coordinabesCt-L number is defined as

CFL = lul T+ [v] (4.25)

At
Ay
The stability of the numerical scheme should beisetd the CFL number is less than 1.
However, the calculation based on this value caaterstability problems. Therefore the
value of CFL is usually set to the range betweand0.8. During model set-up, the time
step interval should be selected in such a way ttatCFL number falls within this

range. The criteria can also be met by adjustieg:ttaracteristic length of the elements.

4.5 Numerical Delta Progradation Model

The progradation of delta and consequent movenfatdlta front can be considered as a
one dimensional problem due to simplicity. Howeweich processes are very difficult to
incorporate in a multi-dimensional modelling systétience, in the present study a one
dimensional numerical morphological model was dewetl and applied to assess the
delta progradation of Lower Meghna River due tmelie change. The model formulated
here is based on the approach established by Parédviuto (2003).

4.5.1 Application of the Model to Study Delta Progadation

The numerical model discussed here is based onE#mer's sediment continuity
equation which incorporates a separate sedimemsgoat module. Under conditions of
rising sea level, this model can be applied frortagtezone to further upstream of the

river for alluvial conditions and thus can be apalile for a wide range of rivers.

4.5.2 Outline of the Numerical Model
The present analysis allows for three moving botieda the topset-foreset break
(shoreline), the foreset- bottomset break (foresesement break in the present case) and

the bedrock-alluvial transition point shown in Figu.9.
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Figure 4.9: Definition sketch for the numericalrfariation

The key parameters of the analysis are definedlbsys: = alluvial bed elevationy,

= bedrock bed elevatiomy, = subaqueous bed elevations= streamwise distancé;=
time; S, = constant slope of the basement on which thersadi depositsS, = constant
slope of avalanche onto the fores®f;= subaqueous bed slofge = streamwise position

of the bedrock-alluvial breakss = streamwise position of the topset-foreset break
(shoreline);s, = streamwise position of the foreset-bottomseakire, =elevation of the
bedrock-alluvial breakys = elevation of the topset-foreset break;= elevation of the
foreset-bottomset break; atick sea level elevation.

4.5.3 Governing Equation of the Model

Rivers are morphologically active during floods. Gapture this in a simple way, the
river is assumed to be at bankfull flow for fractiof timel; , when it is morphologically
active; otherwise the river is assumed to be mdgghcally inactive. As the channel
aggrades in response to sea level rise the ddapagitead across the floodplain through
migration and avulsion and progradation of deltauos based on various conditions.
Such scenario can be explained by Exner’s equatisadiment continuity —

If(1+/1) 0Q¢ps

5 on (4.26)

on _
(1-7’1);— 0]

where,Quy Is the total volume bed material load at bankiollv; B is floodplain width;
n is porosity of bed deposif2 is channel sinuosity and is the fraction of wash load
deposited per unit bed material load in the chafloetplain complex.

4.5.4 Solving Various Equations
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For the application of any morphological model iokr, seven equations are needed to
be solved. These are boundary condition equatiaager and sediment continuity
equation, equation for channel slope, Manning ceyts equation, roughness predictor,
sediment transport predictor etc.

Computation of Flow
Channel hydraulics at bankfull flow is describedté@nms of a quasi-steady backwater

formulation. The full form of the backwater equatican be written as —

au dH U?
U;— —ga-l- gS — Cf? (4.27)
whereU is the flow velocity,H is flow depth,Sis bed slope an@;is a dimensionless
bed friction coefficient described in terms of anstant value. The boundary condition
on (4.27) is one of specified elevation of standiwager¢ (t). Thus if x = gt) is the

position of the topset-foreset break (shoreline):
(1 + H)y=s, = &(t) (4.28)

The case of interest here is that of constantafabase level risé (e.g. 10 mm/year).

Computation of Sediment Transport
In the case of a sand-bed river sediment mob#ityaverned by the Shields numb&y
of the bankfull flow, which is defined as —

. CfU2
Tof = gD

(4.29)

where R denotes the submerged specific gravity of thensedi andD denotes the
characteristic size of the sand in the river besh<idering the bankfull width & sand
transport is described in terms of the total beden relation of Engelund and Hansen

which can be written as follows —

0.05 ,
Quoy = B\JRgD?? < (thr)>? (4.30)

Downstream Varying Bankfull Channel Geometry

A simple way to describe the bankfull charactersstof a channel is in terms of a
specified bankfull Shields numbet:. Parker et al. have found that the following
approximate closure is appropriate for sand bezhsis:

Tpr = 1.86 (4.31)
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The following relation is found fdd by transforming (4.29):

u Tif 1/2
\/Rg_D_ (Cf) (4-32)

Thus for constant values afy, C;, grain sizeD and sediment submerged specific
gravity R, (4.32) specifies a bankfull flow velocity thatnrains constant in the

downstream direction. Substituting (4.32) into @.and reducing:

dH on
E_S_Sfric , S = T x

« D
y SfTiC = Rbe; (433)
For a river profilen (x, t) at any timet, (4.33) can be solved subject to (4.28) to
determine the streamwise variation in delthlt is here assumed that the river has no
tributaries over the reach of interest, so thatkhdhwater dischargey: is constant in
the streamwise direction. Water continuity requities:

Qpr = BUH (4.34)
in which case the streamwise varying bankfull widtlgiven from (4.32) and (4.34) as:

_ (%1172 _Qw
B = (r;;f) TRgDH (4.35)

Once the streamwise variationtdfandB at bankfull flow are computed for a given bed
profile, the streamwise variation in total bed miateload Qu at bankfull flow is

computed from (4.30).

Computation of Bed Variation

Considering the channel sinuosity and the fractibmwash load deposited per unit bed

material load as unity, the Exner equation of sedihtontinuity takes the form —
) %%

(1-n) Pl I¢ ™ (4.36)

where nowg; refers specifically to the sediment transport cateng flood discharg®y:.

4.5.5 Continuity and Shock Conditions

Two continuity conditions must hold: at x 7 (%) the bedrock elevation must match the
alluvial bed elevation, and at x=8) the foreset elevation must match the subagsieou
basement elevation. In addition, a shock condition the foreset is obtained by

integrating (4.36) over the foreset. The resukésaar follows:
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o= —— L o0 - _0 _ __O9npp

Su = (Spp— Sy) Ot x=sy Su - dx x=S, Sbb - ax (437)

. Sa—Ss . 1 6_17 _ _6_77

S = T TS T Sasse dtlys, 05 T dxlyes, (4.38)
. 0

(1= n)(sp = s5) [(Sa — Ss)ss + a—’z s ] = Irq¢ly=s, (4.39)

The above three relations specify the migrationedps;,, s, and s; of the three

transition points.

4.5.6 Transformation to Moving Boundary Coordinates
In order to include the dynamics of the moving hidames, the following

transformations are introduced:

X —-Su
Ss—Su

X = ,t=t (4.40)

The Exner equation thus transforms to

e o ,
- nfR- [P S (4.41)
at Ss— Su X (Ss—Ss) 0X

Equations (4.37) — (4.39) are similarly transforntednoving coordinates and reduced
with (4.40) before solving Equation (4.41). Usirfge tabove numerical formulation
progradation of delta along the river profile candssessed.
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CHAPTERS
MODEL SETUP AND ANALYSIS

5.1 General

The complex changes in the hydraulic and morpholbghavior of the Lower Meghna
River can be assessed by linking different typemotlels. To simulate these linkages,
three types of models have been developed to ige¢st such responses. The
hydrological model, developed by Artificial Neurdletwork (ANN) method, was
employed to simulate the changes precipitationpfagected in GCM models) in the
GBM Basin to obtain the changes in the dischargéhefLower Meghna River. This
discharge and the rising sea level data are thadaoy conditions of MIKE 21 hydro-
morphological model, which was used to simulate thater level variations,
sedimentation and bed level changes of the riviee. Sediment transport rate along with
the discharge and rising sea water level have l@emnporated in the numerical model to
evaluate delta progradation.

5.2 Modelling Approach

As stated earlier, three different types of modmléehbeen used for the present study. In
every step of these model developments, varioosaté change impacts, projections and
scenarios was used. At first, the Artificial Neufdétwork (ANN) was developed to
investigate the impacts of precipitation changes tlu climate change on the river
discharge. The resulting discharge affects ther iwaraulics and morphology along
with sea level rise. These were the boundary camdit of the MIKE 21 FM
hydrodynamic and morphologic model, which was usesimulate various responses of
a river such as higher water level due to backweifert, siltation and bed level changes
etc. The sediment transport rate, obtained fromMH€E 21 FM simulations, along with
the discharge and rising sea water level was ircatpd in the numerical morphological
model to evaluate delta progradation.

All the models were developed by considering a lbaseondition. Once the models are
developed, calibrated and validated adequatelyorild be ready to simulate future
climate change scenarios using envisaged boundamditon of some conceivable
hydrologic years. For the present study, the ptiges were carried out for the periods
of 2020s, 2050s and 2080s under scenario A1FI|, &idBB1.
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5.3 Estimation of River Flow using ANN Model

In this study, a rainfall-runoff (precipitation-disarge) ANN model over the GBM basin
has been developed by using the precipitation ala@BM basin and discharge data of
Lower Meghna River. Time series data of precipiatand discharge were imposed on
the GBM basin grids using neural network methode Teveloped model was then
calibrated and verified to obtain the desired dasgh of Lower Meghna River from the

precipitation inputs for different observed andjpcted scenarios of climate change.

5.3.1 Setting of GBM Basin Grids

Since the model area covers the whole GBM basingalith a major portion of
Bangladesh, the concerned area was divided inababB82 grids. The resolution of each
grid is 3.78 x 2.5 (latitude by longitude) and the representationdpoes a surface
spatial resolution of about 417 km x 278 km ardas Tvas done to maintain consistency
among the grids and the resolution of precipitatiguts. Figure 5.1 shows the selected
grids over GBM basin and Bangladesh.

200

B OE W ONE

Figure 5.1: Selected grids over GBM basin and Bahegh

United States Geological Survey (USGS) produced Gidin grids of 0.5 degrees
resolution along with major river networks and deaje direction of the region. Later
these were modified and updated several times byadng known catchment areas,
drainage directions etc. Figure 5.2 shows botHltve network and grids of GBM basin
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with the polygon of Bangladesh. Flow network wasstaucted such a way that it carries

water (runoff) from one cell to the next dischargoell based on the drainage directions.
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Figure 5.2: Grid superimposed on the flow netwdric8M basins

These grids with superimposed flow network havenbeedified and simplified for the

present study. The grids of fine 0.5x0.5 degreeluéisn was converted into 3.5 x 2.75
degree resolution in order to match with the priéaifon inputs over GBM basin. The
corresponding flow network was also simplified (g 5.3) in order to indicate the

drainage direction of water from one cell to nesctarging cell.

(1) P {4 {5) (6) (8)

B e T
1T keE

=

;:—_.E
o

12} / \:\% x
KA i [ =Ll =T | \
—JIFe ”‘Qﬁ?
TE
) -!c}
Z5¢
A

=

3

3]
QR

4

e
N
K

Figure 5.3: Simplified GBM grids and flow network
5.3.2 Processing of Input Data

In order to use ANN structures effectively, inpariables in the phenomenon must be

selected with great care. This highly depends erb#tter understanding of the problem.
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In a firm ANN architecture, key variables must b&raduced and unnecessary variables

must be avoided in order to prevent confusion libcaion and validation process.

The input node for the present study is the pretipn over GBM basin. Based on the
flow direction on the grids shown in Figure 5.3tadal of 26 out of 32 grids were
selected as input nodes. These input nodes wezetsglsuch a way that water carries
from every cell of the GBM grid and travel towattie outlet. As seen from the figure, 6
grids (grid number 11, 12, 54, 64, 83 and 84) dbaumtribute to the flow and hence
they were excluded from the analysis. Figure 5a@wshthe location of the precipitation

input nodes.
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Figure 5.4: Input and output nodes of the neuradok model

Assuming all the precipitation over GBM contributeghe basin runoff and the resultant
combined flow drains out through the Ganges, Brautra and Meghna River system,
the Lower Meghna River can be considered as thketoot the basin. Therefore the
discharge of Lower Meghna River at Chandpur wagrta&s the output node of the
neural network model (Figure 5.4). Both the inpatl autput nodes, i.e. precipitation

and discharge, were the input variables of the mode

The neural network model was calibrated and vaddiatsing the monthly precipitation
and discharge data for the period of 1975 to 1994e monthly accumulated
precipitation over GBM basin (sum of precipitatiohall the grids) and the discharge of

Lower Meghna River are shown in Figure 5.5.
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Figure 5.5: Monthly precipitation and dischargeadfar neural network model

5.3.3 Development of Neural Network Model

The determination of the ANN architecture and dedacof a training algorithm is an
important step for the development of neural nekwmiodel. An optimal architecture
may be considered the one giving the best perfoceanterms of minimum error, while
retaining a simple and compact structure. Therenas specific information for
determination of such an optimal ANN architectu@dten, more than one ANN can
generate similar results. The numbers of input@utgut nodes are problem dependent.
The flexibility lies in selecting the number of dieh layers and in assigning the number
of nodes to each of these layers as well as imtimeber of iteration. A trial-and-error
procedure is generally applied to decide on ther@dtarchitecture.

In this study, Feedforward neural network model sn developed for the GBM basin.
Among various neural network techniques, this teplmis closely related to statistical
models that are a data-driven approach and motedstor forecasting applications.
Therefore, Feedforward neural network was usedédigt discharge of Lower Meghna
River. The feedforward network was trained using blackpropagation algorithm which

is known as an optimization technique for Feedfodva

A total of 26 nodes representing precipitation ansingle node representing discharge
were used in the input and output layer of the rhoskpectively. The number of hidden
layers and their nodes depend on the performantteeafiodel and is determined by trial
and error basis. For this study, six trials havenbgerformed to obtain the best network

that predicts discharge from precipitation inplsr each trial, different networks were
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used by changing number of hidden layers, numbgradessing elements or nodes in
each hidden layer, number of runs for each triamier of iterations or epochs during
each run etc. Additionally, sigmoid function wasigsed in each node of the hidden
layers. Because this type of function usually givetter solution for non-linear complex

problems, such as the precipitation-dischargeiogighip.

The network that gives minimum error is the bestfggeming neural network. The

summery of the different networks for each tria provided in Table 5.1.

Table 5.1: Summary of different neural networksdufee trials

Trial  No. of Hidden No. of Nodes in each Hidden No. of Runs No. of
No. Layers Layer in each Trial Iterations
1 5 13,11,9,7,5 10 10000
2 5 13,11,9,7,5 20 20000
3 5 13,11,9,7,5 30 10000
4 5 13,11,9,7,5 20 30000
5 7 15,13,11,9,7,5,3 20 20000
6 10 30, 27, 24, 21, 18, 15, 12,9, 6, 3 20 20000

The network that shows the best performance duwalidpration and validation can be
chosen as the desired network of the model. Theahaatwork model used in the final

trial has been illustrated in Figure 5.6.

Input Output

Hidden Layers

Figure 5.6: Designed neural network for final trial

5.3.4 Calibration of the Model
Calibration is a process of adjusting the conneciveights in the neural network so that

the network’s response best matches the desirganes. The calibration of a neural
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network can be understood as the combination offwecesses — training and testing.
The purpose of such process is to determine thef setnnection weights that cause the

ANN to estimate outputs within the given tolerahuoats to target values.

The different networks designed for trials werdlrated for the period of 1975 to 1990
using the monthly precipitation and discharge amiis and outputs respectively. The
data was divided into two parts for calibration aesting. For each trial, the weights are
assigned small random values initially. During loadtion, these are adjusted based on
the mean squared error (MSE) between the ANN ositpnt the observed discharges.
This adjustment continues until a weight spaceisiél, which results in the minimum
mean squared error (MSE) and best overall prediaifadischarge. The results of MSEs

during calibration and testing for different triaise given in Table 5.2.

Table 5.2: Model Performance during Calibration

Trial _Calibration Calibratio_n _ _ '_I'esting Testing_Stgndard

Minimum MSE  Standard Deviation = Minimum MSE Deviation
1 0.0074 0.00026 0.0086 0.00036
2 0.0063 0.00048 0.0081 0.00041
3 0.0070 0.00064 0.0086 0.00045
4 0.0061 0.00052 0.0086 0.00029
5 0.0062 0.00057 0.0084 0.00031
6 0.0050 0.00099 0.0078 0.00037

From the table it is seen that the value of MSHiisimum for the network used in trial
6. Therefore this network produces the best resfdtspredicting discharge. The
variation of MSEs for different runs and iteratiommbers (epochs) for trial 6 are shown
in Figure 5.7(a) and (b). From Figure 5.7(c)sievident that initially the mean squared
error with respect to standard deviation for calilton was low but testing was high. It
means that the network learned the process weliMast not able to predict well for a
new sets of data. As the number of iteration irseeavith different runs, the values were
minimum for both calibration and testing. Hence tieéwork was able to learn as well as
to predict with the increasing number of runs. FEas trial, the best network was
obtained in run 18 with 20000 iterations. So thégweed values during this run give the

best result.
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Figure 5.7: Performance of the model network foafitrial during calibration
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5.3.5 Validation of the Model

Validation is the process of investigating the perfance of the model to predict output
for new set of inputs. In this process, new in@utsimposed on the developed calibrated
model to predict output and this output in then pared with the observed known

outputs.

In the present study, the developed neural netwuolel for each trial was verified to
see which network predicts better discharge afierparing with the observed discharge.
For all the trials, the calibrated networks werefied for the period of 1991 to 1994 by
imposing the monthly precipitation data that wew nsed during calibration. The
simulated results of discharge were compared with dbserved discharge of Lower
Meghna River. Various statistical indicators such eorrelation coefficient (&,
normalized root mean square error (RMSE), mean lates@rror (MAE) and mean
relative error (MRE) were applied to validate thedal networks for each trial. The

results are summarized in Table 5.3.

Table 5.3: Model Performance during Validation

Trial Normalized Mean Mean Absolute Mean Relative Corre!a_tion

Squared Error Error Error Coefficient
1 0.255 10986.73 0.697 0.863
2 0.240 10854.87 0.632 0.872
3 0.254 10902.16 0.717 0.864
4 0.255 10788.88 0.699 0.863
5 0.251 10866.05 0.625 0.867
6 0.231 8676.31 0.289 0.882

The results indicate that the neural network usettial 6 produces the best output when
compared with the observed discharge. Various ssizl indicators give the best
estimate for this trial. Figure 5.8 shows the modehulated discharge and actual
observed discharge for the validation period 19911994 along with the correlation
between them. It is evident that the developedbiaked and validated neural network
used in trial 6 produces the optimum output thatchnes the observed discharge. The
model is able capture the rising and falling linfodscharge, i.e., it predicts discharge
for both wet and dry season with considerable awyur Therefore the network
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developed in the final trial will be used to preditscharge for different precipitation

inputs due to various scenarios of climate change.
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Figure 5.8: Comparison between observed and sigtildischarge during validation (a)
and correlation between them (b)

The details of other trials performed for the pregsstudy during calibration and
validation have been given in Appendix B.
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5.4 Analyzing Hydraulic and Morphologic ResponsesfdRiver Using MIKE 21

A two dimensional mathematical model had been agez using MIKE 21 FM in order
to assess various hydraulic and morphologic chaonfjdsower Meghna River due to
climate change. This modelling works were performaédnstitute of Water Modelling
(IWM), Dhaka. At first the model was set-up usirgyieus data such as discharge, water
level etc. for present day conditions. After califion and validation of the model, the
projected discharge and rising water level dueda kevel rise was incorporated for
different climate change scenarios to estimateptb&sible hydraulic and morphologic

changes of the river due to climate change.

5.4.1 Selection of Modelling Period

While setting up the model, two distinct periodseveelected for various hydraulic and

morphologic computations. At first, the calibratiand validation of the model was done

for the year 2006. Because the bathymetry datheofiver collected from BWDB was

for the year of 2006. Two separate months repreggmtifferent hydraulic condition

were chosen for the process. The month of Augud6 28presenting wet season and the

month of March 2006 representing dry season wastsel for calibration of the model.

After that the model was validated for the monthsarch and August of the year 2007.

When the model is ready for analysis, the initiabase condition was simulated for the

whole year of 2008. Hence the modelling period lmaisummarized as follows —

= Calibration period: the month of August 2006 reprgsg wet season and the month
of March 2006 representing dry season

= Validation period: the months of March and Augusthe year 2007

= Initial or base period: the whole year of 2008 frdamuary to December

5.4.2 Setting-up Model Domain

The model domain for the present study was the kdweghna River from Chandpur at

the upstream to upper portion of Hatiya at the dsiveam. This domain was prepared
using the bathymetry data collected from BIWTA. Tpeeparation of the domain

consisted of two steps — mesh generation and batinyrdevelopment.

5.4.2.1 Mesh Generation
The hydrodynamic module is the core of all othedmes such as sediment transport in

the MIKE 21 environment. Mesh generated under thexlule is used for rest of the
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modules. Mesh generation is the most important taskny model application. In the
MIKE environment, a separate module is assignel@dahesh generator. This module

creates .mdf files that are used for mesh generatio

First a satellite image of the study area was ingabon the mesh generator module as
background information. Using this image, the bargdf the model was created. This
polygon was assigned with triangular mesh afteindej the size of the individual mesh.
Then a series of mesh of generated with a total669 elements and 7593 nodes. It had
got two open boundaries. Using different tools &eatures, the generated mesh was
checked to minimize error and create more smootBhmafter several checking and
modification, mesh was finally ready to be incogded with various model input. The

final mesh generated for the present study regi@mown in Figure 5.9.
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Figure 5.9: Generated mesh of the study area
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5.4.2.2 Bathymetry Development

Scattered survey data on bathymetry are interpblatenesh nodes using scatter module
in the MIKE environment. Normally bathymetry date aneasured in random fashion.

Mesh can be generated using these measured batltypwhts. But mesh generated in

this way would not give better quality model. THere the study area was developed
with good quality meshes and then surveyed bathyendata were interpolated into

those mesh nodes. The developed bathymetry otuldg area is shown in Figure 5.10.
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Figure 5.10: Model bathymetry of the study area

5.4.3 Boundary Conditions and Initial Conditions

5.4.3.1 Boundary Conditions
Boundary condition is an essential component fairbgynamic modelling. Normally

discharge is assigned at the upstream inflow bayralad water level or rating curve at
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downstream boundary. The model of Lower Meghna Rinael a discharge boundary at
the upstream at Chandpur and a water level bouratatgwnstream at Hatiya. In MIKE

21 FM, boundary conditions can be assigned to evedsg or in line of that boundary.

The discharge at Chandpur had been generated fisminagiges of Padma at Baruria and
Upper Meghna at Bhairab Bazar using 1-D Hydrodywamodel HEC-RAS and was
incorporated as upstream boundary. Interpolatecerwisvel from Hatiya has been
applied to downstream boundary. All the boundamese applied for two distinct
periods — for the month of March and August of gfears 2006 and 2007 during
calibration and validation and for the year 2008 limse condition simulation. The

discharge and water level data for these pericelstaown in Figure 5.11.
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Boundary Conditions for Calibration Period : August 2006
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Boundary Conditions for Validation Period : March 2007

—— Upstream Boundary - discharge ——Downstream Boundary - water level
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Downstream Boundary Condition for Base Period 2008
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Figure 5.11: Boundary conditions for calibratiorripd (a, b), validation period (c, d)
and base period (e, f)

5.4.3.2 Initial Conditions

Initial conditions, which state the hydrodynamiaddion at the start of simulation, need
to be defined for all models. Usually the time egrboundary conditions at specified
upstream and downstream ends are available fromugsources. Other than these,
discharge or water level data at all the other ggoat model are not available. So, for
defining the initial conditions at all the pointstae model, it becomes essential to run a
steady hydrodynamic model with a specified disckaagmd water level in defined
upstream and downstream ends. The resulting wewet bbtained from this has been
applied at all other points as initial conditiongidg unsteady simulation. For simplicity,
the initial water level for the whole model domams assumed same as the downstream

water level boundary, and accordingly velocity \aasumed zero at all the nodes.

5.4.4 Various Inputs in Hydrodynamic Module
Various inputs and parameters contribute in adjgsthe solution technique of the
hydrodynamic module of MIKE 21. These are wettimghuly parameter, Eddy viscosity,

bed resistance or roughness parameter etc.

= The wetting-drying parameters are used to represegit world scenario where
portions of an area may become devoid of waterlatedt become wet again. Any
nodes or points become wet or dry respectively whater depth become higher or

lower than the threshold values.
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= The turbulence parameter coefficient of eddy viggas used for the distribution of
flow by exchanging lateral momentum of flow. In MEK21 FM environment, the
eddy viscosity can be specified by using constalttyeformulation or applying
Smagorinsky formulation.

= Roughness parameter such as Chezy’'s C is an imp@asameter in hydrodynamic
module since it provides some control over thedflwelocity magnitude and

direction.

For the present study, the drying depth, below tvlaicy nodes will be treated as dry, is
given as 0.005 m and the wetting depth, depth alkdueh any node will become wet
again, is given as 0.1 m. To define eddy viscosity,Smagorinsky coefficient was taken
1 estimated on the basis several studies. The Gh€zig mainly a calibration parameter
in the hydrodynamic module and was taken in thgeaof 60 to 70 M%s based on

various conditions of the domain.

5.4.5 Various Inputs in Sand Transport Module

The sand transport module is used to capture varnmarphological changes of the river.
This module simulates various features based on rémults obtained during
hydrodynamic calculations. Various inputs and patems associated with this module

are sediment transport predictors, alluvial resistagrain size of soil etc.

Engelund and Hansen formula was applied for Sedintransport prediction in this
study. The grain size of Lower Meghna River wasedhbetween 0.09 mm to 0.13 mm
along the domain. The alluvial resistance is alsaldoration parameter for morphologic

simulation. A value 30 for the coefficient and @b exponent was used for the study.

5.4.6 Calibration and Validation of the Model

During model development, many uncertainties exigtated to input as model

geometry, boundary conditions, roughness, eddyosisc etc. which can have

momentous impact on model solutions. Once geonwetdy boundary conditions have
been obtained with reasonable accuracy from the, fieis common practice to set them
out of preview of the calibration process. Validatiis a multi-step process of model
adjustments and comparisons, leavened with cacefudideration of both the model and
the data. During validation, a new set of obsemaid have been incorporated to justify

wheather the calibrated parameters produces satsfaesult for a new condition.
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5.4.6.1 Hydrodynamic Calibration

For hydrodynamic calibration, mostly roughness addy viscosity are the parameters to
play with to obtain an adequate match with the nleskfield conditions. For the present
study, the water levels at Doulatkhan station leda85 m upstream of Hatiya were
compared with the simulated water levels of the ehddr the same location. This

calibration was undertaken for both wet and drysseafor the periods of March and

August of year 2006. The roughness parameter (Ch€)ywas adjusted to get the best
result. From calibration results it was found thlhé computed values show good
agreement with the observed water levels for bahamd dry months (Figure 5.12).
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Figure 5.12: Simulated and observed water levehduwalibration
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5.4.6.2 Hydrodynamic Validation

The computed water surface elevations by the medet validated with observed water
surface elevations at Doulatkhan station for thentim® of March and August of year
2007. This comparison has been shown in Figure. 359d agreement between the

observed and simulated water levels indicatesfaat@y performance of the model.
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Figure 5.13: Simulated and observed water levehduralidation

During the calibration and validation process, thedel showed good agreement with
observed data for both dry and wet periods. Theeatte model was capable to simulate
different conditions and scenarios used in thegumestudy.
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5.4.6.3 Morphologic Calibration

Due to lack of sediment data, it is very diffictdt undertake morphological calibration
of a river. However, an alternate approach is mglication of sediment rating curve. A
sediment rating-curve of Lower Meghna River had nbegnerated based on the
relationship given in Meghna Estuary Study (MESM, 2001). This rating curve was
then utilized to verify the model computed sedimé&ansport rates. The simulated

sediment transport rates matched closely withakag curve (Figure 5.14).
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Figure 5.14: Comparison between simulated sedimages with developed rating curve

River bed is assumed consisting of effective sammihgdiameter of 0.09 to 0.13 mm.
This grain size along with parameters of alluviadistance used, is found satisfactory
during calibration for the morphology.

5.4.6.4 Morphologic Validation

The developed sand transport module of the modeal vadidated by comparing the
model simulated bathymetry with the observed battyynof Lower Meghna River.
Considering the initial bathymetry of April 2006t model was simulated for period of
November 2006. The model simulated bathymetry ofveédaber 2006 was then
compared with the observed bathymetry of the saeni@gh Results are presented as the
bed elevations for three selected cross-secti@wh(ene upper, middle and lower part of
the river) in Figure 5.15. From the results it aurid that simulated bed elevations

adequately matched the observed bed elevations.
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Figure 5.15: Morphologic validation for the selett¥oss sections
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5.4.7 Stability of the Model

Selection of proper time-step is a key parametemiy hydrodynamic model. In explicit
schemes time-step is restricted by stability aatemwhich requires fulfillment of
stringent Courant condition (in this case Couramtidtich-Levy number or CFL
number). However, accuracy of the results may Favémpact on selecting the time-
steps. The required computational time-step maydégendent upon element sizes,
strength of flows, flow patterns and the rate cdrade in boundary conditions. Usually
the time-step of a model is determined by trial awcbr basis. The procedure of
choosing a time-step is that, a test simulatigmeisormed in which the time-step size is
adjusted until the solution does not change andntbdel remains stable numerically.

Then the adjusted final interval can be used asirie step.

To reduce the computational time for a simulatithe time-step should be as large as
possible to capture the extremes of the dynamiondaty conditions and maintain
numerical stability. In this study 120 seconds was®en as a computational interval for
unsteady simulation. Considering an element of 5&&m x 500 m, whose velocity in x
and y direction were 0.56 m/s and -0.43 m/s respaygt the corresponding CFL number
was found 0.24. Similarly, for various conditiosstvalue was in the range between 0.2
and 0.4. Hence the model fulfilled the criteria fommerical stability for different
conditions and scenarios. Figure 5.16 shows thiati@m of CFL number along the river
profile at the end of simulation during the basdque The CFL numbers at the end of
the simulation for various climate change scenaaiesgiven in Figure C1 of Appendix

C. It was found that the model was numerically letétr those simulations.
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Figure 5.16: Variation of CFL number at the endba$e period simulation
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5.4.8 Simulation of the Model

When satisfactory results are obtained in calibratand validation, the model was
considered ready for simulation and various analys&st the model was run for the
base period of year 2008. Then the predicted digehaf Lower Meghna River, which

can be found from the neural network analysis, @laith sea level rise scenario was
incorporated on the upstream and downstream bowesdagspectively. The model was
simulated for various climate change scenariosssess the hydraulic and morphologic
responses of the river. Such simulation was perdronly for the projected years of
2020s, 2050s and 2080s. Because it was not possiblmulate continuously upto 2080
due to limitation of the model. The analysis wagied out for the river profile as well

as for the selected cross sections. The seleabsd sections are shown in Figure 5.17.
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Figure 5.17: Selected cross sections for varioayaas
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5.5 Evaluation of Delta Progradation along River usg Numerical Model

The process of delta progradation of Lower MeghnhgeiRwas assessed using the one
dimensional Numerical model. This model was appleethe longitudinal profile of the
river to analyze the process of delta progradalissmto sea level rise.

5.5.1 Specification of Auxiliary Inputs

After the numerical formulation and discretizatiohthe model, various input auxiliary

data for the formulated equations were specifiedtlie Lower Meghna River. These
data include Chezy’s roughness coefficient, graa ef sediments, porosity, submerged

specific gravity, bed slope etc. The values aremyiv Table 5.4.

Table 5.4: Various inputs in the numerical model

Input Parameter Unit Value
Chezy Resistance Coefficient m*?/s 60
Grain Size of Sediment mm 0.11
Submerged Specific Gravity of Sediment - 1.65
Porosity - 0.4
Initial Bed Slope cm/km 2.3

Other inputs related to channel geometry such iialitength of the fluvial zone of the
river, initial elevation of the top and bottom ofréset etc. were also incorporated before
the application of the model.

5.5.2 Computation of Intermittency Factor

Actual rivers tend to be morphologically active yduring floods. That is, most of the
time they are not doing much to modify their morplgy. The simplest way to take this
into account is to assume an intermittengy<lich that the river is in flood of a fraction
of the time, during which the discharge equalshhekfull discharge. Considering the
flood season as June-July-August, the Intermittdrastor was taken as 0.25 for Lower

Meghna River.

5.5.3 Introducing Primary Variables
For the developed numerical model, three varialgesern the process of delta

progradation. These are discharge, sediment digeterd downstream water level due
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to rising levels of sea. At first these variablesrev set for the baseline condition
considering the base period as 2008. All the aealygere carried out with respect to this

base period.

5.5.4 Adjustment of the Model

The numerical model was developed and adjustedtHer base condition. These
adjustments are very difficult due to lack of datewever, effort was made to adjust
and verify the model by considering the model rssof MIKE 21 Flow Model FM. The
auxiliary parameters were changed and modifiedljosa the numerical model.

5.5.5 Incorporating Climate Change Scenarios

The process of delta progradation was analyzed Hanging river flow, sediment
transport and water level resulting from the effeictlimate change and sea level rise.
The discharge data was taken from the results dfl Ahbdel and the sediment transport
rates were considered from the simulations of MIKE Flow Model FM for various
climate change scenarios. Sea level rise was incatgd according to the projections of
IPCC. All the projections were made for scenaribAbFI, A1B and B1 for the selected
periods.

5.5.6 Developing Delta Progradation Profile

The numerical model was used to determine the memerof delta front of Lower
Meghna River. The results were then incorporatethe long profile of the river to
visualize the gradual progradation of delta inltbever Meghna River. This process was

repeated for various climate change scenarioselected periods.

108



CHAPTER 6
RESULTS AND DISCUSSIONS

6.1 General

To predict the discharge of Lower Meghna River,esbed precipitation over GBM
basin and discharge of Lower Meghna River wererpm@ted in the ANN model. The
developed model was then applied to convert prejeduture precipitation into
discharge for different climate change scenariosielp A1FI, A1B and B1 for the
periods of 2020s, 2050s and 2080s. The predicwxhdige along with the sea level rise
projections were imposed in MIKE 21 FM to assessoua hydraulic and morphologic
changes such as water level variation due to baekvedfect, changes in siltation rate
and consequent bed level changes for various dosnafinally, the progradation of
delta along the lower reach of the river was aredymsing a numerical model. The
predicted discharges, increased water levels dgeddevel rise and changed sediment
transport capacities was used into this model wuae the movement of delta front

along the river under various climate change scesdor the stated periods.

6.2 Prediction of River Flow

The streamflow of the rivers of Ganges-BrahmapMeahna basin can be affected by
four primary factors — temperature, precipitatiemapotranspiration and soil moisture.
Among them precipitation becomes the governingofacdue to the basin’s tropical

climate. The total volume change in precipitatioim@arily increases the total volume of
runoff in the basin, which in turn affect the diace or flow through the rivers of the
basin. Due to climate change, a potential increagerecipitation over GBM basin is

likely to alter the flow characteristics of Lowereghna River.

Figure 6.1 shows the ANN model results of projectistharges of Lower Meghna

River under climate change scenarios A1FI, A1B Badespectively for the period of

2020s, 2050s and 2080s. It is seen that for alexesty scenarios except scenario AL1FI,
the discharge increases with time resulting fromeraased precipitation due to climate
change. Seasonal variation of precipitation, egtreme precipitation in monsoon and
lack of precipitation in the dry season affects tineng of peak discharge and overall
flow variation of the river. The variation of flom dry and wet season is also affected

the by the spatial and temporal change precipitgiattern over the basin.
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Figure 6.1: Projected discharge hydrographs fdewint climate change scenarios
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For scenario ALFI (Figure 6.1a), discharge in monsimcreases significantly for the
periods of 2020s and 2050s but decreases for 2@&0the temperature rises, more of
the precipitation falls as rain and less water twesl as snow. Therefore the peak
discharge increases for 2020s and 2050s but desr@a2080s due to lesser contribution
from base flow. The discharge hydrographs seemawenowards right which indicates

the occurrence of late monsoon as a result of lodigeseason due to climate change.

The maximum monthly discharge of the river incregsegressively upto 2080s for the
scenarios A1B and B1 (Figure 6.1b and 6.1c). Irhlmatses, moderate temperature rise
causes more precipitation. This excess rainfalieiases the discharge of the river in
monsoon. However, for scenario A1B, this increadestharge is more concentrated
within the shorter period of monsoon. The dischadgereases for the other periods of
the year. It means that the dry months become dndrwet months become wetter as a

result of climate change.

On the other hand, discharge increases in monsmosctnario B1 for the periods of
2020s, 2050s and 2080s. In this case the risingsliof the hydrographs tend to shift
leftward which means the occurrence of early monsddis prolonged monsoon is
caused mainly by the huge contribution from theebflisw along with the increased
precipitation. The magnitude of discharge for mamsperiod is not as high as scenarios

AlFI and A1B, but longer period of monsoon affdbis flow characteristics of the river.

The change of discharge and flow characteristicsosier Meghna River can be better
understood when compared with the base conditianhmepresents the present state of
the river. Table 6.1 shows the projected dischaafethe river for different climate
change scenarios and their comparison with the pased of 2008. Observing the
monthly projected discharges for different scersaramd comparing with the base
condition, it is seen that the discharge may irsgeapto 40% in monsoon and decrease

upto 23% in dry season indicating high seasonaétran due to climate change.

For scenario A1FI, maximum discharge has been fasn@5539 ris, 132835 nis and
111730 ni/s for the periods of 2020s, 2050s and 2080s ré&sphcwhich are 7.7%,
39.7% and 32% higher than the base condition. Qudiry months, the discharge can
decrease 14.7%, 20.5% and 18% respectively fostidited periods. The change is also
pronounced for scenario A1B. The maximum dischangeeases 6.4%, 17.6% and 34%
during monsoon and may reduce 17.7%, 18.4% and®@@&ing dry season for the
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periods respectively. For scenario B1, maximumidisge can be found as 8561%/sn
90830 ni/s and 96274 fits for the respective periods which is 1.6%, 7.8% &8.5%
higher when compared with base condition.

Table 6.1: Projected discharges and their compasth the base condition

2020s 2050s 2080s
Scenari ) . .
Month o Discharge Change | Discharge Change | Discharge Change
(m’s) (%) (m’/s) (%) (m’/s) (%)
AlFI 7509.4 -8.2 8224.8 -15.3 6923.4 0.6
Jan AlB 8140.2 5.1 8039.8 -6.3 7765.8 -9.5
Bl 8173.1 -4.7 8044.7 -1.6 8659.2 5.9
AlFI 6870.3 -6.8 8129.8 6.6 7854.0 10.3
Feb AlB 7412.1 0.6 7045.4 -4.4 6496.7 -11.9
Bl 7160.4 -2.9 7888.6 7.0 7924.7 7.5
AlFI 6756.5 -4.9 7659.0 -6.6 6635.9 7.8
Mar AlB 7084.7 -0.3 6813.4 -4.1 6657.6 -6.3
B1 6124.7 -13.8 7017.0 -1.3 7134.9 0.4
AlFI 9527.1 -12.4 12293.0 -13.6 11271.5 -17.7
Apr AlB 7818.2 -18.7 7750.9 -18.4 5737.0 -19.6
Bl 5627.6 -23.7 7783.4 -18.0 8407.1 -11.5
AlFI 23164.5 17.9 20174.4 2.7 18501.2 -5.8
May AlB 25551.1 195 21515.2 9.5 18075.3 -8.0
B1 17527.4 -10.8 25257.5 28.6 20669.6 5.2
AlFI 47209.4 17.4 65901.6 33.8 53118.0 20.0
Jun AlB 54745.1 21.1 46695.1 16.0 36323.9 -9.7
B1 45577.3 13.3 52873.7 19.7 62686.7 32.1
AlFI 73774.4 13.3 60389.2 -7.2 55458.2 -14.8
Jul AlB 66924.1 2.8 78100.8 20.0 97616.2 39.9
Bl 47603.4 -16.9 69706.4 7.1 87255.7 34.0
AlFI 95539.3 7.7 104870.0 18.2 96324.6 8.6
Aug AlB 89586.2 6.4 99009.2 17.6 121271.0 34.0
B1 85610.8 17 90829.9 7.8 86829.9 3.1
AlFI 85626.8 9.8 132835.0 39.7 111729.7 32.0
Sep AlB 85712.5 9.3 88044.2 12.3 92919.6 15.5
B1 78323.5 1.1 79281.3 4.9 96273.8 18.5
AlFI 37834.1 -21.1 56822.2 -1.8 42566.6 -8.5
Oct AlB 45846.8 -6.4 38955.2 -15.4 35799.1 -23.9
B1 44583.8 -8.3 37625.4 -18.6 33256.1 -19.2
AlFI 171725 -14.7 16012.6 -20.5 16511.4 -18.0
Nov AlB 19172.5 -4.8 16511.4 -18.0 16012.6 -20.5
Bl 18896.5 -6.1 17890.9 -11.1 19025.3 -5.5
AlFI 10235.9 -3.3 10883.7 2.8 10405.8 -1.7
Dec AlB 10461.6 -1.2 10373.3 -2.0 9745.2 -8.0
B1 10792.7 1.9 10677.6 0.9 11064.4 4.5
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The seasonal variation of discharge is also a fsgnit feature under various climate
change scenarios. The projected discharges for mibghe scenarios indicate an
increased discharge during wet season and lessaradge in the dry season compared
to base condition (Figure 6.2). For scenario AIRé annual discharge as well as the
discharge in wet months increases but the dischangedry months decreases
considerably. For Al1B, discharges in wet monthsease 6.8, 6.9 and 13.3% and
decrease 4.2, 10.1 and 16.6% for the periods 00202050s and 2080s respectively
with respect to base scenario. For B1, the disdsadgecreases in 2020s followed by
increased annual discharge as well as dischargestimonths and decreased discharges
in dry months.
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Figure 6.2: Comparison of annual, wet and dry disgbs with base condition for

different climate change scenarios

6.3 Estimation of Backwater Effect

Coastal rivers like the Lower Meghna River will significantly affected by the global
warming induced sea level rise and associated batekweffect. Due to backwater effect,
the water level along the river will rise and tlukange will be felt in the adjacent
floodplains and further upstream of the river. Tdoenbined effect of rising sea water
levels along with increased discharge due to cknatange will cause higher water
levels in those areas. Therefore for the presemtlysttwo conditions have been
considered to analyze backwater effect along thedcdMeghna River —

= Condition 1 (C1): effect of sea level rise withdeischarge during dry season

= Condition 2 (C2): effect of sea level rise and @aged discharge during monsoon

The Lower Meghna River shows considerable spa#ightion in water level. During the
monsoon of base period 2008, the average watel \ewees from 1.22 mPWD near

Hatiya to 4.62 mPWD near Chandpur with an averagéemwsurface gradient of 3
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cm/km. In the dry period, the water level rangesveen — 0.5 mPWD to 2.0 mPWD
along various locations of the river. Variationwéter levels of Lower Meghna River

during the dry and monsoon season of base perigltbisn in Figure 6.3.
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Figure 6.3: Water level variation in the base perio

Due to the combined effect of changed discharge saal level rise, the water level
increases and exhibits a substantial variationgatifierent parts of the river for various
climate change scenarios. Such variations of wlatexl for the conditions mentioned
above have been given in Figure C2a to C2c of Agpe@ under scenarios A1FIl, A1B

and B1 respectively for different periods.

From the figures it is found that the water levigyrgly increases and remains almost
same as base period for the dry season (CondijicBall variation occurs only due to
the effect of sea level rise only under varioumalie change scenarios. However during
monsoon (Condition 2), where both the effect ohkigdischarge and sea level rise have
been considered, the water level increases signilic under different scenarios. For
scenario A1lFI, water level range of the river dgrimonsoon raises upto 1.36 — 5.09
mPWD, 1.47 — 5.74 mPWD and 1.67 — 6.55 mPWD duttiegperiods of 2020s, 2050s
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and 2080s respectively. Similarly, these rangesHermonsoon season have been found
as 1.35-4.85 mPWD, 1.46 — 5.25 mPWD and 1.612 ®PWD for scenario A1B and
1.35 - 4.68 mPWD, 1.44 — 4.92 mPWD and 1.54 — jmP&VD for scenario B1 during
the same periods respectively.

The rise of water level due to the combined eftéalischarge and sea level rise can be
estimated by comparing the water levels of indigidscenario and the water levels of
the base period. This comparison can be made fibr the dry and wet periods under
various climate change scenarios. Such rises ianiexels for the condition 1 (dry) and
condition 2 (wet) have been illustrated in Figuré ® 6.6 under scenarios A1FIl, A1B
and B1 respectively for 2020s, 2050s and 2080s.

A striking feature can be observed from the figuatter comparing the water level rise
due to backwater effect for both the conditionsamearious scenarios. It is seen that
water level change due to backwater effect is mmm@minent in the dry season
(condition 1) than the wet season (condition 2)ribudry periods, the discharge is less
for various scenarios, but the sea level contirtaesse. The higher water level in the
downstream propagates upward and elevates the \eatdrconsiderably compared to

base condition. In this case water level riserisdliy affected by the sea level rise.

On the other hand during monsoon, the projectechdiges are much higher compared
to base period for various climate change scenafib®refore both the increased
discharge and sea level rise contributes to themavel rise of the river. Although the

rising levels of sea continue to increase, the dnighscharge prevents the backing up of
water due to sea level rise. Hence water level ghas less during the monsoon when

compared with the base period for various clima@nge scenarios.

Comparing the figures it is also evident that thetewx level rise at the downstream of the
river remains same for both conditions and direcklpends on the rising sea level.

However in the middle and upper reach of the rittee, change in discharge as well as
the sea level rise contributes to raise the watexl§ and hence the variation between dry
periods (condition 1) and wet periods (conditiora®) higher in these parts. In the upper
part, the variation decreases as the effect afgisea level, i.e. backwater effect is less

in those regions.
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In the light of above discussion it can be said tha backwater effect will be more
prominent during dry periods resulting in highertevdevels along the river. Figure 6.7
shows the water level rise due to backwater efédahg the river profile considering
both conditions for the scenarios A1FI, A1B and Biom this figure it can be found
that the water level rise for both conditions dgrin020s is almost same for all the
scenarios. During 2050s and 2080s, the water leselfor condition 1 (dry period) is
greater than condition 2 (wet period). This is lseaduring 2020s, the discharge is not
too higher compared to base condition and sea leselis the dominant factor to
produce higher water levels along the river. Aftieat during 2050s and 2080s, the
discharge increases considerably with respect $e lpariod and contributes greatly to
raise the water levels. This decreases the backvedtect considerably. Hence the
backwater effect due to the combined effect of éigtlischarge and sea level rise is

much lower when compared with the effect of theleeal rise with low discharge.

For scenario A1FI, considering sea level rise dudry season (condition 1) the average
water level rise is 1.8 cm, 8.6 cm and 20.4 cmmdytine periods 2020s, 2050s and 2080s
respectively. Imposing both higher discharge and Bevel rise during monsoon
(condition 2), the values can be found as 1.7 ci@,cm and 15.5 cm respectively.
Likewise, scenario A1B and B1 shows that the wkseel rise for condition 1 is greater
than that of condition 2. Maximum water level risas been found as 16.9 cm for
scenario A1B and 13.5 cm for scenario B1 duringdiyeperiods of 2080s. These results

are shown in Table 6.2.

Table 6.2: Average water level rise (cm) due tckieder effect

) 2020s 2050s 2080s
Scenario
Dry period Wet period Dry period Wet period Dry period Wet period
AlFI 1.8 1.7 8.6 7.3 20.4 15.5
AlB 2 1.7 8.3 7.9 16.9 13.8
B1 2.1 1.8 7.3 7.1 13.5 12.9

From Table 6.2 and Figure 6.7 it is clear thatwaer level rise due to rising sea level
rise induced backwater effect is maximum for scen&1F| as a result of higher
discharge and greater rate of sea level rise. ¢aragio A1B and B1, these rises are less
resulting from lower discharge and slower rate ed evel rise compared to scenario
AlFI.
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From Table 6.2 and Figure 6.7 it is clear thatwhaer level rise due to rising sea level
rise induced backwater effect is maximum for scen&1Fl as a result of higher
discharge and greater rate of sea level rise. ¢@ragio A1B and B1, these rises are less
resulting from lower discharge and rate of seallege compared to scenario A1FI.

As the water level of the river rises, the waterffare gradient also changes for various
climate change scenarios. The discharge associtiedsea level rise causes the water
levels to rise in the middle and upper reach ofriher. The result is the gradual change
of water surface gradient for various climate clearsgenarios. The water surface
gradient is much flatter during the dry periodsaa®sult of lower discharge and higher
level of sea. These gradients decrease gradually time due to progressive sea level
rise. Therefore backwater effect becomes promimerihis period. During monsoon,

increased discharge elevates the upstream water dena causes the water surface to
become much steeper. In this case backwater esféess. The changes in water surface

gradients due to backwater effect for various seeadave been given in Table 6.3.

Table 6.3: Change of water surface gradient dummtkwater effect

Water Surface Gradient (cm/km)
Scenario Dry period Wet period
2020s 2050s 2080s 2020s 2050s 2080s
AlFI 2.98 291 2.78 3.40 3.89 4.44
AlB 2.99 291 2.82 3.19 3.45 411
B1 2.98 2.92 2.86 3.04 3.17 3.29

The extent of backwater effect depends on thesdiegrs. From Figure 6.7 and Table
6.3 it is evident that the extent of backwater @ffiecreases from downstream of the

river. This extent of such effect can be felt fertlupstream of the river.

6.4 Assessment of Bed Level Changes and Siltatioate

The morphology of the Lower Meghna River reactshanges in the upstream input of
water and sediment resulting in a change in thensity of erosion and deposition. The
channel is very dynamic due to the active proces$esccretion and erosion of the
channel beds and banks. Natural shifting of thencbk development of large chars,
formation of deep pocket zones, shoaling effect ate the important features of

morphologic changes along with the overall eroslepesition process. These processes
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affect the siltation rate and cause long term malqdic changes of the river. Figure 6.8

shows the bathymetry of Lower Meghna River forthse period of 2008.
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Figure 6.8: Bathymetry of the river for base peraodl selected cross sections

The figure shows that the river gets divided intw tbranches in its upstream near
Chandpur. Near Mehediganj these two branches mgah and the main channel
follows a curved path upto Bhola. At Doulatkhanréhexist three channels due to
presence of Char Gazaria and some other smaltisldmese features play an important
role on the morphology of the river. For a cleadenstanding of erosion-deposition
patterns and consequent bed level changes forditf@eriods, five cross sections have

been selected and analyzed. These are also shdviguire 6.8.

Due to climate change and sea level rise, the digehand water level of the Lower
Meghna River will be affected. Such changes wilirdpt the existing equilibrium of
water and sediment transport through the channglvah trigger new hydraulic and
morphologic state of the river. The process of démm-erosion and consequent bed

level changes of the river will vary according t tconditions of water and sediment
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movement through the channel for various climatnge scenarios. Such process is also
influenced by the velocity pattern of the river.eTtelocity variation along with their

direction of Lower Meghna River for the base pelimdhown in Figure 6.9a.
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Figure 6.9: Velocity and sediment transport veoiaf the river for base period

From the figure it is evident that the velocitywery high near the left bank of the river at
Chandpur. Higher velocity is also observed along turved main channel near
Mehediganj, Bhola and Ramgati. Then the channeal djgtded and main channel passes
through the right bank at Burhanuddin. These aeezibnes which are expected to be
eroded. On the other hand, the right bank of Cremiithe lower middle and lower part
of the river shows comparatively less velocitiepe&ally the lower reach of the river
near Char Gazaria shows significant reduction dbory. These are the zones where
deposition is expected to be the dominant morpholpgpcess. The erosion-deposition
induced morphological changes are also affectethéysediment transport capacities of
the river. Higher discharge and resulting greatelosities carry large amount of
sediment and hence increase the sediment transppdcities of the river. These

sediments are deposited where the velocity is lesulting in bed level rise of the
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channel. Figure 6.9b shows the total sediment pamsate of Lower Meghna River for
the base period 2008.

From the figure it is seen that the sediment trartspf the river varies spatially and this
process is influenced by the local bathymetry asgbeiated discharge and velocity. For
the base condition, the transport rate varies beEiv@0002 rffs and 0.006 fts with an
average of 0.00031 #s. This rate changes if the discharge and othaeditions are
changed. The average sediment transport rate ofetddeghna River for various
climate change scenario are given in Table 6.4.

Table 6.4: Sediment transport rate of the riveniious climate change scenarios

. Sediment Transport Rate (m3/s/m)
Scenario
2020s 2050s 2080s
AlFI 0.00052 0.00094 0.00078
AlB 0.00041 0.00075 0.00081
B1 0.00031 0.00037 0.00039

The morphology of Lower Meghna River is affected thye variation of discharge,

velocity and sediment transport capacities as roeetl above. For various climate
scenarios, these variables change resulting ireréift morphologic responses of the
river to climate change. However such changes vaseessed only for the projected
years of 2020s, 2050s and 2080s rather than comgdesontinuous years upto 2080 due

to the limitation of the model.

Scenario AlFI is characterized by both erosion-detjom of the river. Due to high
discharge, severe erosion takes place along the am@nnel of the river. The excess
discharge also carries large amount of sedimentshwdre deposited on other parts of
the river. As seen from Figure 6.10, gradual ddmosioccurs upto period 2080s.
Deposition near the char areas, formation of deskegt zones and development of deep
channels are the significant morphologic featurestliis scenario. These processes can
be better understood by analyzing the selected @estions on the river. These sections

along with their projected bed levels for differgetriods are shown in Figure 6.11.

In the upper reach of the river, there is a sndind (char) near Haimchar. This island
normally remains dry during low flows and floodedriig monsoon seasons. For the
base condition, the main channel was passing throlug left side of the river. In the
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subsequent years, i.e. for 2020s, 2050s and 2@88<lear from the Figure 6.10 that the
left channel of the island has undergone severg@ra@nd the right channel has become
more silted. Deposition occurs along the right siflthe island increasing the area of the
island. Section 1 (Figure 6.11a) also indicatedhme finding that the left channel has
gone about 8 m erosion for the period 2080s wispeet to base period. The left bank of
the island has showed a lowering of its surfaceOlbyto 1 m, while the right bank
showed 1.5 m deposition. So the island tends toemmwards right bank of the river due
to progressive erosion along the left side and siéipa on the other side.

The main channel exhibits meandering behavior and$ bends along the middle reach
of the river. Due to bends, severe erosion takasepbn the right bank near Mehedigan;
and left bank near Ramgati. Zones of deep pockets farmed in these parts.

Consequently, deposition occurs on the oppositkdanh the river. Near Mehediganj

(Section 2, Figure 6.11b) deep pockets are formeslitd 6 m erosion along the right
bank. Around 4 to 5 m deposition has been obsemeead the left bank of the river. This
deposition enforces the main flow of the river tigb its left and middle side resulting in
large erosion and formation of deeper channel & riiddle portion. A similar but

opposite pattern of deposition-erosion has beearebd in Section 3 (Figure 6.11c) near
Ramgati. The right side of the channel near Bhodas wimost silted up due to heavy
deposition. This diverts the flow towards left sofethe channel resulting in erosion of
approximately 3 m and 5 m in the middle and lefttipa respectively. The bed level of

left side may lower upto 18 mPWD creating deep ptsklong the left bank of the river.

Huge deposition takes place along the lower redctme river as was observed from
Figure 6.7. This occurs due to reduced sedimensp@t capacity of the river as well as
strong backwater effect. Near Doulatkhan (Sectipkigure 6.11d), the middle portion
of the river gets around 5 m higher during 2080w gared to base condition. Siltation of
about 3 m is also observed along the left bankhefriver. The right bank undergoes
approximately 3 m erosion in this case. After Dtkhlan, the main channel splits and
water flows along three channels towards downstrezmthe river. At further
downstream huge deposition occurs around Char @aaad the surface of the island
becomes 1 to 2 m higher (Figure 6.11e). Depostiso takes place along the left bank
of the river. To compensate this deposition, méshe flow is concentrated towards the
right channel which undergoes severe erosion ofitaban. Therefore deep pockets are

formed along the right bank of the river near Buminddin.
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Figure 6.11: Cross sectional changes under sceAafbfor different periods

For scenario A1B, deposition is the dominant prece#th less erosion for different
periods compared to ALFI. The reduced dischargsivel to A1FI with high sediment
input causes heavy deposition along different paftthe river. As seen from Figure
6.12, deposition around Char areas, developmenewf Chars and formation of point
bars and alternative bars are the significant maggjic changes for this scenario. These
processes along with the resulting bed level chamgth time under scenario A1B have
been illustrated in Figure 6.13 for the selectex$srsections of the river.

Near Haimchar in the upper portion of the rivergéueposition takes place in the right

channel as well as along the right side of the Chiae right channel near Hizla is silted
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upto 5 m and right side of the char becomes 2rol8gher compared to base condition
(Section 1, Figure 6.13a). Hence the Char areaasers considerably upto period 2080s.
The main channel flow is diverted towards the ¢&fnnel resulting in an erosion of 4 to
5 m. From Figure 6.9 it is also evident that theiGhcreases in length downward due to

continuous deposition in the lower part of the char

In the middle reach of the river, formation of difént types of channel bars such as
point bars and alternative bars are observed nageshmipur, Mehediganj, Ramgati and
Bhola as a result of progressive deposition aldmg lhanks of those regions (Figure
6.12). Section 2 located near Lakshmipur showsthieateft portion of the river is almost
silted upto 2 to 3 m forming channel bar alongldéfebank of the river (Figure 6.13b).
The water flows through the right and middle portiof the section causing slight
erosion in the right side and 3 to 4 m erosion gldme mid portion of the river. At
Ramgati (Section 3, Figure 6.13c) deposition ocdarshe right channel as well as
around the Char areas near Bhola. The right charegklraises upto 2 to 3 m and the

surface of the Char increases upto 1 mPWD dueadal#position.

The process of deposition increases in the lowdrgdahe river as a result of reduced
sediment transport capacity and backwater effeearNDoulatkhan the river bed rises
upto 5 m due to heavy siltation in the middle mortof the section (Section 4, Figure
6.13d). The left channel undergoes excess deposifi@about 3 m along the left bank
indicating the formation of a channel bar near RatmdNear Burhanuddin (Section 5,
Figure 6.13e), the surface of Char Gazaria becaapesoximately 1 m higher due to
sediment deposition. Both the left channel andtridtannel of this char undergoes a
deposition of about 2 to 3 m with respect to bamgop. Siltation of about 4 m is also
observed along the left bank of the river. Thisc¢ates the development of a channel bar
along the left bank near Noakhali which verifieg ttame findings as was seen from
Figure 6.12. As a result of such formation of ctedrbar and large deposition in the river
beds, the conveyance area decreases and most fidwhes concentrated towards the
right channel which undergoes erosion of aboutni.5

From Figure 6.12 it is also evident that extrempaséion occurs at lower part of the
river specially at the downstream of Char Gazdrie backwater effect and higher water
levels due to sea level rise impedes the natuahage of the river in those regions.
Therefore the sediment transport capacity of therrireduces considerably which

enforces the sediments to deposit around the lpass of the river.

129



| ] meter b meter
B chove 3 ] : B shove 3
. 5 B 15- 3 1 ; B s5- =
A peilay | B EEes 0- 15 BNEES” e C1] n- 14
1 | C 1145 0 ] ; I 15 0
14 ! -3- 418 i : L1 -3--15
iE U s s o 53 HE RN L (- L — B 5 -2
1P ] -Bi- -4.5 . : ] -B- -45
5 -T5- -6 ] : B r5- B
] 1 | -8- 75 1 [ B - 75
s T RSN “105- -8 BEEEER PRI B -105- -9
! -12--10.5 i ' B -1z--104
: 5 -135- -12 1 i Bl -125- 12
ISMEmeRReE . NN -16--13.5 ] R B Bl 5135
; -165- -15 1 ! ' =-15.5- -15
; 48--16.5 ] i 18--16.5

| B peiow 18 i 5 B Eeiow
2020s

] : B chove 3
. : B 5 3
T - T T A (IR o- 1.5
1 : 18- 1
] : 3-8
HES © k[ o] -45- -3
1 5 G- <45
] Chart -15- -6
1 development -4- -T5
T N T T b R -1048- -3
i v : -12--104
1 - 5 135 12
lienpam S Channel [l -15--135
1 pY ", bars Bl -i55- 15
] ! -18--16.5
. 5 Below -18

1Char '}

1 development "
f R AR f p " 'Channel

1 bars
Jdeposition =1 & T
2050s 2080s

Figure 6.12: Bed level changes under scenario AtHBlifferent periods

130



10

Distance (km)

g 5 Q) ,
: [ X i
£ />4 m\ —Base
c 0 !
2 ’\\ // \\ ——2020s
>
& 5 N\ V/ - ——2050s
V —2080s
-10 i
2 4 6 8 10 12 14 16
Distance (km)
(a) Section 1
10
5
'g 0 \ ﬂy
£ 5 \\ N\ B
- E - pase
c
2 10 \ ——2020s
>
S 15 2050s
-20 N 2080s
-25
2 4 6 8 10 12
Distance (km)
(b) Section 2
10
5
5 f
E 0
£
= Base
s -5
3 ——2020s
S 10
2 ——2050s
-15 v ——2080s
-20
2 4 6 8 10 12 14 16

(c) Section 3

131




10 -
5
[a]
z
0
£ /_/ //_’" Base
§ /aa
2 5 / . 2020s
g )
A — ——2050s
S
; ——2080s
_15 1
0 2 6 8 10 12 14 16
Distance (km)
(d) Section 4
10 -
5
5 _ [
E 0 Z—
£ o Base
H - —
2 \ — ———2020s
> -10
2 \ ——2050s
w
-15 \C ——2080s
_20 1
0 2 4 8 10 12 14 16 18 20 22
Distance (km)

(e) Section 5

Figure 6.13: Cross sectional changes under sceAaBdor different periods

Gradual deposition occurs under scenario Bl fofeift periods. The deposition-
erosion pattern and resulting bed level changesnare moderate for this scenario due
to less discharge and sediment transport capadifi¢ise river compared to scenarios
AlFI and A1B. From Figure 6.14 it is seen that allateposition occurs around the char
areas of Haimchar, Bhola and Char Gazaria and aloadower portion of the river.
Figure 6.15 depicts the anticipated bed level chamj the selected sections for different
periods. At Haimchar (Section 1) the right chameehains stable while the left channel
undergoes deposition and erosion of about 4 m and r@spectively for 2080s. Near
Lahshmipur (Section 2), 3 m erosion at middle amd @eposition at the left channel has

been observed. For sections 3, 4 and 5, an ovaeeadimum deposition of 2 to 4 m with

erosion upto 2 m can be found for different pericdspared to base period.
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Beside the local erosion-deposition of differentnp® in each individual cross section,
the net erosion or deposition for any section dao bhe determined by comparing the net
changes of area between the base period and tlceroed periods for various climate
change scenarios. Table 6.5 elaborates the nesitiepoor erosion of the selected cross
sections for the periods of 2020s, 2050s and 2080sr scenarios A1FI, A1B and B1.
From the table it is found that net deposition esdn all the sections except Section 2
where gradual erosion takes place for differeniopst For AL1FI, the net deposition
compared to base period is about 0.91 m, 1.67 m2atti m for the periods of 2020s,
2050s and 2080s respectively. Similarly, net demrs of about 0.71 m, 1.85 m and
2.71 m for scenario A1B and 0.60 m, 0.94 m and IMfbr scenario B1 have been
found during the stated periods respectively. Hemceoverall net deposition occurs

along the Lower Meghna River for various climatamte scenarios. The whole process

(e) Section 5

Figure 6.15: Cross sectional changes under sceBarfor different periods
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can be rationalized as a deposition dominated nobogit change due to climate change

and sea level rise.

Table 6.5: Bed level changes for the selected@estinder various scenarios

Maximum Deposition Maximum Erosion Net Deposition/
Scenario | Section (m) (m) Erosion (m)

2020s 2050s 2080s | 2020s 2050s 2080s | 2020s 2050s 2080s
1 2.14 4.40 4.92 -1.72 -3.48 -5.65 0.91 1.25 1.39
2 1.49 3.21 2.70 -3.20 -5.68 -4.75 -0.65 -1.10 -2.06
AlFI 3 341 4.40 5.51 -1.66 -2.92 -2.11 0.51 1.06 0.90
4 3.07 4.05 4.64 -0.35 -3.88 -1.01 0.65 1.67 2.44
5 2.29 2.78 3.11 -0.89 -2.28 -1.41 0.45 1.30 1.79
1 2.28 4.74 6.81 -2.48 -3.19 -3.64 0.64 1.42 1.81
2 2.24 3.40 4.92 -1.96 -3.37 -5.00 | -053 -0.79 -0.40
Al1B 3 2.76 3.64 3.99 -2.10 -2.62 -2.74 0.22 0.46 0.73
4 2.52 3.56 5.28 -0.12 -0.23 -3.10 0.71 1.85 2.71
5 2.20 3.36 4.56 -0.39 -1.12 -1.51 0.45 1.37 2.19
1 1.88 2.36 3.08 -2.28 -2.59 -3.17 0.60 0.68 1.08
2 0.89 1.68 1.55 -2.25 -2.84 -3.70 0.04 -0.43 -0.62
Bl 3 1.70 2.93 3.49 -1.38 -1.49  -2.43 0.45 0.85 131
4 1.02 2.63 3.52 -0.17 -0.57 -0.88 0.44 0.94 1.40
5 0.86 2.37 3.77 -0.12 -2.15  -3.89 0.43 0.84 1.19

The model results and above discussion indicatessarage deposition and consequent
bed level rise of the Lower Meghna River due tonelie change and sea level rise. Due
to continuous deposition the bed level of the riw@t raise upto 0.63 m, 1.32 m and
1.63 m during the periods of 2020s, 2050s and 2088gectively for scenario A1FI.
Likewise, the bed level rise compared to base pdeare 0.50 m, 1.27 m and 1.86 m for

scenario A1B and 0.48 m, 0.83 m and 1.24 m forawem1 during the stated periods.

The rise of river beds depends on the siltatioa ohta particular river. The siltation rate
may vary over different part of the river dependiog the local hydraulic and
morphologic conditions. However in the long terrhe trate of siltation is greatly
influenced by the discharge and sediment transpephacities of the channel. Due to
climate change and sea level rise, the changed watesediment discharge as well as

the higher water levels resulting from backwatdeafhave a profound impact on the
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siltation rate of Lower Meghna River. The siltati@ates of the river for various climate

change scenarios have been given in Table 6.6.

Table 6.6: Siltation rate at the selected crosB@ecof the river for various scenarios

Siltation Rate (cm/year)

Section AlFI Al1B B1

2020s 2050s 2080s | 2020s 2050s 2080s | 2020s 2050s 2080s
2.37 1.12 0.47 1.47 2.60 131 1.34 0.24 1.36

1.03 1.85 0.53 1.07 1.80 2.89 0.84 1.33 1.52
1.52 3.39 2.56 1.69 2.87 3.81 0.80 1.55 1.65
0.84 2.82 1.64 0.83 2.76 3.06 0.77 1.38 1.15

a »h W N P

From the table it is found that siltation rate smenario A1FI varies between 0.84 and
3.39 cml/year for different periods. It is also endthat for this scenario, the siltation
rate increases considerably upto 2050s followedabyeduction in 2080s. But for
scenarios A1B and B1 the rate of siltation increagaeo 2080s. The rate of siltation for
scenario A1B is 0.83 — 3.81 cm/year and for scen@fi is 0.77 — 1.65 cm/year during
different periods. However the overall siltationeraf the river differs from those given
in the table. The average siltation rate of Loweegkina River for different climate

change scenarios have been shown in Figure 6.16.
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Figure 6.16: Estimated siltation rate for variolimate change scenarios
From the figure it is seen that the rate of sittatat 2020s is almost same for various

climate change scenarios. For scenario A1FI, this is 1.11 cm/year at the period of
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2020s. During 2050s, the rate is maximum of abob? Zm/year as a result of higher
discharge and sediment transport associated wihgbackwater effect due to sea level
rise. After that the sediment transport capacitythaf river decreases due to reduced
discharge but the backwater effect becomes momipemt due to rising sea level and
hence the siltation rate drops 1.84 cm/year du080s. For scenario AlB, the
discharge as well as the sediment transport ofritrer increases continuously upto
2080s. The large amounts of sediments carried gienidischarge are enforced to
deposit by the rising levels of sea. Thereforesitiation increases progressively at a rate
of 1.02, 2.29 and 2.96 cm/year for the periods @03, 2050s and 2080s respectively.

For scenario B1, this rate has been found as 0.28,and 1.39 cm/year respectively.

6.5 Evaluation of Delta Progradation

Deltas are generally known as areas of a net demposif sediment either carried by the
river or supplied from the sea. The growth of tledtad and the accretion of land is a
continuous and generally a very gradual naturatgss impacted by the ever-changing
dynamics of the channel. The Meghna Estuary is etivea delta building estuary
dominated by the Lower Meghna River. Although vasiocoastal and estuarine
processes contribute to the delta developmentrdleeof riverine deposition becomes

most significant for shallow water environment like Lower Meghna River.

Climate change and associated sea level rise wiklarate the process of delta
development along the downward part of Lower MegRnger. As mentioned earlier,
the higher discharge during monsoon increases gtisngnt transport capacity of the
river and the excess sediments carried by the axeideposited in the deltaic zone. The
rising levels of sea will amplify the rate of depgms. As a result of this continuous
deposition, new lands will be formed and the déttmt will move seaward. Such
processes can be evaluated and quantified usingnzah model based on modified
Exner's equation by incorporating various condisiarf discharge, sediment transport
and sea level rise due to climate change. Figuté shows the bed profile of Lower
Meghna River with associated seaward delta frontement for various climate change

scenarios.

138



Distance (m)

)
S
(-9
§, —e&— Base
o
] —=—2020s
—
E —a—2050s
—e—2080s
_16 T T T
0 50000 100000 150000 200000
Distance (m)
(a) Scenario A1FI
-6
=)
=
o
_§_ —e&— Base
o
2 —=—2020s
—
§ —a—2050s
—e—2080s
‘16 T T T
0 50000 100000 150000 200000
Distance (m)
(b) Scenario A1B
-6
-8
[a]
= [
% 210 oS
- —e&— Base
o
3 12 —=—2020s
° —a—2050s
D 14
Ay —+—2080s
_16 T T T
0 50000 100000 150000 200000

(c) Scenario B1

Figure 6.17: Progradation of delta for various eiechange scenarios
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During 2020s, the delta line moves slightly towasds. After that, the delta building
process accelerates and considerable progradatiaelta occurs during 2050s and
2080s as a result of greater deposition and incrgdavels of sea. Also the progradation
is maximum for scenario A1FI because of increassdhdrge during monsoon and

higher levels of sea for various periods.

From the figure it is found that the delta progsadeé3, 16.59 and 26.56 km seaward for
scenario A1FI during the periods of 2020s, 2050¢ 2080s. The migration of delta
front towards sea has been found as 2.67, 9.92 &8 km for scenario A1B and 2.30,
8.64 and 14.33 km for scenario B1 for the abovéodsrrespectively. The progradation
for scenario Bl is less compared AL1FI and A1B dulwer discharge and smaller rise

in sea levels.
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CHAPTER 7
CONCLUSIONS AND RECOMMENDATIONS

7.1 General

The anticipated change in climate and sea levelisidikely to have a profound impact

on the hydraulic and morphologic conditions of Lovdeghna River. Altered basin

water balance due to precipitation changes andgrisevels of sea will affect the

discharge and water level of the river. Such chang# disrupt the existing equilibrium

of water and sediment transport through the chaanelwill trigger new hydraulic and

morphologic state of the river. The backwater dffedl be more pronounced and the

siltation rate will increase leading to greater aipon and consequent bed level rise of

the river. Excess deposition and higher sedimamisport capacity causes the river delta

front to move seaward and initiates delta progiadaSuch changes are observed for the

all climate change scenarios selected for the ptesedy.

7.2 Conclusions

The following conclusions can be drawn after sumniag the present study —

Due to climate change, a potential increase iniptation over GBM basin is likely
to increase basin runoff, which in turn affects dhecharge of Lower Meghna River.
The projected discharges for various scenariogatéia higher discharge during wet
season and less discharge in the dry season. Eoarse ALFI, maximum monthly
discharge has been found as 9553%sm132835 rils and 111730 i¥s for the
periods of 2020s, 2050s and 2080s respectively lwhre 7.7%, 39.7% and 32%
higher than the base condition. During monsoon,diseharge may be as high as
89586 ni/s, 99009 s and 121271 f¥s for scenario A1B and 85611, 90830

m®/s and 96274 fifs for scenario B1 during the respective periods.

Coastal rivers like the Lower Meghna River will bgnificantly affected by the
global warming induced sea level rise and assatidiackwater effect. The
cumulative impact of changed discharge and sed tsecreates greater backwater
effect and elevates water levels along differemtspaf the river. This effect will be
more pronounced during dry seasons. The water gNetaise upto 20.4 cm, 16.9
cm and 13.5 cm for scenarios AL1FI, A1B and Bl respely at the end of 2080s.
Such effect will be felt further upstream of theer.
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The morphology of the Lower Meghna River reactshianges in the upstream input
of water and sediment as well as water level vianat resulting from backwater

effect. The whole process can be rationalized depasition dominated morphologic
change due to climate change and sea level rise.nTddel results also indicate an
overall net deposition along the river for variatisnate change scenarios. Due to
continuous deposition the bed level of the rivell vaise upto 0.63 m, 1.32 m and
1.63 m during the periods of 2020s, 2050s and 20&€zectively for scenario A1FI.

Likewise, the bed level rise compared to base geare 0.50 m, 1.27 m and 1.86 m
for scenario A1B and 0.48 m, 0.83 m and 1.24 mstmnario B1 during the stated

periods respectively.

. The bed level changes or the rise of river bedsépn the siltation rate of a

particular river. The siltation rate of Lower MeghRiver increases as a result of
increased discharge and sediment transport cagmatithe channel and rising sea
level for various climate change scenarios. Fonade AlFI, the average rate of
siltation increases considerably upto 2050s folbwey a reduction in 2080s.

Siltation increases progressively at a rate of kRyear, 2.29 cm/year and 2.96
cm/year for scenario A1B and 0.94 cm/year, 1.15year/ and 1.39 cm/year for

scenario B1 during the periods of 2020s, 2050s2880s respectively.

Climate change and associated sea level rise wilélarate the process of delta
progradation along the downward part of Lower MegtRiver where the delta
building process is dominated by riverine depositidarious scenarios indicate an
overall seaward movement of delta front. For sdenalFl, the migration of delta
front towards sea can be found as 4.63 km, 16.59akoh 26.56 km during the
periods of 2020s, 2050s and 2080s. Similarly, #leadorogrades seaward upto 2.67
km, 9.98 km and 21.03 km for scenario A1B and X130 8.64 km and 14.33 km for

scenario B1 for the above periods respectively.

7.3 Recommendations

Based on the present study, following recommendstean be made for future study —

The limitations of various projections of the climanodels are the primary sources
of uncertainty for the present study. Improvemetusthese models and more
accurate regional predictions would greatly imprdve kinds of analyses reported
here, and would facilitate the exploration of cltm&hange impacts for legitimate
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Vi.

Vii.

hydrologic and morphologic predictions of riversdaassociated water resource

system.

I. The change of sediment yield of the basin dueitoate change was not considered

in the present study. Studies can be carried oassess the impact of such changes

on the morphology of a river.

The discharge of Lower Meghna River has been asdefsem the precipitation
projections generated by the HadCM3 GCM model. OGEM model projections
can also be incorporated for similar type of stadMulti-model ensemble mean of
various climate models can be used for more acewatl confident predictions of

climate change impacts on a river.

For the present study, the ANN model has been dpedl using the monthly
precipitation data of coarse resolution (3.%52.5). For more accuracy and better

understanding of the process, daily data of fim&t gesolution can be used.

Due to the computational time barrier and numerstability, it was not possible to
simulate the MIKE 21 Flow Model FM for longer pattiof time continuously upto
2080. Therefore the simulations were performed dotythe projection periods of
2020s, 2050s and 2080s.

MIKE 21 Flow Model FM gives erosion/deposition filwe nodes to produce the bed
level lowering or rising, however, it cannot autdioaly shift the bank line when a
bank node gets erosion/deposition for itself. Sy lawering of nodes at the bank,
indicate the bank at that location is vulnerabléjolv is supposed to produce bank
erosion and subsequent bank line shifting. A stadybank line shifting due to
erosion can be undertaken, using manual procedushifting the bank line, by
lowering the ground elevations in the prospectiaekiine nodes of the model.

Similar type of studies can be carried out for otm@jor rivers of Bangladesh such
as the Ganges, the Jamuna, the Upper Meghna etongydering the Ganges basin,
Brahmaputra basin and Meghna basin separately.
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APPENDIX A

PRECIPITATION DATA
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Table Al: CRU Observed Precipitation over GBM Basin

Time/ Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-75 | 0.6 4.4 0 01 02 0.2 0.3 0.7 0.2 0 0 0.4 0.4 1.4 0.1 0.2 0.4 0 0 0.5 0 0.1 0.5
Feb-75 [ 09 19 02 0.1 0 0 0.3 16 07 O 0 0.8 0.3 0.2 0.3 0.9 1.2 0 0 1 0.2 0.6 0
Mar-75 | 1.1 2 02 01 02 01 0.4 22 08 O 0 0.7 0.3 0.5 11 0.8 0 0 1 0.6 0.6 0 0.1
Apr-75 0.5 1.2 (0] 0 0.5 6.2 5.8 0 0 0.2 0.5 8.2 8.5 1.8 0 0 0 0.7 0.7 1.4 0.4 0.6
May-75 06 03 05 03 01 6.5 12 23 O 0.7 0.1 2.7 14 128 8 0 0.2 0 14 25 6.4 8.5 5.8
Jun-75 83 08 17 54 13 33 203 10 1.1 31 17 5.8 4.6 32 119 121 3.9 3 6.2 8.4 9.6 7.5 8.9 9.6 7.1
Jul-75 | 2.7 146 42 42 119 33 103 275 138 4 58 37 9.5 13 104 301 228 102 26 8.1 76 11.7 123 18,6 154 15.6
Aug-75 [ 88 93 18 14 67 29 6.1 52 212 31 74 151 147 55 6.1 96 113 79 73 132 152 126 112 93 9.3 9.7
Sep-75 3 11 36 21 123 28 63 234 76 16 47 49 8.3 5 75 113 114 62 62 76 104 938 8.3 83 222 72
Oct-75 | 0.1 07 02 09 21 1 54 4.3 2 24 22 1.4 1.6 3.1 94 102 4.9 2.9 2.6 3.8 4.6 7.2 10 8.2
Nov-75 0 0 0 0.2 05 0.1 0 0.6 0.8 5.2 0.1 0.1 2.1 0.8 4.6
Dec-75 0 0 0.1 0 0 06 0.1 0 0.1 0.1 13 0
Jan-76 | 1.2 0.1 0 0 02 04 0 0.5 0.1 0 03 0 0.6 0.8 0.1 0.4 09 01 01 0.1 0
Feb-76 | 3.2 0 0 0.5 0.2 1.7 32 05 0.2 0 0 0.1 0.7 0.3 1.8 2.1 0 0 0 0.1 0.5 1.2 0
Mar-76 | 0.7 0 04 0 0.1 57 27 0 0.4 0 0 4.5 6.1 1.2 01 01 0.5 0.3 0.4 0.4 0
Apr-76 |01 19 04 08 01 03 0.1 81 21 0 0.1 0.5 0.4 4.7 7.8 3.3 11 11 11 2.7 2.9 0.8
May-76 | 0.6 1.2 08 0.9 0 04 04 4.7 6.3 06 0.2 0.2 0.2 4.8 89 104 29 0.7 2.2 4.1 7.3 8.1 55
Jun-76 |32 35 36 41 04 18 38 147 166 25 15 35 3.5 0.8 38 269 18 88 58 79 3.7 3.4 57 134 148 107
Jul-76 | 65 74 28 25 26 35 61 148 237 21 48 73 117 87 9.7 19.2 16.6 10.8 7 101 116 128 13.6 194 224 141
Aug-76 | 7.8 18 32 26 64 32 97 226 10 14 6.1 10.8 155 45 83 198 141 65 76 115 132 115 139 126 16 10.7
Sep-76 | 0.4 27 05 27 63 58 27 7.8 3.8 2 22 4 6.5 139 102 88 6.2 42 31 46 8.5 9.9 7.7 6.8 7.8 35
Oct-76 03 02 0.6 0 0 0 2.8 1.4 0.8 0 0 0 0 0.9 3.1 2.8 28 0.1 0 0.4 1.9 3.8 9.2 5
Nov-76 0 0 05 04 0.7 07 13 1.8 0.1 0.5 0.2 0.6 3 1.8 1.7 0.3 0.2 1.7 0 3.2
Dec-76 0.1 0.1 0 0 0.2 0 0 0.1 0 0 0 0 0.1 0 0.1 0.1 0 0 0.2 1.2 0
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Table Al (continued)

Time / Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 112 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-77 1.2 17 01 03 04 0.9 0.2 0.6 05 05 0.1 0 0.9 0.1 0.1 02 12 01 0.1 0 0 0 0.1 0

Feb-77 | 0.1 0.3 0.7 0.5 24 09 0.3 0.3 0.6 0.5 0.9 14 1.6 0.1 0.1 0.1 0.2 1.5 0.7

Mar-77 0 02 03 03 1.7 38 1.7 0.1 0.5 0 0.2 3.3 6 0.8 0.1 0.9 0.2 0.1 0.1 0

Apr-77 17 19 09 08 03 01 09 77 137 29 0.1 0.3 0 0.7 06 134 206 52 0.1 0.1 17 1.8 85 189 74
May-77 | 1.6 54 17 13 01 02 05 86 105 25 038 0.8 0.2 1.2 69 166 209 49 05 05 0.7 2 4 77 118 56
Jun-77 51 49 35 22 41 47 0.7 11 16.2 17 56 58 146 4 7.2 21 194 81 41 63 107 81 106 17.3 155 10.8
Jul-77 88 108 44 28 43 75 127 203 205 37 165 11 104 148 16.9 20 208 83 97 114 75 13 149 157 216 129
Aug-77 9 6 32 52 25 11 6 173 225 6.2 26 6.9 16 7.8 52 179 182 98 45 76 109 118 99 8.1 8 10.7
Sep-77 |39 52 18 2 09 66 74 132 74 36 22 4 54 5.8 3.8 5.6 85 6.2 57 63 7.4 6 6.7 6.2 0.8 7.8
Oct-77 |02 04 11 15 O 0 1.4 5.7 58 0.8 0 0.2 0.6 2.5 3.6 7.9 86 22 0 0.2 2.6 2.3 2.7 2.7 1.8 3.8
Nov-77 0 0 0.1 0 0.1 0 2.1 1.4 1.1 0 0.3 1.5 0.7 0.1 1.3 23 04 02 16 7.1 29 1.1 1 1 1.4
Dec-77 | 1.1 1.3 0.2 0 0.1 0 1.8 04 0 0 0.3 0.8 0.6 1.3 0.8 0 0 0.8 0.6 0.3 0.5 1.3 0.5
Jan-78 | 0.2 04 0.1 0 0 0.6 04 0.2 0 0.2 0.8 0.2 0 01 01 O 0.1 0.4 0 0 0 0 0.1
Feb-78 1 0.9 02 05 06 0.4 26 05 01 0.4 35 2.6 1.4 0.2 11 02 O 0.3 2.1 14 0.5 0.2 0 0
Mar-78 2 4.3 0 04 13 2 1.9 0.9 0 0.4 1.6 1.6 1 0.9 33 01 0 0.1 2.3 0 0 0.8 0 0
Apr-78 04 0.7 08 04 08 01 3.9 55 0.9 0.8 0.7 1.1 4.7 7 16 01 0.2 0.7 0 0 3.8 9 0
May-78 | 0.1 04 25 22 O 0 6 56 24 0 0 4 147 135 91 O 0 0.2 0 0 10 171 0
Jun-78 | 24 48 18 38 15 16 199 151 51 29 55 8 8.3 6.3 246 182 8 7.1 5.6 0 0 16.3 20.7 0
Jul-78 63 62 24 31 6.1 85 68 157 174 56 7.1 83 111 51 108 191 158 92 42 7.7 10.6 0 0 124 17.8 0
Aug-78 | 53 113 55 26 57 13 63 142 47 28 57 154 259 85 9.3 9.9 9.3 6.9 13 12.5 0 0 12.1 19 0
Sep-78 |21 79 19 27 02 13 59 124 82 36 03 0.9 64 121 117 99 135 8 05 16 2.3 0 0 17 16 0
Oct-78 01 04 01 04 0 1.8 32 03 0 0 0.8 5.9 2.1 38 15 03 0.6 0.4 0 0 4.7 6.2 0
Nov-78 | 0.2 02 0.7 07 05 0.5 34 12 11 0.1 0 0.1 0.4 19 04 07 12 0.9 0 0 0.4 0
Dec-78 | 0.1 0.6 0 0 0 0.2 0.3 0 0 0 14 2.7 0.4 0.2 0 01 02 02 08 14 0 0 0 0
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Table Al (continued)

Time / Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-79 1 1.5 0 0 0 03 03 03 0.7 0.2 0 03 25 0.7 1 0.1 03 01 0 0.4 3 0.6 0.5

Feb-79 |29 25 01 05 07 13 21 09 02 01 04 05 11 0.7 0.7 0.4 1.1 04 01 0.3 1.8 0 0.3

Mar-79 2 2.6 0 0 03 02 0 09 16 0 0.2 0 0.2 0.7 14 1.9 0.1 0.1 0.3 0.8

Apr-79 | 0.7 1 03 0.2 0 01 47 23 09 0.1 0 0.3 17 3.4 72 11 0.6 15 11 0.1 0.4
May-79 | 0.9 3.7 0O 09 08 09 08 25 48 04 02 08 1 0.1 03 103 79 17 01 0.4 0.5 1 2 0.7 1.8
Jun-79 14 24 17 26 23 01 1 13.9 9 33 06 24 2 4.7 2.2 12.7 12 78 6.1 4.2 4.5 5.6 5.4 13 0 10.8
Jul-79 6.2 6.6 4.7 3 101 11 44 309 186 26 22 83 142 87 132 33 21.7 1.8 53 9.7 11 11.7 144 6.5 51
Aug-79 | 1.5 6 52 33 79 08 17 123 113 34 49 82 79 4.5 6.8 192 93 8 199 132 172 115 112 176 127 7.9
Sep-79 |11 06 18 33 01 16 03 114 121 28 03 06 04 3.2 49 172 138 64 15 1.4 3.6 5.7 6.9 8.7 3.4 5.3
Oct-79 0 0 12 16 07 05 O 54 89 38 07 04 0 0.1 4.3 8.6 10.9 6 0.4 0.8 1.2 1.9 3 3.1 0.6 2.2
Nov-79 | 0.5 0.8 0 0 0 01 05 14 0.5 0 2 1.4 7 2.3 1.4 0.8 09 07 35 3.1 2 1.3 0.8 0.8 0 0
Dec-79 | 0.2 06 03 01 0 01 02 28 19 11 0 0.2 0 0.2 0.5 1.3 36 33 0 0.2 0.1 0.3 0.5 1.3 0.3 0
Jan-80 | 0.3 05 0.1 0 0 0.3 0.7 05 0 0 0.1 0.4 0.1 02 03 01 0 0.1 0.2 0.6 0.2 0 0
Feb-80 | 0.3 14 0.3 0 0.2 09 1.9 0.3 0 0.1 0.5 0.2 0.7 24 09 0 0 0.2 0.2 0.7 2.6 0.1 0
Mar-80 13 36 01 04 0 0.6 09 25 53 1.8 0 0.1 0 0.2 0.6 1 5 2.1 0 0 0.1 0.3 0.8 2.5 0.9 0.2
Apr-80 02 04 02 02 0 0 0 1.3 134 3.1 0 0 0 0.4 2.7 6 1.7 0 0 0.1 0.6 1 1.1 0 0
May-80 | 0.2 05 22 17 03 03 02 54 73 18 0 01 0.1 1.7 104 103 25 0 0 0 11 3.2 9.3 3.9 3.9
Jun-80 | 1.6 8 33 21 2 06 21 135 93 21 35 11 89 6.1 86 107 139 99 93 108 58 9.9 10 106 8.6 7.9
Jul-80 18 217 27 28 39 3 7.1 29.2 18 34 32 51 116 154 10 10.6 13 58 94 7.4 58 135 127 15 6.2 6.1
Aug-80 | 52 136 54 5 02 06 88 199 208 34 31 75 126 166 11.3 101 136 65 44 103 141 137 12 126 8.9 6.3
Sep-80 | 0.9 138 18 2 07 09 07 77 109 15 0.2 11 5.6 4.9 7.4 7.7 68 07 1.2 1.9 6.9 8.6 5.9 9.1 6.3
Oct-80 08 16 05 0.2 0.1 06 58 57 4.4 0.4 1.8 3.9 59 85 0 0 0.1 1.1 2.8 6.7 10 6.3
Nov-80 | 0.5 0.1 0 04 01 01 0 0 0.1 0.1 0 0 0 0.1 0.1 0.3
Dec-80 | 3.3 04 0.1 01 07 0 07 02 09 0.4 0.1 0.3 0.9 1.4 0.7 0.2 0 0 0.6
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Table Al (continued)

Time / Precipitation (mm/day)

Nodes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-81 1.8 2.6 0 0 0 0 0.4 1 1.4 0.7 0 02 01 0.7 0.7 0.9 0.8 06 01 01 0.3 0.5 0.6 1 1 0
Feb-81 0.8 1 0 02 0 0.1 0.1 0.6 24 11 0 0 01 0.2 0.6 0.8 1.4 0.8 0 0 0 0 0 11 0 0
Mar-81 2.6 5 0 05 05 1.1 1.1 2.3 42 17 02 02 03 0.5 0.4 2.4 5.2 1.6 0 01 1.1 1.2 1.9 4 1 0.3
Apr-81 0.1 0.2 01 04 0 0 0 5 48 0.8 0 0 0 0.1 1.9 85 11.8 1.1 0 0 0.1 1.7 34 10.2 7.3 2.5
May-81 0.5 1.8 14 17 0.1 1.1 1 6.8 94 09 02 03 03 0.4 31 124 139 36 01 0.2 0.8 1.6 3.7 9.7 8 6
Jun-81 2.2 4.2 2 17 0 0.8 7.8 53 141 24 04 31 07 3.3 2.9 5.5 71 125 21 41 5.5 3.9 4.7 85 235 11

Jul-81 | 134 169 34 38 1.8 7.3 94 251 199 35 45 81 32 142 131 131 151 72 87 95 119 134 153 19.2 14 114
Aug-81 4.7 37 24 18 18 1.4 49 151 208 22 6.1 10 76 11.3 8 136 143 7 7.9 16 10 10.6 95 115 146 151
Sep-81 1.2 37 12 17 3 0.5 22 101 75 09 25 32 3 5 6.4 116 10.1 37 35 42 106 8.8 8.8 7.3 2 6.6
Oct-81 0.5 0 0 02 0 0 0 0.3 32 01 0 01 0 0.1 0.2 0.6 1 07 12 08 1 0.7 0.7 0.9 0.2 1.7
Nov-81 1.3 2.5 0 04 15 1.4 0.3 0.2 0 01 13 13 0 0.6 0.3 0.1 0.1 2.5 2 1 0.1 0.2 0.2 0 1 35
Dec-81 0.2 0.2 04 0.6 0 0 0.1 29 09 03 0 01 09 0.2 1.3 2.1 5 0.5 0 0 0.9 0.2 1.2 2.1 1.3 0.6
Jan-82 11 2 0 0 04 0.5 0.7 0.6 0.1 0 0 05 54 2.1 0.9 0 0.1 0 01 05 15 0.8 0 0 0 0
Feb-82 1 16 01 01 0 0.1 0.3 0.5 26 03 0 01 03 0.7 0.3 1.4 1.1 2.5 0 02 0.6 0 0 1.1 0.7 0
Mar-82 3.4 7 02 0 03 1.3 1.1 3.1 24 11 0 02 0 2.7 1.2 1.2 3.4 0.4 0 0.1 0.3 1.2 1 0.9 0.4 0
Apr-82 1.4 21 03 09 5 1 0.5 5.6 96 09 01 08 01 0.2 1.4 6.8 15.6 42 02 01 0 1.2 2.4 5.3 4.1 2.8

May-82 1.6 34 01 03 39 3 11 5.7 58 04 24 21 0 1 3.1 7.1 8 11 2 07 0.5 1.3 2 3 2.6 2.3

Jun-82 1.6 1.5 17 45 0.2 1.3 0.9 14 112 42 04 16 16 34 52 213 161 9 03 3 5.8 6.2 78 138 289 126

Jul-82 6.6 7 44 31 52 124 45 195 135 15 64 85 7.6 7.3 84 222 156 63 57 6.6 102 101 9.4 95 283 10
Aug-82 9.5 15 25 16 26 51 13.6 245 16 1.7 27 9 5 119 138 172 187 77 44 47 114 147 154 189 161 10.2
Sep-82 0.9 31 06 24 0 0 0.7 143 102 25 0 1 02 135 9.3 137 123 6.4 0.7 24 4.2 8 7.1 7.9 0.1 9.5
Oct-82 0.7 06 05 04 05 0.5 0.2 1 04 09 0 03 27 0.2 0.7 1.9 1.7 23 01 1 1.6 1 1.8 0.5 4 1.4
Nov-82 0.6 01 01 0.1 0 0 1 1.6 31 05 17 14 01 1.4 1.5 0.7 3.6 3 5 3.2 0.8 1.1 1.2 1.2 0 1.9
Dec-82 0.7 1.1 0 0.1 0 0.1 0.3 0 1.3 0.3 0 0 0.6 0.2 0 0.1 0.1 04 0.2 0 0 0.1 0 0.1 1.2 0
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Table Al (continued)

Time / Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-83 | 1.5 4.3 0 01 0 01 0.7 0.4 1.3 03 0 0.1 05 04 0.2 0.3 0.3 1.6 0 0 0.1 0 0 0.6 0.3 0.1
Feb-83 1 08 01 0.2 0 0 0.3 1.7 38 05 0 0 0 0.2 1 0.9 3.7 25 0 0 0.3 0.6 1 1.6 1.6 0.9
Mar-83 | 1.7 19 03 06 0 04 0.1 2.1 1.3 1 0 0 0 01 0.5 3.2 4.5 3.1 0 0 0.1 0.4 1 2.4 0.6 0
Apr-83 | 3.8 51 01 04 12 17 2.4 4 64 21 0.6 1.1 0 0.6 1.1 5.8 9.2 3.7 0.2 0.5 0.1 0.6 1.4 5.3 4.1 0.9
May-83 | 2.4 87 13 07 08 31 1.7 8.8 96 0.6 0.1 0.5 02 1.2 45 123 136 1 0 0.1 0.1 2 3.9 8.8 8.7 3.9
Jun-83 2 6.8 0.2 3 09 19 23 129 152 03 0.6 2.1 3.7 3 53 125 146 103 85 4.5 3.5 5.1 78 106 114 9

Jul-83 | 7.2 89 14 2 87 58 1.8 238 256 12 36 103 179 87 105 227 197 66 9.7 113 9 108 119 158 29.2 117
Aug-83 | 12 46 22 14 65 59 136 194 108 3.6 4.6 11 153 6.7 102 173 159 142 85 108 156 118 148 227 116 138
Sep-83 | 53 167 18 16 04 13 45 166 142 09 1.9 49 186 6.2 8.7 16 16.1 47 22 6.3 11.3 8.9 8 72 125 6.9
Oct-83 | 1.3 1.4 0.2 0 1 01 0.9 5.2 36 03 1 1.2 32 21 4.5 10 7.7 59 09 2.3 1.9 2.2 5.4 9.1 8.9 6.7
Nov-83 0 0 0 0.2 0 0 0 0 0.2 09 0 0 0 0 0 0.1 0.1 2.8 0 0 0 0.1 0.2 0.5 8.4 5.6
Dec-83 | 0.2 0.8 0 0 0 0 0.1 0.6 1.3 0.8 0 0 0 01 0.2 0.9 1.2 2.8 0 0 0.3 0.1 0 0.7 1.4 1.9
Jan-84 | 0.2 08 0.1 0 0 0 0 1.3 05 0.1 0 0.1 3 15 1.2 0.5 0.6 11 0 0 1.6 0.6 0.4 0.7 0.1 0
Feb-84 | 1.8 6.6 0 0 0 0.2 0 0.4 0.6 0 0 0.2 1.3 1.2 0.4 0.3 0.2 0.2 0 0.1 1.6 0.9 0.2 0 0 0
Mar-84 | 0.4 0.6 0 0.7 0 0 0 0.5 26 0.8 0 0.5 0 0 0.1 0.8 2.1 0 0 0 0 0.1 0.1 0.2 0 0
Apr-84 | 1.1 1.7 0 08 01 01 1.9 49 106 39 0 0.2 0 05 1.3 6.4 13.8 2.8 0 0 0 0.9 1.4 3 2.2 1.1

May-84 | 0.1 0.1 1 18 0 0 0.1 6.9 11.3 2 0 0 0.2 01 2 326 225 6.5 0 0 0 1.7 36 104 11 6
Jun-84 | 1.1 7 31 22 0.2 0 21 141 105 29 0.3 1.2 39 55 125 28 275 159 17 1 3.6 9.7 168 266 244 16.2

Jul-84 | 7.3 6.6 7 27 24 09 45 151 18 4 3 6.4 3 6.9 135 133 274 89 44 7.9 98 11.7 145 16.7 272 10.8

Aug-84 | 85 5.4 1 09 4 21 9.3 18.1 9.3 4 105 131 155 75 94 246 113 79 65 172 213 142 136 153 93 114
Sep-84 | 4.2 18 16 24 32 13 3.7 2.8 15 4.1 0.9 2.4 16 6.4 8.4 5.5 20 4.6 4.7 1.2 1.1 4.4 6.1 6.9 4.2 55
Oct-84 0 01 01 11 0 0 0 0.2 4.6 2 0 0.1 0 11 2.4 0.1 5.2 6.6 0 1.1 1.9 0.9 2.3 3.8 0 55
Nov-84 | 0.1 0 0 0 0 0 0 1 0 01 0.1 0 0 0 0.1 0.5 0.7 0 0 0 0 0 0.1 0.1 0.1 0
Dec-84 | 0.4 0.6 0 0 0 0 0 1.1 2 01 0 0 0 0 0.3 1.5 2.4 0.5 0 0.1 0 0 0 0 1.2 0
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Table Al (continued)

Time / Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-85 | 0.3 08 01 0 0 0 0.2 0.3 06 0.1 0 0 0.8 1 0.4 0.1 0.2 0.1 0 0 0.9 0.9 1.2 0.2 0.2 0
Feb-85 | 0.1 01 01 01 0 0 0 0.7 08 0.2 0 0 0 0 0.4 0.7 1.4 1.4 0 0 0.1 0.1 0.2 0.2 0 0
Mar-85 | 0.3 0.1 0 0.6 0 0 0.2 2.5 54 25 0 0.3 0 0 0.4 51 9.4 1.5 0 0 0.1 0.2 0.6 1.7 0.4 0
Apr-85 | 0.6 1.3 01 15 01 0.2 0.5 42 11.3 0.9 0 0.1 0.2 0.4 1 7.8 135 3.9 0 03 0.5 0.5 1.1 29 2.3 2.4
May-85 | 0.4 29 05 13 28 0.7 0.1 5.6 51 18 0.2 0.1 0.5 0.1 3.1 132 9.5 69 03 0.1 0.5 1.1 2.4 79 158 7.6
Jun-85 | 1.5 53 33 4.9 0 06 1.3 136 183 22 14 0.8 3.5 2.1 51 243 182 154 0.7 16 6 7.4 84 112 219 11

Jul-85 | 9.2 98 47 31 16 24 148 15 192 49 36 56 134 101 156 26.2 253 7.7 53 75 13 129 148 139 27 10.8
Aug-85 7 96 37 27 16 25 88 121 118 24 43 101 16.3 103 88 135 121 64 61 84 116 122 112 119 17.7 9.2
Sep-85 | 3.1 7.2 45 27 0.2 0 4.7 8.9 85 23 03 1.4 6.8 6.7 7 133 106 66 0.7 22 3.5 7.2 7.1 7.1 8.6 7.1
Oct-85 | 6.2 103 05 0.7 0.2 0 3.6 0 26 02 24 3.9 5.5 3.7 5.8 3.1 4 34 65 86 7.4 5.7 5.2 3.8 2 2.1
Nov-85 0 0 0 0.2 0 0 0 0.7 05 04 0 0 0 0 0 0 0.2 0.6 0 01 0 0.1 0.4 1.1 117 5.9
Dec-85 | 1.4 3.1 0 0 0 0 0.6 1 05 01 0 0.1 0 0 0.4 0.4 0.9 0.4 0 0 0.1 0.1 0.1 0 0 0
Jan-86 | 0.4 0.3 0 01 0 01 0.5 0.2 0.4 0 0 0.1 0.4 0.4 0.1 0.2 0.2 0.2 0 0 0.9 0.9 11 0.3 0 0
Feb-86 2 2.1 0 0 01 06 0.9 0.3 1.4 0.1 0 0.2 1.5 1.4 0.3 0.1 0.4 0.3 0 01 1.7 0.9 0.2 0 0 0
Mar-86 1 1.2 01 0.2 0 01 0.4 0.7 21 038 0 0.1 0.7 0 0 0.4 1.2 0.8 0 0 0.2 0.1 0.1 0.2 0 0
Apr-86 | 0.4 21 01 13 0 0 0 2.6 95 25 0.1 0 0 0.1 09 116 158 3.5 0 0 0.1 0.9 1.6 3.9 15 23

May-86 | 0.8 48 06 01 17 0.7 11 5.4 29 05 01 0.5 0.4 1.8 3.9 6.7 7.4 06 01 01 0.6 1.7 3.5 6.6 4.6 2.1
Jun-86 | 2.8 26 05 16 0.1 3 28 154 76 11 28 3.6 5 2.5 52 138 125 64 85 6.8 6.2 6.4 7.7 11.8 303 10.2

Jul-86 | 7.3 152 19 18 52 53 43 238 169 44 18 7.3 104 82 133 19.7 165 123 1.2 8 10 11.2 132 164 259 1238

Aug-86 | 5.3 6 25 33 21 16 35 119 124 16 3.2 6.9 48 119 6.5 125 117 61 34 98 114 131 119 8.2 109 6.9
Sep-86 3 71 27 31 0 04 22 177 133 14 0 1 1.5 5.9 11 179 16.3 26 01 16 3.4 55 114 184 104 5.8
Oct-86 | 0.6 1 11 16 01 0 1.5 5.3 56 4.2 0 0.2 0.8 0.2 3.7 122 105 9.6 0 04 0.3 1.1 2.6 5.3 7.8 6.2
Nov-86 | 0.1 0.4 0 01 0 0 0 0.9 09 13 0 0 0 0.1 0.2 2.6 3.4 2.5 0 01 0.6 1.4 2.7 6.2 3.8 2
Dec-86 | 0.4 1.6 0 0 0 0 0.4 0.4 04 0.3 0 0 1 0.6 0.2 0.5 0.5 0.4 0 0 1.6 0.6 0 0 0 0.1
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Table Al (continued)

Time / Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-87 | 2.2 1 0 03 02 16 0.8 0.3 0.1 02 0 59 09 05 0 0.1 0.2 0.6 0 0.1 0.5 0.3 0 0.1 0 0
Feb-87 | 1.8 2.3 0 0 0 0.7 0.3 0.6 16 0.6 0 0 1.7 05 0.2 0.3 1 16 0 0.1 0.6 0.3 0.2 0.2 2 0.1
Mar-87 | 1.3 0.5 0 05 28 05 0.2 2 52 03 03 0 0 03 0.3 2.8 6.2 11 0 0.1 0.8 0.5 0.5 1.2 0.3 0
Apr-87 | 0.5 114 05 0.7 0 0 0 5.9 7.7 14 0 0 0 0 1.4 9.7 16 3 0 0 0 0.7 2.1 5.8 6.5 3.4
May-87 | 2.2 4.8 0 0.8 1 0.9 2 2.8 85 05 02 09 05 0.3 0.6 7.2 81 0.3 0.1 0.4 0.7 1.6 1.9 34 1.7 1
Jun-87 | 2.4 22 12 19 14 05 09 1238 8 13 03 28 21 03 6.1 157 118 7.4 0.6 3.3 4.3 4 5.1 8.1 7.5 7

Jul-87 | 3.3 36 37 52 06 03 24 285 177 42 06 32 7.1 5 89 233 228 99 0.9 4.5 7.8 94 129 212 137 174

Aug-87 | 2.8 72 47 49 08 0.8 48 159 128 31 25 49 152 85 43 141 136 7 3.7 109 114 113 11 19 29 16.7
Sep-87 | 0.9 32 25 52 0 0 1.1 19.2 165 3 0 0 6.2 6.8 6.3 3.7 168 85 0.1 0.3 2.1 5.4 7.1 113 3.4 9.5
Oct-87 | 2.2 27 03 16 0 03 0.2 2.4 24 03 0 22 04 27 0.6 0.6 42 11 0 1.3 1.7 1.9 2.1 2.3 0.2 1.1
Nov-87 0 0 0 0 0 0 0 0 0.4 1 0 0 0 03 0.6 0.3 1 15 0 0.4 3.1 0.1 0.8 1.2 1.5 2.5
Dec-87 | 0.5 0.6 0 03 0.2 0 0.3 0.2 08 05 06 0.8 09 01 0.2 1.2 03 05 0.3 0.9 0.5 0.2 0.2 0.3 0 0
Jan-88 | 0.4 0.5 0 01 02 0 0.1 0.3 06 04 0 04 0 03 0.2 0.1 03 0.2 0 0 0 0.1 0.1 0 0 0
Feb-88 | 0.8 2.4 0 02 0 0 0.2 1.2 1.2 11 0 0 0.1 03 0.7 1.3 23 13 0 0 0.4 0.8 0.8 0.9 0 0
Mar-88 | 2.6 1.3 0 07 03 12 0.8 3.7 4.7 2.4 0 01 0 0.8 2.1 2.5 7 0.6 0 0 0.2 0.6 1.4 1.5 0.4 0
Apr-88 | 0.4 2 02 09 07 0 0.7 4.2 7.1 3 01 0 01 01 1 6 7.9 2 0.1 0.3 0.7 1.2 1.6 3 5.6 2.6
May-88 | 0.1 16 02 34 0 0 0.1 6.4 139 3.7 0 0 0 04 06 184 182 838 0 0 0.1 1.9 3.1 11 11.2 7.9
Jun-88 | 2.5 42 07 1.2 1 15 26 176 7 09 05 48 6.8 5.9 45 254 19 8 1 35 5.5 7.4 99 196 259 154

Jul-88 | 9.6 119 3.6 3 58 17 74 242 234 43 86 97 69 7.7 7.2 28 227 88 124 121 108 115 11.7 132 30.6 14

Aug-88 9 13 72 37 4 16 101 279 251 48 49 56 68 75 132 289 285 94 4.8 92 114 108 116 133 172 124
Sep-88 | 5.6 4.6 2 37 31 14 2.1 59 123 08 17 5 27 35 48 164 127 7.2 3.2 6.4 9.5 6.6 7.9 7.8 6.1 8.1
Oct-88 2 2 0 04 0 09 0.8 0 83 21 0 01 0 1 1.8 6 9.1 47 0.1 2.2 1.6 1.4 2.1 5 2.8 4.7
Nov-88 0 0 0 03 0 0 0 1.4 08 16 0 0 0 0 0.5 35 55 23 0 0 0.9 0.5 0.9 3.2 2.6 2.4
Dec-88 | 0.8 1.3 0 0 0 0 0 1.1 0.5 0 0 0 0.1 05 0.2 0.6 25 0.1 0 0 0.1 0.2 0.1 0 1.5 0.3
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Table Al (continued)

Time / Precipitation (mm/day)
Nodes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-89 1.9 3.6 0 0 02 09 0.8 0.3 06 01 01 04 0.1 0 0.3 0.2 0.3 0.1 0.1 0.1 0 0 0.1 0 0 0
Feb-89 0.4 0.9 0 01 0 0 0 1.6 39 29 0 0 0 0 0.3 15 4.2 0.5 0 0 0 0 0.2 0.3 0.2 0
Mar-89 1.3 1.8 0 0 0.2 0 0.8 0.5 1.3 0.2 0 0 0.9 0.2 0.2 0.3 0.9 1.9 0 0.4 2.6 1.1 0.4 0.2 0 0
Apr-89 0.1 01 02 13 0 0 0 29 6.7 3 0 0 0 0 0 8.8 14 1.4 0 0 0 0.3 0.8 29 5.4 1.2
May-89 0.3 1.8 05 27 0 0 0 4.3 6 04 0 0 0 0.4 0.6 10.6 7.3 1.4 0 0.2 0.2 1.7 3 6.3 2.7 4.2
Jun-89 1 6.2 14 3 03 02 01 166 119 11 11 0.6 3.5 4.6 6 185 184 6.2 3.9 6.2 5.3 6.4 8.2 8.4 8.6 6.8
Jul-89 8.6 91 33 33 24 38 52 279 168 54 44 26 6.9 105 8.3 8.7 238 121 7.4 5.1 85 112 139 16.9 9.1 143
Aug-89 6 83 47 34 55 37 8.9 13 125 14 54 96 144 53 6.7 16.2 11.7 7.1 6.8 9.7 10.1 9.7 7.4 53 134 6.9
Sep-89 4.1 45 16 23 08 05 29 16.2 152 4 03 04 1.4 3.9 7.5 9 174 4.4 0.4 4 4.1 6.2 86 104 18.1 6.9
Oct-89 0.3 04 02 21 0 0 0.1 4.4 9.7 5 0 0 0 0.9 1.4 0.3 11 142 0 0 0.3 1.2 33 115 0 109
Nov-89 0.3 0.3 0 0.6 0 0 0.1 0.2 1 0.6 0 0 0 0.4 0 0.1 0.7 0.3 0 0 0 0.1 0 0.1 0 0
Dec-89 0.2 1 0 01 0 0 0.2 0.3 06 0.3 0 0 0.4 0.8 0.1 1.1 0.3 1.1 0 0.1 0.9 0.5 0.1 0 1 0
Jan-90 0.3 0 0 01 0 0 0 0.1 0.7 0.5 0 0 0 0 0 0.1 0.2 0 0 0 0 0 0 0 0 0
Feb-90 4 3.9 0 01 11 07 1.5 1 26 08 02 O 1 1.2 0.3 1.7 1.9 1.4 0.2 0.2 0.6 0.3 0 1.9 2.3 1.6
Mar-90 1.7 3 02 0 0 0 0 2.5 23 13 0 0 0.1 0.2 0.8 3.2 5.7 3.3 0 0 0.5 1.2 2.2 4.1 0.8 1.8
Apr-90 0.3 0.7 05 04 0 0 0.1 4 85 14 0 0 0 0.4 0.4 10 154 2 0 0 0 0.6 1.4 4.2 3.6 0.9
May-90 1 38 22 15 01 32 1 12 72 17 03 0.7 0.7 1 6.1 128 9.2 7.5 0.6 1.2 25 5.6 8 9.9 8.8 7.3
Jun-90 1.2 58 36 48 01 04 27 163 234 39 02 26 16.1 8.5 59 189 20.2 9.1 0.9 3.2 9.9 105 9.9 129 9.2 127
Jul-90 6 15 6.2 41 27 16 78 108 214 42 32 91 22 143 10.7 29.8 31 111 4.1 81 115 13.7 159 225 8.6 147
Aug-90 | 109 128 4 27 73 2 119 143 115 26 83 43 217 103 7.7 114 8.1 22 134 196 161 144 113 7.2 7.9 4
Sep-90 7.2 4.2 3 47 29 04 9.4 6.2 223 37 35 32 117 7.9 71 138 16.4 5.2 3.4 5.9 4.7 7.6 8.1 7.8 28.2 5.7
Oct-90 0.7 08 02 23 0 0 0 0.1 31 07 01 0.2 0.3 0.6 8.4 9.2 9.6 1.4 0.3 0.5 2.1 4.7 7.3 6.2 0.6 3.8
Nov-90 0.9 0.5 0 01 0 01 0.2 0 0.1 0 0 0.6 0 0 0 1.1 0.5 0.8 0 0.2 0.1 0.1 0 2.4 1.5 8.6
Dec-90 1.4 3.3 0 0 0.1 0 0.3 1.1 05 05 0.6 0 0 0.1 0 0.2 0.1 0.7 0.4 0.8 0.8 0.3 0.1 0.5 0 0
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Table Al (continued)

Time / Precipitation (mm/day)

Nodes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-91 | 0.1 04 01 01 0 0 01 0.6 3 07 0 0 0 07 0.3 0.6 0.4 2.8 0 0 0.5 0.5 0.5 0.6 0.2 0
Feb-91 | 1.6 19 01 0.1 0 02 09 0.2 16 0.2 0 01 0.2 04 0 0.4 0.5 0.6 0 0 0.2 0.2 0.2 0.3 0 0
Mar-91 | 0.7 21 0.1 0.4 0 0 01 2.2 34 09 0 0 0.7 0.6 0.4 1.8 4.6 0.8 0 0 0.2 0.5 0.8 1.6 1.2 0.1
Apr-91 | 0.6 19 03 04 0 0 01 3.1 53 22 0 0 03 04 0.8 3.7 7.4 3.4 0 0 0.5 0.8 0.8 1.6 9.2 3.7
May-91 | 09 36 04 0.9 0 09 13 54 121 3.2 0 0 0 0.3 09 145 187 4.8 0 0 0 1.5 1.7 4.1 55 3.6
Jun-91 | 2.1 4 27 32 05 09 03 138 199 26 03 2 39 46 4 214 185 9.2 038 5.6 5.9 91 105 153 308 109

Ju-91 | 34 65 51 6.6 48 15 48 179 196 35 55 97 42 75 72 205 158 9 9 129 114 113 105 152 318 122
Aug-91 6 8 48 64 11 0O 86 239 155 39 14 8 17.6 6 124 22 19 85 23 4.4 11 107 131 16.1 0 136
Sep91 | 21 28 22 24 04 11 36 125 153 31 04 09 1 44 6.8 132 13.1 84 03 0.6 0.8 5.5 95 105 131 8.2
Oct-91 | 0.3 0.3 0 03 0 0 0 5.9 6.3 1.3 0 0 0 03 23 113 143 4.1 0 0.1 0.1 0 2.6 6.8 9.9 5.1
Nov-91 | 0.3 0.2 0 01 0 0 0.3 0 06 0.7 0 01 0.1 0 0 0 0.3 3.1 0 0.1 0 0 0 0.1 0 2.7
Dec-91 | 0.7 06 0.1 0 0 02 07 1.2 1.8 0.2 0 04 0 1 0.3 1 2.6 0.7 0 0 0 0.3 0.2 1.1 2.1 0.6
Jan-92 | 1.6 24 0 01 01 05 05 0.5 1.7 04 0 0 0 01 0.3 0.3 0.5 0.7 0 0 0 0.1 0.2 0.3 0.3 0
Feb-92 | 1.5 24 0 02 05 09 05 1.3 49 15 0.5 0 0.2 0.6 0.9 1.2 2.7 2.2 0 0 0 0.5 0.6 1 0 0.7
Mar-92 | 09 12 01 04 01 0.2 06 0.4 47 15 0 0 0 0 0 0.2 2.1 1.6 0 0 0 0 0 0 0 0
Apr-92 | 0.3 0.7 01 04 0 0 01 1.8 82 23 0 0 0 01 0.3 2.2 6.8 25 0 0 0.1 0.3 0.3 0.6 0.6 0

May-92 | 0.6 1.8 1 12 02 07 06 4.9 7.7 13 0 03 1 04 2.2 13 14.2 2.1 0 0.4 0.7 15 2.7 6.3 8.4 25
Jun-92 | 0.8 3.7 22 16 0O 02 06 144 146 12 04 0.9 0.2 13 3.2 17 228 2.3 1 2.8 2.4 4.3 6.8 11.7 136 6.9

Jul-92 | 3.8 47 22 15 4 19 29 243 158 36 53 51 1.3 4.4 9.7 29.8 20 11.3 8.8 5.9 6.2 9.7 13.6 21 133 161

Aug-92 8 838 3 2 35 55 79 131 75 33 31 71 88 6.8 39 136 134 9.2 37 72 142 105 8.2 7.1 8.8 7.7
Sep-92 | 81 79 14 24 23 5 47 89 148 15 27 5 107 54 29 10.2 115 6.2 4.8 7.7 118 6.4 5.6 7 3.8 6.6
Oct-92 | 1.4 08 0.1 0.3 0 0.9 2 2.2 4.5 2 0 37 0 21 1.5 3.1 4.4 84 0.1 1.1 0.9 1 1.2 2.6 3.4 5.2
Nov-92 | 0.7 0.5 0 0 0 0 0.3 0.1 0.3 03 0 0 0 01 0 0.2 0.4 09 0.1 0.1 0.3 0.1 0 0.3 0 1.6
Dec-92 | 0.1 0.1 0 0 0 0 0 0.2 01 0.1 0 0 0 0 0 0.2 0.4 0.2 0 0 0 0 0 0 0 0
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Table Al (continued)

Time / Precipitation (mm/day)
Nodes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-93 0.4 0.7 01 01 0 0 0.2 1.8 1.9 0.7 0 0 0 0 0.6 15 1.7 15 0 0 0 0 0 0.3 1.1 0.1
Feb-93 0.7 1.3 0 02 08 12 0.3 1 33 22 09 0 0.5 0.3 0.3 0.7 27 37 0.1 0 0.7 0.3 0.1 0 0 0
Mar-93 0.8 23 03 01 0 01 0.4 2.4 54 0.5 0 0.1 0.1 0.7 0.5 4.5 7.2 0.8 0 0.1 2.8 1.3 1.3 3.4 1.6 0
Apr-93 0.4 09 0.6 0 0 0 0.1 3.8 20 0 0 0 0 0 0.7 159 15 0 0 0 0.1 0.8 2.6 8.5 8 2.4
May-93 0.2 18 12 23 02 0.2 0.4 78 123 29 0 0.2 0.3 0.6 31 105 182 7.2 0 0.1 0.6 2.3 42 129 214 9.4
Jun-93 1.6 6.8 39 32 21 1 35 146 184 26 04 2.8 2.9 15 33 29.1 239 99 0.6 3.6 49 5.4 6.4 112 43.6 103
Jul-93 95 135 5 28 63 46 96 214 19 48 93 107 46 105 6.3 215 19.8 93 113 139 13 121 124 208 304 139
Aug-93 2.4 46 63 34 1 0.6 51 17.6 22 34 09 6 5.2 5.8 5.2 18 199 7.4 1.3 5.9 8.7 9 108 16.2 179 122
Sep-93 5.3 84 27 24 13 14 59 182 155 32 14 3.7 2.4 79 10.6 6.2 168 89 2.2 6 89 108 125 143 11 9.8
Oct-93 0.3 09 02 04 04 01 0.4 2.2 32 12 01 0.3 0.8 1.8 1.7 0.6 41 34 0.4 0.5 1.9 3.5 5 7.5 3.2 5.1
Nov-93 0 0 0 01 03 02 0 0.1 02 01 04 0.1 0 0 0.1 0 03 0.1 0.5 0.2 0 0.1 0.4 1.2 0 0
Dec-93 0 0 0 0 0 0 0 0 0 0 0 0 0.1 0 0 1.5 0 0 0 0.1 0.3 0.4 0 0 0 0
Jan-94 1.4 2.6 0 0 08 06 0.8 1.4 1.3 0 02 1.3 0.6 11 1.7 0.2 0.7 0 0.2 0.8 1.1 0.2 0.2 0.1 0.1 0
Feb-94 1.1 1.9 0 01 0 0 0.7 1.3 2 09 0 0 0.7 0.7 1 1.4 1.8 2.2 0 0 1.6 0.7 0.8 1.5 0.9 0.1
Mar-94 0.3 0.5 0 04 0 0 0.1 0 6.4 2 0 0 0 0 0 0 0 28 0 0 0 1 1.4 0 0 2.2
Apr-94 0.9 6.2 03 04 12 1 15 3.3 82 11 0 0 2.9 15 0.6 7.3 81 14 0 0.1 25 1.4 1.8 4.2 4 1.4
May-94 0.8 26 11 12 01 038 0.5 3.7 9.1 09 0 0.2 0.6 0.1 1 159 121 1 0 0.1 0.3 2.1 3 9.8 13.2 5.5
Jun-94 1.8 52 17 26 03 07 2.4 16 118 27 1 5 10.6 7.7 4 204 188 8.3 2.3 7.3 6.3 8.4 84 114 137 10
Jul-94 | 104 114 33 34 63 22 166 195 9.8 43 8 10.2 238 104 83 231 153 7.6 9.7 98 20.1 158 151 18.1 26.3 13
Aug-94 6.5 91 32 12 78 37 101 182 92 29 61 126 128 105 88 183 147 7.4 7.2 128 127 127 121 141 6.6 13.1
Sep-94 4.9 25 09 08 14 12 0.7 6.7 122 15 97 4.9 2.5 4.6 4.5 55 118 49 118 114 9 6.3 4.9 5.4 0 7
Oct-94 0.7 0 03 09 0 0 0 35 119 1.2 0 0 0.6 1.4 2.1 4 51 0.9 0 0.1 3.3 2.8 4.9 6.7 0.8 2.6
Nov-94 0 0 0 03 0 0 0 0.1 06 0.8 0 0 0 0 0 0.3 0.2 2 0 0 0.2 0 0 0.3 0 1.7
Dec-94 0.5 0.2 0 0.1 0 0 0 0 0 04 0 0 0 0 0 0 0 0.7 0 0 0 0 0 0 0 0.6
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Table A2: HadCM3 GCM Projected Precipitation foeBario ALFI

Time / Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-20 1 1.8 0 01 01 03 0.4 0.5 0.7 03 01 0.5 11 0.8 0.7 0.2 0.3 0.4 0 0.1 1 0.4 0.3 0.3 0.1 0
Feb-20 1.3 2.3 0 01 02 0.2 0.4 0.8 22 08 01 0.1 0.7 0.6 0.6 0.9 2 1.3 0 0.1 0.7 0.4 0.4 1.2 0.6 0.1
Mar-20 1.7 21 01 04 03 04 0.4 1.5 32 13 0 0.1 0.2 0.4 0.4 1.5 34 1.1 0 0 0.5 0.4 0.5 0.9 0.2 0.1
Apr-20 0.6 16 03 11 04 0.2 0.3 4.2 88 31 01 0.2 0.1 0.3 0.8 6.3 10.7 2.8 0 0.1 0.2 0.7 1.1 3.5 4.9 1.7
May-20 0.5 26 09 14 03 06 0.5 5 63 1.1 04 0.3 0.2 0.4 2 8.9 9.1 38 03 0.1 0.5 1.2 1.8 3.3 6.4 4
Jun-20 2.4 61 21 35 12 14 2 202 197 32 18 3.2 6.4 4.7 72 259 19.8 108 35 5.8 6.7 5.1 9.7 196 204 122
Jul-20 8.3 9 44 39 55 44 54 245 226 41 34 7.2 9.6 7.7 142 26.1 237 9.2 27 9.1 8.4 9.7 162 203 21.1 108
Aug-20 69 109 33 34 52 25 101 203 168 34 58 105 15 9.9 98 179 153 91 75 142 15 115 101 178 126 10.2
Sep-20 46 111 17 39 38 2 5.4 13 142 34 19 3.4 6.7 10 85 10.7 144 6.1 29 5.1 8.6 7.6 6.5 6.5 125 5.5
Oct-20 1 14 05 11 04 0.2 0.8 3.5 66 23 05 0.7 11 1.2 3.4 6.5 9.4 6 0.7 1.3 1.8 2.1 3.8 6.5 5.5 5.9
Nov-20 0.5 04 01 02 04 03 0.2 0.6 09 07 0.6 0.6 0.8 0.4 0.4 0.8 1.2 1.7 11 1 1.4 0.6 0.6 1.1 1.8 2.5
Dec-20 0.8 1 01 01 01 0 0.3 0.9 1.1 03 0.1 0.2 0.6 0.3 0.3 0.7 1.2 08 0.1 0.3 0.6 0.3 0.2 0.4 0.9 0.3
Jan-50 1.2 2.4 0 01 01 04 0.6 0.5 0.7 02 01 0.6 1.4 0.9 0.7 0.2 0.2 0.4 0 0.1 0.8 0.5 0.3 0.2 0.1 0.1
Feb-50 0.9 1.3 0 02 02 02 0.3 0.8 2 06 0 0.1 0.5 0.7 0.4 0.6 1.2 0.9 0 0.1 0.6 0.4 0.3 0.7 0.4 0.1
Mar-50 1.4 28 01 04 03 03 0.5 1.5 33 16 0 0.1 0.3 0.5 0.4 1.6 3.3 1.3 0 0 0.6 0.5 0.5 0.9 0.2 0.1
Apr-50 0.4 1.7 04 12 03 0.1 0.4 5 124 48 0.1 0.2 0.1 0.3 1.1 89 125 33 01 0.1 0.2 0.8 1.4 4.1 4.3 1.4
May-50 0.8 25 06 11 05 1 0.5 3.6 38 06 03 0.5 0.3 0.3 1.6 7.9 6.6 34 03 0.2 0.6 1.2 1.8 3.1 6.5 3.7
Jun-50 2.8 67 18 32 11 16 19 174 158 27 21 3.1 6.6 5.9 75 214 195 118 35 5.6 6.7 44 119 159 18.7 136
Jul-50 6.6 54 59 38 53 36 3 338 242 42 16 8.2 7.1 58 171 337 29 9.2 25 9.5 7.6 7.3 198 305 238 8
Aug-50 6.5 134 3 37 46 25 115 243 191 36 78 105 182 133 123 238 173 8.5 5 146 16.6 7.1 54 232 134 6.7
Sep-50 5.1 98 18 47 35 24 49 131 146 34 2 3.5 6.5 7.7 9.1 9.4 16.2 59 27 5.5 7.8 9.2 4.9 3.9 13 4.1
Oct-50 1.2 15 07 15 04 01 0.8 4.8 83 26 05 0.7 1.2 1.6 4.3 7.1 9.8 69 0.8 1.4 1.9 2.3 3.8 5.2 5.1 4.7
Nov-50 0.4 04 01 02 03 02 0.2 0.7 09 07 04 0.3 0.8 0.4 0.4 0.7 1.4 1.4 0.8 0.6 1.3 0.5 0.6 1.5 2.2 2.5
Dec-50 0.6 09 01 01 0.1 0 0.3 0.7 09 03 0.2 0.2 0.7 0.3 0.3 0.6 1.1 08 0.2 0.4 0.7 0.3 0.2 0.4 0.9 0.3
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Table A2 (continued)

Time / Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-80 0.6 1.6 0 01 01 0.2 0.5 0.5 06 03 0 0.4 1.4 0.8 0.6 0.2 0.2 0.4 0 0.1 0.7 04 0.3 0.2 0.1 0
Feb-80 0.6 1.9 0 02 01 01 0.4 0.8 22 07 0 0.1 0.5 0.6 0.5 0.6 15 0.8 0 0 05 04 0.3 0.7 0.4 0.1
Mar-80 0.6 27 01 04 02 02 0.5 1.4 31 14 0 0.1 0.3 0.5 0.5 2.1 4.4 1.4 0 0 06 05 0.6 1.1 0.3 0.1
Apr-80 0.5 1.8 0.3 1 02 01 0.5 3.9 84 31 0.1 0.1 0.1 0.2 0.9 7 122 32 01 0 03 0.7 1.3 3.1 4.5 1.4
May-80 0.5 18 06 13 01 05 0.3 3.7 54 11 03 0.3 0.2 0.2 1.2 7.4 7.1 34 03 0.1 05 0.8 0.8 1.3 5.5 2.2
Jun-80 2.8 56 13 33 09 15 25 234 186 32 19 3 7.6 6.1 99 327 266 151 3.7 6.5 78 3.7 157 281 26.2 193
Jul-80 84 103 59 36 55 43 5 352 279 51 2 8.2 8 4  20.6 38 313 65 1.7 9.8 7.7 39 245 329 291 4.5
Aug-80 65 147 28 34 51 23 127 268 223 41 89 113 202 151 144 255 189 105 2.7 154 195 4.2 3.7 246 151 3.6
Sep-80 65 108 18 42 38 29 47 114 158 29 15 3.7 6.1 8.2 10.1 8.6 183 47 3.5 6.1 79 938 3.8 21 156 2.3
Oct-80 15 18 07 19 05 02 1 57 109 33 06 0.9 15 1.6 4.8 8.2 10.6 8.2 1 2.1 23 25 4.4 5.3 4.6 4.3
Nov-80 0.4 04 01 01 03 0.2 0.3 0.7 0.7 1 0.7 0.5 1.3 0.6 0.5 0.7 1.1 06 11 1.1 2 038 0.7 1.4 2.2 2.3
Dec-80 0.6 1.1 01 01 0.2 0 0.3 0.7 09 03 0.1 0.2 0.7 0.3 0.3 0.6 1.1 08 0.1 0.2 06 0.3 0.2 0.3 0.8 0.3
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Table A3: HadCM3 GCM Projected Precipitation foeBario A1B

Time / Precipitation (mm/day)

Nodes | 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-20 1 1.7 0 01 01 03 0.4 0.5 06 03 0.1 0.5 1 0.7 0.5 0.2 0.3 0.5 0 0.1 0.6 0.3 0.3 0.3 0.1 01
Feb-20 1.4 2 0 02 02 02 0.5 11 27 09 0 0.1 0.7 0.8 0.5 0.8 2 15 0 0.1 0.5 0.5 0.3 0.8 06 0.2
Mar-20 1.3 22 01 03 03 04 0.4 1.6 32 13 0 0.1 0.3 0.5 0.5 1.7 3.3 1.1 0 0 0.7 0.5 0.7 1.3 03 0.2
Apr-20 0.4 1.7 03 09 05 01 0.4 3.6 93 28 0.1 0.1 0.1 0.3 0.8 6.9 149 49 0.1 0.1 0.2 0.8 1.6 4.3 6.5 39
May-20 0.6 26 12 15 03 0.7 0.6 74 117 13 03 0.4 0.2 0.5 2 129 16 44 0.3 0.1 0.4 1.4 1.7 3.5 9.3 5
Jun-20 2.2 43 23 29 14 13 21 183 168 25 18 2.8 5.1 52 102 225 163 9 44 4.9 5.9 89 119 144 183 091
Jul-20 8.5 10 47 33 58 43 6.8 259 17 39 36 7 10.6 10.2 122 26.8 243 9.4 3.7 85 102 102 176 246 221 10
Aug-20 71 104 38 27 51 24 114 188 136 28 51 108 16.2 133 11.2 185 15 88 7.6 136 169 158 109 9.7 128 96
Sep-20 3.2 55 27 41 28 16 33 145 153 28 1.7 2.2 4.8 6.8 7.1 12 141 6 23 3.2 5.8 6.5 6.6 7.9 9.2 58
Oct-20 15 18 05 14 04 02 0.7 3.8 6.4 22 05 0.6 0.8 1 3.1 49 7.9 56 11 15 1.6 2.1 3.1 4.7 46 43
Nov-20 0.3 04 01 02 02 02 0.2 0.7 0.7 05 04 0.5 0.7 0.6 0.4 0.7 1.3 1.5 0.6 1 1.1 0.7 0.6 1.3 2.4 3
Dec-20 0.7 0.9 0 01 01 0 0.2 0.8 09 03 0.1 0.2 0.6 0.3 0.3 0.6 1.1 08 0.1 0.3 0.6 0.3 0.2 0.3 0.8 0.3
Jan-50 0.8 1.8 0 01 01 03 0.4 0.5 0.7 03 0.1 0.5 0.8 0.7 0.6 0.2 0.3 0.6 0 0.1 0.6 0.4 0.3 0.3 0.2 01
Feb-50 1 2.2 0 02 02 02 0.6 0.9 26 08 01 0.1 0.9 0.8 0.6 0.8 1.9 1.6 0 0.1 0.6 0.5 0.4 1 0.7 0.2
Mar-50 1.3 24 01 04 02 03 0.5 1.6 31 14 0 0.1 0.3 0.5 0.5 1.9 3.4 1.3 0 0 0.7 0.5 0.7 1.1 03 01
Apr-50 0.7 24 03 08 04 0.2 0.5 4.2 71 18 01 0.1 0.1 0.3 0.9 7.4 133 32 01 0.1 0.2 0.8 15 3.2 5.4 2
May-50 0.5 2.9 1 2 03 0.6 0.6 66 142 23 03 0.4 0.3 0.5 28 133 16 57 03 0.2 0.5 1.6 2.5 3.8 86 53
Jun-50 2 42 25 27 14 1.2 2 213 184 25 21 29 5.6 3.8 6.3 319 181 112 4.2 4.6 6.8 6.9 9.5 18 18.5 10
Jul-50 8.2 10 46 34 46 43 6.2 323 143 35 17 6.6 8.8 5.7 18 443 30.6 86 1.1 8.6 9.1 57 213 311 244 71
Aug-50 8.4 96 46 31 51 27 10 21 125 3 39 114 157 94 106 25.2 15.7 85 49 146 164 9.7 177 222 122 7.2
Sep-50 4 78 23 42 29 2 4.2 15 139 31 15 2.7 5.1 5.8 9.7 122 148 6.3 23 4 6.1 5.2 10 121 113 4.8
Oct-50 0.7 1.2 05 15 04 01 0.5 4.5 71 25 05 0.4 0.7 1 35 6.2 8.9 6.2 0.7 1 1.5 2 3.5 6.2 5 4.2
Nov-50 0.3 05 01 02 03 0.2 0.2 0.7 0.8 0.6 0.5 0.5 0.8 0.5 0.3 0.7 1.2 1.7 09 1.1 1.3 0.7 0.6 1.2 22 25
Dec-50 0.6 1 0 01 0.1 0 0.3 0.8 09 03 0.1 0.2 0.5 0.3 0.4 0.7 1.2 09 0.1 0.2 0.5 0.3 0.3 0.5 1.1 0.3
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Table A3 (continued)

Time / Precipitation (mm/day)

Nodes 1 2 3 4 5 6 7 8 9 100 11 12 13 14 15 16 17 18 19 20 21 22 283 24 25 26
Jan-80 09 18 0O 01 01 02 04 0.5 06 0.3 0 0.3 06 0.6 0.5 0.2 0.3 0.6 0 0.1 04 03 0.3 0.2 01 01
Feb-80 08 16 0 02 01 02 05 0.9 26 038 0 0.1 06 0.8 0.4 0.7 16 1.1 0 0 03 05 0.3 0.7 05 01
Mar-80 16 24 01 04 02 04 05 1.4 29 13 0 0.1 0.3 0.5 0.4 1.5 26 0.8 0 0 06 04 0.5 0.8 0.2 0.1
Apr-80 03 14 02 09 03 01 04 3.1 56 15 0.1 0.1 0.1 0.2 0.6 5 9.6 3 01 0.1 0.2 0.5 0.9 2 44 25
May-80 0.3 2 1 18 04 04 04 7 109 12 03 0.3 0.2 03 23 144 12 33 03 0.1 0.3 1 1.9 3.9 7.7 25
Jun-80 24 38 31 28 11 12 18 206 103 16 16 2.4 53 25 69 101 256 54 44 2.8 71 38 139 262 247 33

Jul-80 | 102 87 58 34 53 44 47 352 11 29 15 6.3 9.1 37 194 95 318 6.1 1 7.5 9.1 3 253 332 295 44

Aug-80 79 85 48 33 52 26 75 248 107 28 18 106 131 7.2 13 99 182 69 27 149 133 7.2 202 25 154 47
Sep-80 53 93 25 44 31 26 42 108 13 29 11 3.3 58 6.1 6.1 98 127 55 15 4.7 74 51 4.4 3.7 69 36
Oct-80 12 16 05 17 05 02 06 3.6 75 26 06 0.8 08 13 3.2 5.1 73 57 11 1.8 19 24 3.2 4 35 33
Nov-80 03 04 01 02 02 02 02 0.7 09 07 05 0.5 1.1 06 0.4 0.8 1.3 21 1 1.2 1.8 0.7 0.7 1.2 19 29
Dec-80 07 11 01 01 0.1 0 0.3 0.9 1.1 04 0.1 0.2 06 04 0.4 0.7 1.2 09 0.1 0.2 05 0.3 0.2 0.4 09 0.3
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Table A4: HadCM3 GCM Projected Precipitation foeSario B1

Time / Precipitation (mm/day)

Nodes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-20 | 0.8 1.3 0 01 01 02 03 0.5 0.7 0.3 0 0.4 1 07 0.6 0.2 0.3 0.6 0 0.1 0.7 04 0.3 0.3 0.1 0.1
Feb-20 | 1.5 1.8 0 01 02 03 03 0.7 19 07 01 0.1 06 05 0.4 0.6 16 13 0 0.1 06 04 0.3 1 0.5 0.2
Mar-20 | 1.6 32 01 04 03 04 0.6 1.9 35 15 0 0.2 0.3 0.5 0.6 2 45 1.8 0 0.1 0.7 0.5 0.6 1 0.3 0.1
Apr-20 | 12 21 03 09 05 03 0.6 45 116 43 0.1 0.2 01 0.3 1.3 9.7 181 59 0 0.1 03 09 1.9 5.3 5.8 1.8
May-20 | 0.5 25 12 11 03 06 0.6 8.4 46 09 03 0.3 0.2 04 3.7 165 173 3 02 0.2 04 15 38 113 9.6 3.9
Jun-20 | 15 32 21 26 12 11 17 8.2 148 2 2 2.8 54 39 6.6 26.3 18 7.1 43 4.9 6 6.2 7.9 14 20 9.7

Jul-20 | 62 6.1 46 32 43 33 32 271 164 35 18 5.4 63 74 14 27 238 838 2 7.8 66 95 142 326 20.7 105
Aug-20 | 59 58 47 29 43 22 57 20 132 32 45 99 114 79 95 184 141 88 6.6 13 129 94 136 178 11.7 10.1
Sep-20 | 34 82 21 36 24 16 44 126 126 3 13 2.7 57 79 7.7 12 134 55 23 4.7 6.8 6.5 78 114 101 5.2
Oct-20 | 1.2 12 05 11 03 02 06 4.2 7 22 03 0.5 08 11 3.8 74 101 6.1 0.6 0.9 14 21 4 6.7 5.6 5
Nov-20 | 0.3 04 0 02 03 02 0.2 0.6 0.8 0.7 0.5 0.5 08 04 0.4 0.8 1.3 21 1.2 0.9 1.3 05 0.6 1.3 2.1 3.3
Dec-20 | 0.7 0.9 0 01 01 0 0.2 0.6 08 03 01 0.2 06 0.2 0.3 0.6 1 07 01 0.2 06 0.2 0.2 0.3 0.8 0.3
Jan-50 | 0.9 1.7 0 01 01 03 04 0.4 05 02 01 0.4 08 0.7 0.6 0.2 0.2 04 0 0.1 05 04 0.3 0.2 0.1 0.1
Feb-50 1 15 0O 01 01 02 04 0.7 1.7 0.6 0 0.1 05 0.6 0.5 0.7 15 1.1 0 0.1 06 04 0.3 0.9 0.5 0.1
Mar-50 | 1.2 26 01 03 02 03 05 1.5 29 13 0 0.1 0.3 0.5 0.5 1.8 39 16 0 0 0.7 0.5 0.6 1.2 0.3 0.2
Apr-50 | 0.5 19 0.3 1 04 02 05 4.6 83 33 01 0.1 0.1 03 1 82 127 39 0 0 0.2 0.7 1.4 3.9 4.8 1.7

May-50 | 0.7 25 12 13 06 08 05 7.8 6 14 03 0.4 0.2 03 34 136 153 53 03 0.1 05 11 3.5 7.5 7.8 5.4

Jun-50 | 1.8 4.2 24 3 12 112 2 161 125 23 1.7 2.7 56 35 6 248 169 85 34 5.3 6.1 5 9 156 17.8 9.3

Jul-50 | 7.1 6.8 45 34 48 37 39 298 149 33 36 5.8 72 56 164 321 273 82 32 7.5 6.8 51 195 274 24 7.7
Aug-50 | 69 64 47 31 45 24 56 219 127 29 41 102 103 51 113 209 161 85 52 138 126 6.2 169 213 129 8
Sep-50 | 3.6 8 26 4 28 2 42 134 135 28 15 2.8 56 7.2 77 118 13.7 53 23 4.7 6.4 5 9 132 118 4.3
Oct-50 1 13 06 12 03 01 0.6 3.7 69 21 04 0.6 1.1 14 3.3 5.3 75 56 07 1.5 1.9 2 3.3 4.9 4.2 51
Nov-50 | 0.3 0.3 0 02 02 02 01 0.5 08 06 04 0.4 06 0.3 0.3 0.6 1.2 18 0.8 0.7 09 0.5 0.5 1.1 2 3.1
Dec-50 | 0.7 1.1 0 01 01 0 0.2 0.7 08 03 0.1 0.2 0.5 0.2 0.3 0.6 1 06 0.1 0.2 0.5 0.2 0.2 0.3 0.8 0.2
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Table A4 (continued)

Time / Precipitation (mm/day)

Nodes 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26
Jan-80 | 0.8 1.3 0 01 01 02 03 0.5 06 03 0 03 07 05 0.5 0.2 02 04 0 01 06 03 0.3 0.2 0.1 0
Feb-80 | 0.9 1.7 0O 02 01 02 04 0.8 2 07 01 01 07 06 0.4 0.5 1.2 0.8 0 0 05 03 0.3 0.7 04 0.1
Mar-80 | 0.9 25 01 04 02 02 05 1.8 37 16 0 01 03 05 0.5 1.9 3.6 1 0 0 06 0.6 0.5 0.8 02 0.1
Apr-80 | 04 19 03 09 03 01 04 3.4 67 25 01 01 01 0.2 0.7 4.5 68 25 01 01 0.2 0.6 1.2 2.5 32 13
May-80 | 05 28 11 15 05 07 04 8 5.7 1 03 03 02 03 41 166 172 36 02 0.1 0.4 1 45 108 93 3.2
Jun-80 | 1.8 46 23 29 12 11 24 203 152 24 18 3 67 41 59 201 163 85 34 57 7 46 108 176 175 7.6

Jul-80 | 74 78 46 33 42 39 44 30 142 34 25 56 75 7 156 316 302 92 23 8 75 7.2 193 285 194 85
Aug-80 | 6.8 73 43 34 39 23 58 223 119 29 37 88 10 47 123 215 193 7.7 58 13 115 52 173 34 132 6.2
Sep-80 | 3.8 9 23 39 27 19 43 14 121 27 15 27 53 72 84 139 151 5 21 45 72 55 102 148 119 39
Oct-80 | 0.7 1 05 11 03 02 06 4.8 81 25 04 06 08 0.7 3.3 73 102 72 07 09 1.3 15 3.7 6.3 56 55
Nov-80 | 04 04 01 02 02 02 0.2 0.6 09 07 03 04 06 04 0.3 0.7 1.3 23 08 038 1.2 05 0.5 1.1 23 41
Dec-80 | 0.5 0.8 0O 01 0.1 0 0.2 0.7 08 03 01 02 04 0.2 0.3 0.6 1.1 07 01 0.2 04 0.2 0.2 0.3 0.8 0.3
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Figure Ala: Projected Precipitation over GBM bdsinscenario A1FI during 2020s
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Figure Alb: Projected Precipitation over GBM bawsinscenario A1FI during 2050s
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Figure Alc: Projected Precipitation over GBM bdsinscenario A1FI during 2080s
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Figure A2a: Projected Precipitation over GBM bdsinscenario A1B during 2020s
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Figure A2b: Projected Precipitation over GBM basinscenario A1B during 2050s
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Figure A3a: Projected Precipitation over GBM bésinscenario B1 during 2020s
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Figure A3c: Projected Precipitation over GBM bdsinscenario B1 during 2080s
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APPENDIX B

CALIBRATION AND VALIDATION OF ANN MODEL
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Average MSE with Standard Deviation Boundaries for 10 Runs
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Figure Bla: Performance of the ANN model duringlration for trial 1
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Figure B1lb: Performance of the ANN model duringhration for trial 2
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Figure Blc: Performance of the ANN model duringhration for trial 3
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Figure B1d: Performance of the ANN model duringhration for trial 4
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Figure Ble: Performance of the ANN model duringbration for trial 5
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Figure B1f: Performance of the ANN model duringlwation for trial 6
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Figure B2a: Validation of the ANN model for trial 1
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Figure B2b: Validation of the ANN model for trial 2
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Figure B2c: Validation of the ANN model for trial 3
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Figure B2d: Validation of the ANN model for trial 4
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Figure B2e: Validation of the ANN model for trial 5
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Figure B2f: Validation of the ANN model for trial 6
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APPENDIX C

STABILITY CHECK AND WATER LEVEL RESULTS OF MIKE 21FM
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Figure C1: Variation of CFL number for the simutetiof different scenarios
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