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ABSTRACT

Most industrial applications require a robot to move materials,
parts etc. from one place to another within the workspace of the
robot. Again there may be multiple objects within the work space.
In such case an obstacle free trajectory planning system must‘be

develbped with the robotic system. The subject of obstacle-free

trajectory planning is relatively new. Within the past few years

only a handful people have been actively working on this topic.

This thesis describes trajebtory planning system for a three-

axis articulated robot. Here a linear interpolation technique is
_used to generate the tfajectory from pick point to place point.
For solution of the arm equation a simple geometric approach is
used. As a practical demonstration, the developed trajectory
planning system has been applied on a Fischertechnik robot to
grasp a specified chessman and move it from one square to another

on the chessboard.
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Chapter One

Introduction



1. Introduction

The twentleth century has witnessed the emergence of a number of
revolutlonary technologies. One of the most versatile amongst them
has been robotics. The productivity, quality, and related econonmics
offered by a modern robot is SO persuasive that a recent trend to
compete in the global market ‘is to getting the factories robotized
[34]. In Bangladesh Robotics technlogy has not received any
attention at all in proportion to its importance. Although, in
this age the use of robots in manufacturing has been too pervasive
to avoid for any purpose. Under tﬁese circumstances there has been
a feel1ng of extreme urgency even in mahy developing countries to
invert themselves in this 1ndustr1a1.revolutions. Therefore, the
survival and growth of its industties would depend on its atility
to harness the technological innovatioﬁs. like robotics and
automation that would increase the productivity, quality, and cost-
effectiveness. The department of computer science and engineering,
BUET ‘has got a three axis articulated ' robot which has been
assembled and installed very recently. Hence, this field of

technology deserves intensive work.

Installation of heavy robots in small scale productions is
.sometimes not cost effective. Robots of higher-degree-of-freedom
are also véry expensive to install in the industries. But robots
with single, or two-degree-of. freedom can be implemented to perform

light work like pick and place operations in the industry will not
be expensive moreover will increase the rate of production with
consistent quality. This research work is directed to the task

Planning (i.e. motion planning and control) of a robot man1pulator

1.1 Objective of the Thesis

-Nowadays robots are . in wide use in industries. Industrial




"application require the manipulator to move either from fixed
position to a destination position along a preplanned path.

The robot cannot pick an object from an unspecified location and
place it elsewhere. Also the time required to perform such
operafions depends on the trajectory followed by the robot's
manipulator. Moreover, in this sort of application there could be
a single object or multiple objeéts in the robot's workspace. If
there are multiple objects, the system has to generate an obstﬁéle
free path. - '

This research work will develob a motion planning system which can
guide and control the robot manipulator to pick an object from some
predefined positions in the robot's workspace containing multiple
objects and then to place the object in a desired position.

As a practical demonstration, the developed system will be used to
grasp ‘a specified chessman and move it from one square to another

on the chessboard.

A detail study of the coordinate system will be made for the choice
of the coordinate system. Through which position of chessman will
be expressed, a number of'possible trajectories between two given
end points can exist. The manipulator may move along a smooth,
poiynomial trajectory that satisfies the position and orientation
of the two end-points. A detail study of the formalism for
joint-interpolated and straight-line path trajectory will be made.

For the position and orientation of the end-effector an inverse
kinematic solution is required. In general , the inverse kinematics
problem can be solved by various methods, such as inverse
transform, screw algebra, dual matrices, dual'quaternion,'iterative
and geometric approaches. A detail study will be made for
ascertaining a suitable method.

T
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1.3 Organization of the Thesis

The thesis is organized in seven chapters. The chapters are

organized as follows:

. Chapter I describes an introduction to the Qork and objectives of
the thesis.

Chapter 'I1 discusses the basic terminology_ of robotics, the
components and structure of different robots and its workspace. It
also focuses the accuracy and repeatability of different

manipulators.

* Chapter III deals with the analytical study of the geometry of
motion of a robot arm with respect to fixed reference coordinate
sjstem as a function of time withbut regard to the forces and
moments that cause the motion., The direct kinematic analysis
provides the basis for solviqg the inverse kinematics problem. The
solution of the inverse kinematics problem becomes the basis of the
interpolator algorithm which guides the end effector along the

desired trajectory in space.

Chapter IV focuses attention on various trajectory planning schemes
for obstacle free motion. It also deals with the formalism of
describing the desired manipulator motion as sequence of points in
space ( Position and orientation of the manipulator } through which
the manipulator must pass, as well as the space curve that it

traverses.

Chapter V describes planning of the obstacle-free trajéctory for
pick and place operation. It deals with the most fundamental
operation of robotic manipulator.‘ Determination of the four
discrete points, pick, lift-off, set-down and place points, of the

pick-and-place trajectory is discussed. The algorithm of the pick-



‘and-place trajectory is developed in this chapter.

In chapter VI we discussed the development of the chess application
in which mapping of the chessboard, calculation of the joint angles
are given in detail. The control system of the Fischertechnik,

hardware and software are also discussed in brief.

Chapter VII describes some features of the developed system that
can be carried out in future. Alsoc some conclusions are drawn in

~this chapter.
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2. Robotics : An Introduction

The popular concept of a robot is a human like machine that can
perform tasks with the apparent ihtelligence‘of human beings.
According to the Robot Institutel of America, " a robot is a
reprogramable multifunctional manipulator designed to move
material, .parts, tools, or specialized devices through variable
programmed motions for the performance of a variety of tasks".
Even this restricted version of a robot has several features that .
make it attractive. in an industrial envirdnment. Among the
advantage often cited in favor of the introduction of robots are
decreased labor costs, increased . precision and productivity,
increased flexibility'compared with specialized machines, and more
' human working conditions as dqull, repetitive, or hazardous jobs are
performed by robots.

2.1 Components

An industrial robot consists of five major components:

i) A manipulator consisting of links and joints, The number of
degree of freedom depends on the number of joints which can be
either revolute (rotary) or prismatic (sliding). A revolute joint
is like a hinge and allows relative rotation between two links. A
prismatic joint allows a linear motion between two links. We use
the convention (R) for'represeﬁting revolute joints and (P) for
prismatic joints, |

Each joint represents the connection between two links. The joint
- variables, denoted by 8, for a revolute joint and difor a prismatic
joint, and represent the relative displacement between adjacent



" links.

'ii) At the end of the manipulator there is an end-effector. Typical
end-effectors are grippers, claws, welding guns, vacuum pickups,
and similar devices depending upon the specific application of the

robot.

1ii) Drive systems to provide motive power to manipulator. Typical
drive systems are electric motors, hydraulic and pneumatic motors

or actuators.

iv) A controller to direct and sequence the movement of joints and
end-effector. Invariably a digital computer or a microprocessor is

used as a controller.

v) Sensors to measure position, velocity, force, torque, proximity,

temperature and such other factors.

The number of joints.determine the degree~of-freedom (DOF) of the
.manipulator. Typically, a manipulafor should have at least six
degree-of-freedom, three for position and three for orientation to
reach and grasp an object from every point in its working
environment. A manipulator -having more than six degree of freedom
is referred to as redundant manipulator which is able to reach
around or ‘behind obstacles in a. working environment. But, the
difficulty of controlling a manipulator increases rapidly with the
number of links. |

The workspace of a manipulator is the total volume swept out by the
ehd-effector as the manipulator execute all possible motions. The
workspace is constrained by the geometry of the manipulator as well
as mechanical constraints on the joints. For example, a revolute
joint be'limited to less thah a full 360u of motion. The workspace
is often divided into reachable workspace and dexterous workspace.

The reachable workspace is the entire set of points that is

6 | .



reachable by the manipulator. The dexterous workspace consists of
'the set of points that the manipulator can reach with an arbitrary
orientation of the end-effector. Indeed, the dexterous workspace is

a subset of the reachable workspace.

2.2.Accura¢r and Repeatability

The accuracy of a manipulator is a measure of how close the
manipulator can come te a given paint within its workspace.
Accuracy is closely related to spatial resolution, since the
robot's ability to reach a particular point in space depends on its
abiiity to divide its joint movement into small increments. There
is typically no direct measurement of the end-effector position and
orientation. One mist rely on the assumed geometry of . the
‘manipulator and its rigidity to infer i.e. to calculate the end-
effector position from measured joint angles. The primary method
of sensing position errors in most cases is with position encoders
located at the joints, either on the shaft of the motqr that
actuates the joint or on the joint itself. The final accuracy of
robotic system depends on computationalh errors, mechanical
inaccuracy in the construction of the manipulator, the controller
resolution and flexibilitj effects such as the bending of links
under gravitational and other loads, gear backlash, and a host of
-other static and dynamic effects. It is primarily for this reason

that robots are designed with extremely high rigidity.

Repeatability refers to the robot's ability to position its wrist
end back to a point in space that was previously taught. In other
words, if a robot joint is instructed to move by the same angle
from certain point a number of timés, all with equal environmental
conditions, it will be found that the resultant motions lead to
differing displaéements. 2s the robot is instructed to return to

the same position in subsequent work cycles, it will not always



‘return to that point, but instead will form a cluster of positions
about that point. In general, repeatability will be better than
accuracy. Mechanical 1inaccuracies in robot's arm and wrist
components are principal sources of repeatability errors. Most
robot manufacturers provide a numerical value for repeatability

rather than the accuracy of their robots.

Rotational axes usually result in a large amount of kinematic and
dynamic coupling among the links with a resultant accumulation of

errors and a more difficult control problem.

One may think then what the adﬁantages of revolute joint are in
manipulator design. The answer lies primarily in the increased
dexterity and compactness of revolute joint designs. The fevolute
joint manipulators are better abe to maneuver around obstacles and

have wider range of possible applications.

2.3 Kinematic Arrangements

Robot manipulators can be classified by several criteria, such as
their geometry, or kinematic structure, the type of application for
which they are designed, the manner in which they are controlled
etc. Most industrial manipulators at present have six or fewer
degrees of freedom. These manipulators are usually classified
kinematically on the basis of the arm or first three joints. The
majority of these manipulators fall into one of the following

geometric types: ‘

- Articulated
. = Spherical
‘ - SCARA
- Cartesian

- Cylindrical



‘Articulated Configuration

The articulated manipulator is also called a revolute manipulator.
Two common revolute designs are the elbow type and parallelogram
linkage. In these arrangements'joint axis z, is parallel to z) and
both Z, .and z) are perpendicular to Zy - The structure and
terminology associated with the elbow manipulator are shown in
figure 2.1. 1Its workspace is shown in the figure 2.2. This
configuration provides for relatively -large freedom of movement in

a compact space.
Spherical Configurétion‘

By replacing the third or elbow joint in the revolute configuration
by a prismatic joint one obtains the spherical configuration. The
term’ spherical configuration derives from the fact that the
spherical coordinate defining the position of the end-effector with
'respect to a frame whose origin lies at the intersection of the
axes z, ‘and z, are the same as the first three joint variables. A
common manipulator with this c¢onfiguration is the Stanford

manipulator.
SCARA Configuration

The so-called SCARA is an abbreviation of Selective Compliant
Articulated Robot for Assembly. The SCARA configuration is a recent
and increas;ngly popular configuration. Unlike the spherical design
which has Zg. Zy, zzlnutually perpendicular, the SCARA has Zy, 2}, Zy
- parallel,

Cartesian Configuration
A manipulator whose first three joints are prismatic is known as

Cartesian manipulator.. For the Cartesian manipulator the joint

variables are the Cartesian coordinates of the end-effector with
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P Upper Forearn
0 arm
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Figure 2.1 Structure qf an articulated robot

Top

Figure 2.2 Work space of an articulated robot
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respect to the base. As might the kinematic description of this
manipulator is the simplest of all configuration. Cartesian
configurations are useful for table-top assembly applications.

Cylindrical Configuration

If the first joint of a Cartesian-coordinate robot is replaced with
a revolute joint, this produces a cylindrical—coordinate robot.
The revolute joint swings the arm back and forth about a vertical
base axis. As the name suggests, the joint variables are the
cylindrical coordinates of the end-effector with respect to the
base.

There are other ways of classifying robots. They are by power

source, application area, and method of control.

11
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3. Kinematics

Robot arm kinematics deals with the analytical study of the
geometry of motion of a robot arm with respec£ to a fixed reference
coordinate system as a function of time without regard to the force
and moment that cause motion. This chapter deals with two
fundamental‘Problems of both theoretical and practical interest in

robot kinematics; direct kinematics and inverse kinematics.
. 3

3.1 The Direct Kinematics

-—

A robotic arm consists of several mechanical joints. To define -a
position ‘and orientation of the tool center point of the end-
effector in three dimensional space an expression 1is to be
determined as a function of joint angles. Since the links of the
robot arm rotates and/or translates with respect to a reference
coordinate, a relative c¢oordinate or body attached frame is
estéblished along the joint axis for each link. A transformation is
needed for setting up the correspondence between the elements of

two coordinate systems that are rotated and/or translated relative

to each other. The position and orientation can be expressed in

each of these coordinate systems. When vector transformation is

considered, the projections of the vector are transferred {3],[5].

There are several transformation techniques.
- Rotation matrix technique
- Quaternion and Rotation vectors

-~ Homogeneous transformation matrices technique

3.1.1 Rotation Matrix

In. order to specify the position and orientation of the end-
effector in terms of a coordinate system attached to the fixed

base, coordinate transformations involving both rotations and

12
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‘translations are required.

Let us consider two coordinate systems, shown in figure 3.1,
namely, the OXYZ coordinate system with OX, O0Y, 0Z as its
coordinate axes and the OUVW coordinate system with OU{ OV, OW as
its coordinate axes. Both coordinate systéms'have their origin at
point O. OXYZ coordinate system is fixed in the three-dimensional

space and considered to be the referenced coordinate. OUVHK

coordinate system is rotating with respect to the reference

coordinate system.

Figure 3.1 Two coordinate systems

A poipt P can bhe represented by its coordinates with respect to
the either coordinates OXYZ and OUVW as

Puve = (FusByo BT (3.1)
Prye = (Px' Py: P;)r

where Px“-and P, represent the same point in the space.

We are interested in finding a rotation matrix R that will

transform the coordinates of P to the coordinates expressed

13



‘with respect to the OXYZ coordinate system, after OUVW.coordinate

system has been rotated. That is,

P,.=RP ' (3.2)

xXyz uvw

Thus using the definition of vector scaler product, we obtain

P =1I.IpP,+ I,.J,P,+ I,.KpP, o
P, =J,.IP, +J,JP, +J,KP, (3.3)
P, = K,.I,P, + K,.J,P, + K;.K,P,

It can be expressed in matrix form

P, I..1, I,.J, 'Ix'Kw Pl_.l
P = |J,. I, J,.J, J,. K |P, (3.-4)
Pyl |K,-I, K,.J, K,. K} |P,

Using this notation, the matrix R will have the followihg‘

representation

(3.5)

Similarly, we can obtain the coordinates of Puvw from the

coordinates of Pxyz
P, =RP (3.6)

14



where R’ can be €Xpressed in the same way as R is represented

I,-I, I,.I, I,.1,
R =\|J,.I, J,.I,J,.1, (3.7)
K, I, K, I K,.I,

o angle about OX axis to arrive at a new location transformation

matrix R, . can be derived from the above concept ‘as fdilows
PX_YZ :Rz',a Puv‘w ' ’ (3.8)
with Ix=Iu and where

IeeI, I,.J, I,.K,| , _
Rio = [ysIy J,.J, J,.K, (3.9)
Ko I, K,oJ, K,.K,

Thus using the vector scaler pProduct, we get the first basic
rotation matrix as follows:

1 0 0 .
R, . =10 cosa -8ina (3.10)
0 sina cosa

A similar analysis can be used to derive expression for the second

15



and third basic rotation matrix about OY axis 'with B angle and

about 0OZ axis with @ angle,

cosB 0 sing

_ (3.11

R, , 0 1 0 _ . (3.11)
-8ing 0 cosg

cosd -sinf 0 :

R, , = |8in8 cosé 0 (3.12)

0 0 1

The matrices Rx,a, Ry,B and Rz,® are basic rotation matrices from

which other finite rotation matrices can be derived.
3.1.2. Composite Rotation Matrix

To establish an arbitrary orientation for the end effector, we
need multiple rotations of basic form which is termed as com-
posite rotation matrix, and it is obtained by multiplying a number
of basic rotation matrices together. The rotation can be about
‘the principal axis of the reference coordinate system as well as

about its own principal axes.

Since, the operation of matrix multiplication is not commutative

the order in which the basic rotation matrices are performed makes
difference in resulting composite rotation. Therefore, disfinct ru-
les must be given as to how a composite rotation matrix should be

constructed, and the following rules are used (4], [5].

1. Initially both .coordinate Systems are coincident , hence
the ° rotation matrix is a 3x3 identity matrix. Initialize

the rotation matrix to R = ly

16



2. If the rotating coordinate system is to be rotated about
one of the principal axes of the reference coordinate
system, then premultiply the previous rotation matrix with

an appropriate basic rotation matrix.

3. If the rotating coordinate system is rotating about its
own principal axes, then postmultiply the previous Totation

matrix with an appropriate basic rotation matrix.

Using the above rules we can find the composite rotation matrix

representing a rotation of « angle about OX axis followed by

rotation of B angle about OY axis followed by a rotation of & angle

about 0Z axis.

R=R,,R ;R | © (3.13a)
cos6 -siné 0][cosB 0 sinB][l 0 0
siné cosé 0 0 1 0 0 cosa -sina , " (3.13b)
0 0 1j{-sinB 0 cospB||0 sina cosa

COCB COSBSa-S6Ca CHSBCa+SHSa
= |SOCB SBSBSa+CHCA SHSPCa-CHSa

-SB CBSa  CBCa
where Co = cose, CB = cosB, Ca = cosu
Sé = sin@,” SB = sing, Se¢ = sina

3.1.3. Quaternion and Rotation Vectors

The advantages of these methods are that the definition of the

relative orientation consists of three or four parameters instead

17



of nine {3x3 matrix) as in rotation matrix method, and the number
of arithmetic operations required for kinematic solution of a robot
manipulator can be decreased using the quaternion rotation vector

methods.

The Quaternion is a four element vector. Three of which are
components of a special vector and define the direction of the
common rotation axis, and the fourth component provides informat ion

about the rotation angle,

Thus the quaternion Q has four elements which completely identify
the direction of the axis of rotation and theé amount of Totation.
It consists of scaler element Q0 and a vector Q and can be written

as

Q = 9o*q = go+q,1+q,7 +q.k - ‘ (3.14) .

while 17,j%and k™ are unit vectors along the X. Y, and 2Z axes

respectively, and the scaler element Q0 equals to Zero.

The quaternion which is used to identify relative rotation by an
angle Q about an axis, whose direction is defined by the unit

vector e¢”, was defined by Euler in [3] and [47.

8 -~ .. 6
. Q = cos - +esin—_
Q : 2 2

P i . ~ . B {(3.15)
Q = cos— e, 1+e,] +e3k)s.1.n-§

where e, ez-and-e3 are direction cosines of e". We can write the
quaternion as

18



e,

:;2=co:3~g+e;s.in—2tg | ' (3.16)

€;

Vector Transformation Using the Quaternion

Let us assume that a fector V in frame O undergoes a rotation which
is described by the quaternion Q in frame O. The resulting vector
in frame O is V’. The relation between V and V' is given by the
following equation [3]. '

v’ = V+2qQ4{gxv) +2gx(gxv) (3.17)

The above 'equation is also interpreted as a coordinate
transformation, which means a description of the vector components

in two frames with different orientation.

Let us consider a vector V in frame O in figure 3.2 shown below.

Figure 3.2 Rotation of a vector about the Z-axis

19



The frame undergoes a rotation defined by Q. The axis of rotation
coincides with the Z axis, thus the quaternion definition of this

rotation is as follows:

0
Q=cos—g—+03ing | (3.18)
1

where Q is the angle of rotation around the Z axis. The vector
rotation results in a vector V' in frame 0O and is given by using

quaternion 'multiplication as follows [4]:

Vx Ve 0 Ve 0 0 Vy .
vyl = v, +2coa-g- 0 x v, 'sin-g *2(0/x]|0 x (v, sinzg (3.19a)
v! . ' 1 v, 1 1 .
/
Va Vx Vg “Vy
vyl = vyl + 2cos 2 aing v, |+ 291n’g -v, (3.19b)
v, Vs 0 0
Vs v,c088 - v 8in6
vy = |v,co80 + v 8ing _ (3.19¢c)
V.’ . Vs
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3.1.4. Homogeneous Transformation Matrix

The most general relationship between 'the two coordinate systems

OQ)(DY[]Z0 and lelY]ZI' as shown in figure 3.3 can b‘e expressed as.the

Figure 3.3 Translated frame

combination of a pure rotation and a pure translation. Pure
rotations are sufficient to characterize the orientation of a
robotic manipulator buf to -charactérizg the position of the
manipulator relapive to a coordinate system attached to robot base,
translation 1is wused. It 1is not possible to represént the
translation with a 3x3 matrix. In robotics, we normallyfuse a scale
factor of o6 = 1 for cbnﬁenience. Thus four dimensional homogeneous
coordinates are obtained from three dimensional physical
coordinates by simply augmenting the veclor with a unit fourth
component [3], [4], [5],[8]. A homogeneous transformation matrix

can be. considered to consists of the following four submatrices

'Rij Pj:( .
T A :. l (3.20)
N1ixa 01:1
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r R

|Rotation Position|
’ matrix vector ]
To= | |
|Perspective Sca]ing]

]transformation ]
L _

Here the 3x3 submatrix R in the upper left corner of T is a
rotation matrix. H réepresents the orientation of the mobile
coordiﬁate frame relative to the fixed reference frame. The upper
right 3x1 submatrix P is the position vector which represents the
translation. It specifies the position of the origin of the mobile
coordinate frame relative to the fixed reference frame. The lower
left 1x3 submatrix n' is a perspective vector and represents
perspective transformation which is used for computer vision and
camera calibration. Here, the elements of thijs matrix are set to
Zzero to indicate nul] perspeétive transformation. The scaler.o in
the lower right cornef of T is a nonzero scale factor which is

typically set to unity.

If a physical point P.in.a three dimensional space is expressed in
terms of homogeneous coordinates and we want to change from one
coordinate to frame we extend the 3x3 rotation matrix to a 4x4
homogeneous transformation matrix. For pdre rotation equations

(3.10), (3.11), {3.12) expressed as rotation matrices, become

1 0 o 0
- _ 0 cosa -sina 0 (3.21)
*a 0 sina cosa 0

0.0 0 1



cosf 0 sing o
p | 0 1 0 0 (3.22)
¥ 1-sing 0 cosB 0
0 0 0 1
cos@ -8iné 0 0|
¥ - s8ing cogfd 0 0 (3.23)

i 0 0 10
0 0 01

The equations (3.21), (3.22), and (3.23) are called the basic
homogeneous rotation matrices.

The 3x1 position vector of the homogeneous transformation matrix

has the effect of translating the 0, X,Y,Z, coordinate system which

has axes paralle! to the reference coordinate System Oﬁ%YOZO° The .

basic homogeneous translation matrices are as follows

1 00 dx
010 0
- (3.24)
T;““ 1001 0
000 1] =
100 0 ‘
' 010 dy!- :
= : {3.25)
Ty.ay 001 0
1000 1



100 0
p 0100 (3.26)
£.dr 10 0 1 dz

000 1

A 4x4 homogeneous transformation matrix maps a vector expressed in
homogeneous coordinates with respect to 01)(1YIZE coordxnate system

to the reference coordinate system Oj)X;Y YoZy. That is
_ml , , : T2
P, =Ty P, (3.27)

The most general homogeneous transformation that we will consider

may be written as (4], [8)].

n, 8, a, p,

n, s
g |7y 8 Py |nsap (3.28)
n, s, a, p,; 00 0. 1
0 0 0 1
In equation (3.28) n = ( hllw ﬁz ﬂ 1s a vector representing the
direction of the lel axis in the 00}(0\{020 system, s = ( S, S, sz_)T

represents the direction of the 0Y, axis, and a=(aI a, azﬂ

represents the direction of 0,Z, axis. The vector P = (P P P)T
| -}

represents the vector from origin Oy to the origin O] expressed in
the OOXUYDZU frame.

3.1.5 Composite Homogeneous Transformation Matrix

A homogeneous transformation represents both a rotation and

translation of a mobile coordinate system with respect to a fixed
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reference coordinate system. A sequence of individual rotation and
translation matrices can be multiplied. together to obtain a
composite homogeneous ; transformation matrix. Since matrix
multiplications are not commutative operations, the order in which
the rotations and translations are to be performed is important.
Furthermore, the mobile coordinate system can rotate or translate
about the unit vectors. Therefore, the effects of the different
operations on the composite homogeneous transformation matrix are

summarized as following rules [4], [5], [9].

1. Initially both coordinate system are coincident, hence
the transformation matrix is a 4x4 identity matrix,
therefore, initialize it to T = I.

2. Represent rotations and transitions using separate

homogeneous transformation matrices.

3. Represent composite rotations as separate fundamental

homogeneous rotation matrices.

4. If the mobile coordinate system is to be rotated about or
translated along a unit vector of. the fixed reference
coordinate, then premultiply the homogeneous transformation
matrix T by the appropriate basic homogeneous rotation or

translation matrix. -

3. If the mobile coordinate system is to be rotated about or
translated along one of its own coordinate system, then
postmiltiply the homogenecous transformation matrix T by the

appropriate basic-homogeneous rotation or translation matrix.

Thus composite homogeneous transformation matrices are built up
start1ng with the identity matrix and a rotation of a angle about
OX axis, followed by rotation of 8§ angle about 0OY axis followed by

a rotation of ® angle about 0Z axis.
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. TR = T"lo Tr-ﬂ T-'od (3.298)

cos9 -8in@ 0 0][cosp 0 sing 0]f1 o 0o o

r. - |2in@ cos6 00/l © 1 o o||o cosa -sina o] (3-29P)
R Lo 0 1 0|{-8inf 0 cosB 0|0 sira cosa 0
0 0 01 ¢ 0 o0 1j(0 o 0o 1

cosécosp cosf@sinfsina-sin@cosa cos@sinBcosa+sindsina 0
8in@cospB sin@sinBsina+cosdcosa sin@sinBcosa-cosfsina ©
' 0

1

R -8ing cosfBsing cosfcosa

0 0 ' - 0

The homogeneous translation matrix for the three-dimensional Space
is

100 dx
o1 0 ay (3.30)
T""001dz '
000 1

Now the composite homogeneous transformation matrix can be obtained

by premultiplying the composite relation matrix by the composite
translation matrix.

T=T,T, ' (3.31a)
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dx| [COCB COSBSa-S8Ca COSACa+SOSa 0

0
_— 0 dy| |[S6CB SO0SBSa+COCa SOSBCa-COSa 0 (3.31b)
1
0

dz| | -sp CBSa . CBCa 0

0
1
0
0 1 0 0 0 1

o O O =

cos@cosf cosfsinfsina-sinfcosa cos®sinBcosa+sinfsina dx
sin@cosB sinfsingBsina+cosfcosa sin@sinfcosa-cosfsina dy
~-sing cosBsina cosBcosa dz

0 0 0 1

The homogeneous transformation matrix can be considered to consists

of the four submatrices as in equation (3.20).

: R P : '
= : (3.32)
T [0 00 1]

where P = T; and R = T, with v

COCB COS5BSa-S8Ca COSBCa+SOSa
S6CB 56SBSa+ClCa SOSBCa-COSa

R=T, =
R -5B CBSa CACa
10 0 0
dx
P =T, =|dy
- ldz

The geometric interpretation of the‘homogeneous transformation
matrix T is that it provides the orientation and position of a

mobile coordinate system with respect to a Tfixed reference
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coordinate system. In robotic manipulator analysis of these two
coordinate systems can be assigned to two consecutive links of a
robot arm, say. link i-1 and link i respectively. The link i-1
coordinate system is the fixed reference coordinate 'and the link i
coordinate is the mobile coordinate system. Using the hdmogeneous
transformatfon matrix we can specify a point P. in the mobile

i
coordinate i in terms of the fixed reference coordinate ji-1.

P, =7 B, (3.33)

-1
relating two coordinate i and i-1.

where T ' = 4x4 homogeneous transformation matrix

Pi'= 4x1 augmented position vector Tepresenting a

point in the link i coordinate system.

PL] = 4x1 augmented position vector Tepresenting

a point in the link i-! coordinate system.

Sometimes, we also want to express the position and orientation of
a point in the fix¢d reference coordinate'system in terms of the

mobile coordinate system.

P, = {v)7'p, | (3.34)

Then, we need to find the inverse of the homogeneous transformation
matrix T. Since the inverse of a rotation submatrix is equivalent
to its transpose [41,[5] and hence the inverse of the homogeneous

transformation matrix is as in equation (3.35).
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{3.35)

3.1.6 Joint and Link Parameters

A robotic arm can be modeled as sequence of rigid links
interconnected by the revolute of prismatic joints. Each joint link
pair constitutes one degree of freedom. For a n-degree of freedom
Or n-axis robotic arm, there are n joint-link pairs. The link © is
attached to a base where 4 reference coordinate frame is assigned
and the remaining links are assigned to one coordinate frame, and
the last with the tool or end-effector. The joint and links are
numbered outwardly from the base. The relative position and
orientation of two successive links can be specified by two joint

parameters as shown in figure 3.4.

doint
Joi_nt, y o~ 2
z, :
Link., Link,
%9 Z
¥4
‘ IJnkg
- ID—D

e A

Figure 3.4 Successive links and joint parameters

Only six different joints are possible: revolute, prismatic,
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cylindrical, spherical, screw and planar. Of these, only revolute
and prismatic joints are common in robotic manipulators. These

types of joints and their parameters are described in [4] briefly.

A joint axis.is established at the connection of two links. The

relative position of two such connected links is given by di which
is the distance ﬁeasured along 9; between the normals. The joint
angle Gi between the normals is measured in a plane normal to the

joint axis. Hence, the joint parameter d. called the joint

1 ]
distance, represents the translation along the axis of joint i and
9, called the joint angle, represents the rotation about the axes

of joint 1.

A link is connected to two other links. Thus two joint axes are

established at both ends of the connection. The relative position

Figure 3.5 Link length a and link twist angle a

and orientation of the axes of the successive joints can be
specified by two link parameters which is shown in figure 3.5. The
structure of the link can be determined by a;, called the link
length, is the shor;est distance measured along the common normal

between the axes of joints i and i+l and by ai,'called link twist
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angle, is the angle between the Joint axes measured in a plane
perpendicular to a;. The link parameters are always constant and
are specified as part of the mechanical design., Thus, these four

parameters come in pairs: link parametegs (a a; ) determine the

structure of the link and the joint parameters (d ,@) determine the

relative p051t10n of the two successive links.

For an N-axis robotic arm, there are 4N kinematic parameters that
constitute minimal set to specify the configuration of a robot. For
each axis, three of these parameters are flxed and depend on the
mechanlcal design and the fourth parameter is the joint wvariable.
The different values of the parameter for different mechanical

designs are briefly discussed in [2]. The variable joint parameter

depends on _the type of the joint. For a revolute joint, the joint -

angle 8; is variable and the joint distance d is fixed. The tab]e

3.1 shows the parameters with different type of joints,.

Parameters Symbol Revolute Prismatic 2
' joint Joint

Joint angle 8, variable fixed

Joint distance di fixed variable p

Link length a fixed fixed

Link twist angle a, fixed fixed

Table 3.1 Kinematic parameters
3.1.7 Denavit - Hartenberg Representation

A systematic technique to establish the translation and rotational
relationship for each adjacent links, was proposed by Denavit and
Hartenberg {1955). Once these link-attached coordinate sSystems are

assigned, transformation between adjacent coordinate systems
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can be represented by a 4x4 homogeneous transformation matrix.

An orthonormal Cartesian coordinate system (XI, Yl, z'y can be

assigned to each link i where i=1,2,3,...,n. Each (x', v', z4H

coordinate of a robotic arm corresponding to joint i+l and is fixed

in link i. The base coordinate are defined as the Oth coordinate
(XD, YD, ZU) and the nth coordinate (X“, Y“, z") as the tool tip or
the end-effector. The coordinate systems are assigned to the links

by using the following D-H representation [3), (41, [5], [8].

1. Number the links énd joints starting with the base and
ending with end-effector. The starting base is denoted as link
0 and the end-effector is link n. Link i moves in respect to

link i-1 around ( for revolute ) or along {for prismatic )

joint i. Assign a right handed coordinate system (XO, YO. ZU)
to the robot base and align Zu with the axis of joint 1. X!
and Yu axes can be normal to z axis.

2. Establish link’s coordinate system for each of the joints:

a) The AR axis is chosen along the axis of motion of the ith

joint.

b) The X' axis is chosen orthonormat to both zi™! and AN 1{f z!
and z''! are parallel, point X' away from z'!.
¢c) The Y' axis is chosen to from a right-handed coordinate

systém.

3. Define the joint parameters which are the four geometric

quantities 8, d;, a; and ai'

a)'Compute ®; as the angle of rotation from X!l to Xi measured

about z!} axis.
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b) Compute d, as the distance from origin of the (i-1)th
coord1nate System to the intersection of the Z[ axis and
the X’ axis along the ZII axis. For-a prismatic JOlnt d is

'Var1able and for a revolute joint d is fixed.

c) Compute a, as the distance from intersection of the Zil axis
and X' axis to the or1g1n of the ith coordinate system

along the X axis.

d} Compute @; as the angle of rotation from Zrilneasured about

X' axis.

4. Assign the nth coordinate (X";WHZ") to the end effector.
Set K = a along the direction z"'. Establish the origin
conveniently along Z", preferably at the center of the gripper
or at tool tip. Set J, = s in the direction of the gripber

closure and set iﬂ = nas n =8 X a.

Figure 3.6 Hand coordinate system and [n, s, al

Once the D-H coordinate system has been established for each link,
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a homogeneous transformation matrix can easily be developed
relating to ith coordinate to (i-1)th coordinate. A point in the
coordinate system can be expressed in (i-1)th coordinate system by

performing the following transformations [4], [8]:

1. Rotate about the Z"I axis an angle of @, to align the xi
i ‘

axis with the X! axis.

2. Tfanslate along the VAR axis a distance of d: to bring the

x!-l and the X' axes into coincidence.

3. Translate along the Xi axis a distance of a8; to bring the

two origins as well as the x-axis into 'coincidence..

4. Rotate about the X' axis an angle of @, to bring the two

coordinate system into coincidence.

Each of these four oberatioﬁs can be- expressed by a hdmogeneous

) i
matrices. AFEI is known as the D-H transformation matrix for

adjacent coordinate system, i and i-1. Thus we obtain

transformation matrix A,llas a product of four basic transformation

i *

Ai—l. = TR(z,B) TT(x,r:.") T!:(x,a} TR(x,a) (3.36&)
Cé, -$6, 0 0|1 00 0 100af1 0 0 o
. 0 Ca, -sa, 0
al, =[%94 €64 00/10100/ig1 0 of0ca, -sa, (3.36b)
4 0 0 10/9021dyloo1 0]{0sa, ca, 0
0 0 01/10001/(000 1]l0 0 o 1
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Co, -S6,Ca, S56,Sa, a8,
Y 56, cé,ca; -CO;Sa, a,s6, (3.36c)
i-1 0 sa, - Ca, d,

0 0 0 1.

Using the equations (3.35), we obtain the inverse of this
transformation to be

cosé, sinéd, 0 -a,
[Ai ]d _|~cosa;sing; cosa,cosd; sina,; -d,;sina; (3.37)
1 - : ' : )
8lna,;slné; -sina,cosé, cosa; -d,cosa;

0 0 0 1

i -

Where wi, a;, di are fixed and 9i is the joint variable for a

revolute joint.

3.1.8 The Arm Matrix

Once a D-H transformation matrix is obtained, we can arrive at a
composite transformation matrix which transforms end-effector
coofdinates into robot base coordinates by multiplying successive
transformation matrices starting at tool tip and ending of base.
ThiS composite homogeneous coordinate transformation matrix 1is
termed as arm matrix. In particular, if Tmumolrepresent a transfo-

rmation from tool tip coordinate of link n to base coordinate at
link 0, then

: 1

tool 1 2 3

Tbase = AO Al AI L Ann..l = HAjj—l
-1

-

(3.38)
with 3=1,2,3, ... n
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Tﬁﬁg , . (3.39)

tool_[‘nsapJ (3.40)

Toase = 0001

Where n = normal vector of the end-effector,

$ = sliding vector of the end-effector,
& = approach vector of the end-effector,
p'= position vector of the end-effector.

Once an expression for the: arm matrix is available, we can then

substitute it into the equation (3.39), célled the arm equation.

3.1.9. The Arm Equation of a Three-axis
Articulated Robot

A three ax1s articulated arm with three revolute Joints is shown in
‘figure 3. 7 '
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Figure 3.7 Three-axis articulated robat

The corresponding transformationrmatrices are derived according to

the D-H presentation described in section 3.1.7

1. The links are humbéred which can be seen from the figure

depicted in figure 3.7.

2. Coordinate system are assigned to various links. The Zi
axes point to the joint’s axes of rotation. The X; axes are

chosen perpendicular to both Zbl and zi axes,

3. Joint parameters are establiéhed. The distance between (qu
ZU) and (X1 Y, Z]) along Z, axis is d/. The axes Z; and Z,
intersect and therefore a, = 0. The orientation angle o,
measured from the ZU axis to,Zl-around Xl is o = +90°. The
angle ©;, measured from X; to Xl’ is the variable parameter of
joint 1. Similarly other parameters are found that are given
in the table 3.2. '
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Joint ei di a; o,

1 e d 0 +90°
2 & 0 a 0
3 & 0 a 0

Table 3.2 Joint parameters

4.The D-H transformation matrices are determined by

substituting the joint parameters from table 3.2,

fe, 0 8, 0
, |81 0 ¢ 0
Ag =
01 0 d
lo o 0 1
[c, -8, 0 a,cC,
i Alz: 82 CJ 0 6232 (3.41)
0 0 1 0 '
1o 0o 0 1
_Ca ~8; 0 a,C,
s, ¢, 0 a,s
Az - 3 3 a3
. {0 01 o
0 0 0 1

where Ci=cose{ and Si=sin®r

The arm equation obtained by multiplying the successive transforma-

tion matrices together, whi@h yields

¢ = A¢ Al a2 (3.42a)
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C1C,C5+C, 8,8, ~C,C,8,-C,8,C, 8, a,C,C,Cy-a,C,S,S,+a,C,C,

§,1C,C3-8,8,8, ~8,C,8,~5,8,C; -C, a,8,C,C,-a,8,5,5,+a,8,C,
T, = . . (3.42b)
8,C,+C,8, C,C3-5,8, 0  a,5,C,+a,C,S,+a,8,+d,

where CI= cos®, SL= sinel, Cz: Cos®y, §2 = sinez, CJ = €056,
and S3 = sinej.

3.2 Inverse Kinematics

In.“the previous section we developed a procedure of the arm
equation for given joint variables. The solution to the arm
equation is‘useful, because it provides us with a relationship
which explicitly shows the dependence of the tool configuration on
the joint‘variables But in cértain types-bf tasks'like assembly,
welding and sealing Operat1ons the manipulator’'s end- effectof
requires to follow a stra1ght—l1ne path or at least approx1mated
closely. A straight-line trajectory is, in general, formulated in
terms of stifion and orientation of the tool. It is then necessary
to determine appropriate values for the joint variables to properly
configure the tool. This problem is the inverse kinematic problem,
That is, finding the joint variables in terms of tool position and
orientatién is inverse kinematic problem. In general, the problem

of inverse kinematics can be stated as follows:

Given a 4x4 homogeneous transformation matrix (3.43),
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H - (3.43)

o

find the solution of the equation (3.44)

ITon{ql,'-..'qn):H (3-44)

Where T (q; )= AL LA
The equation (3.44) results in l2-nonlinear equations in n-unknown.

variables, which can be written as
Ty@ir-v-rq) = h,, (3.45)

with i = 1,2,3:and J = 1,2,3,4.

Where T” and Iﬁj refer to 12 ndn—trivial entries of Tﬁ" and H
respectively. Since the bottom row of T,n and H are (0 0 0 1), the

4 equations are trivial.

Let the posifion and orientation. of the final frame of the

Fischertechnik robot is' given as

nx sx‘ax px
n, s a .

TS _ "y Py %y p, (3.46)
nZ SZ az pz

0 0 0 1

To find the corresponding joint variables Ql’ 02, and QJ, we must
solve the following_simulteneous set of non-linear trigonometric

equations.
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C,C,C4+C,8,8, = n,
~C,C,C4-C,5,C, = s,
S, =a,

$,C,C,-S,S,8, = n,
-§,C,5,-5,5,C, = s,
¢, =a, | | (1.47)
5,C3+Co5; =
C,C;5-8,5;

0=a,

t
=

a,C,C,Cy-a5C 5,5, +a,Ci8; = p,
4,5,C,C5-258,8,8,+a,5,C; = p,

- 838;Cy+a,C,8,+a,5,+d,) = p,

The above equations fndicate that the arm matrix Tﬁ 1is a function
of sine and cosine of 0, 6 and 9. Thus we have 12- equations with
3 unknown joint angles. Since we have more equations than unknowns,
one can immediately conclude that multiple solutions exist.
Furthermore, these equations are difficult to solve directly-in
closed~form. ' '

In solving the inverse kinematics problem, we are interested in
finding a closed-form of the equations which meané finding an
“explicit relationship. Close form solutions are preferable for two

reasons:

- In certain applications where location is provided by a
vision system where. direct kinematic equations must be
solved at a rapid rate and having closed form exXpressions is

a practical need,
- The kinematic equations .in general have multiple solutions.

Having closed form solutions allow one to develope rules for

choosing a particular among several.
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The inverse kinematics may or may not have a solution._Therefore,
it is necessary to analyse the conditions under which solutions to

inverse kinematics exist,

3.2.1 Existence of Solutions

The practical question of the existence of solutions to inverse
Kinematics problem depends op engineering as wel|l as mathmatical
considerations. The details of an explicit solution to the inverse
kinematics problem depend upon the robot or the class of robots
being used. Furthermore, the motion of the revolute joints may be
restricted to less than a full 360° degree of rotation so that not
ail mathematical squtidns of kinematic ¢tquations will correspond
to physically realizable configuration of the manipulator. Once a
solution to the mathematical equations is identified, it must be
further checked to see whether or not it satisfies at! constraints

on the range of possible joint variables,

Let us examine the conditions for which the inverse kinematic
problem yields g solution. Firstiy, if the intended location of the
tool centre point is outside the robot’'s work space, then there
exist no solution to the inverse Kinematic prdblem in general.
Secondly, if the intended location of the tool is within the
workspace, then still there are some tool orientations, whicﬁ are
Not atainable wjthout violating the joint variable constraints.
Indeed, if the robot has fewer than three degrees of freedom to
orient the tool, then whole classes of orientations are unrealiz-
ble. This is analyzed in detaijl in [5]. If we have to find 4
general solution to the inverse kKinematics problem, one for which
the joint variables can be found which generates & physically
Tealizable togl configuration, then the number of unknowns i.e.
joint variables must at Ieast match the number of independent
constraints. That is n 2 6 where n is‘fhe number of axes,



The lower bound n is a neceséary condition but not a sufficient
condition, The tool position must be within the robot’s work space
and the tool operation must be such that none of the joint variable
limits are violated. Even when these additional constraints on the
values of position and orientations are satisfied, there jg no
guartantee ‘that a closed-form expression for a solution to the

inverse kinematics problem can be obtained (Pieper,1968) (57.

Which solutions do exist Llypically they are not unique. Muitiple
solutions can 'arise in a number of ways. For robots where n » 6. n
is the number of axes, there'exists infinitely many solutions to
the inverse kinnematics problem, These robots are reffered to as
kinematically redundant robots. A redundant rtobot can reach around
an dbstacle and manipulate ap otherwise inaccessible object. Some
of the degree of freedom can be used to avoid the obstacle while
the other remaining degrees of freedom are used to configure the
tool,

Even when a robot i not redundant, there are Situatjons in whfch
the solution to the inverse kinematics pProblem is not unique. When
the size of the joint-space isg sufficient]y large, several distinct
solutions can-arise as can pe seen in the figure 3.8, °

Ehow wp

ﬁ’/n\\\:ﬁ

e e
\'\_UA/
Elras  dewrn

Figure 3.8 Elbow up and elbow down solution

43



These two solutions are identical in tool-configuration space since
they provide the same position and orientation. In joint-space, the
two solutions are distinct and which one is to be considered is of
practical interest because of the chance of collision between the

links of the arm and obstacles resting on the work surface.

3:2.2 Tool Configuration

The tool configuration can be represented by (P, R) where P
represents the tool position and R represents tool orientation
relative the base. Tool center point (TCP) position P is a
translation vector and tool orientation R is a rotation matrix. For
the solution to the inverse kinematics problem the tool configura-
tion must be provided as input. Therefore, redundant information is

desired to be eliminated from the rotation matrix [5].
3.2.3 Solution to the Arm Equation

In general, the inverse kinematics problem can be solved by various

methods such as

- Inverse transform ( Paul et al., 1981 )

~ Tterative (Uicker et al., 1964 )

- Dual matrices (Denavit, 1956 )

- Dual gqguaternion {Yang and Freudenstein, 1964 )
- Screw algebra (Koli and Soni, 1975 )

- Geometric approaches (Lee and Ziegler, 1984 )

Paul et al. (1981) presented an inverse transformation technique
using 4x4 homogeneous transformation matrices in solving the’
kinematics solution. The resulting solution is.correct but it

| suffers from the fact that the solution does not give clear
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indication on how to 'select an appropriate sqlution from the
several possible‘solutions for a prticular arm configuration. The
solution requires user intefvention for a-ﬁarticular picked wup
which is actually user’'s geomatric intention depéndant or an expert
system is required to change the right answer.

Uiéker et al. (1964) and Milenkovic and Huang (1983) represented
iterative solution for the most industrial robots. The iterative
solution often require more calculation and it does not guarntee
convergence to the correct solﬁtion, especially in the singular and
degenerate case. Furthermore there is no clear indication on how to

choose the right solution for a particular arm configuration.

Most present day manipulator designs are kinematically simple

because firstly it is partly due to the difficulty of general.

solution to the inverse kinematics problem. Secondly there are few
techniques that can provide a  general solutiion to the inverse
kinematics problem for arbitrary manipulator configurations.
Therefore the added difficulty involved in treating the general
solutions seem to be unjustified. A number of general solutions are
~provided by [11]1, (121, [13], and [14]. Furthermore the complexity
of the inverse kinematics peroblem increases with the number of
non-zero link parameters which depend on the type of the robot. In
. these cases a geometric approach is the most simplest and most

convenient method.

Consider the three-axis articulated Fischertechnik robot shown in

figure 3.9,
To find the first joint variable angle &1 for the manipulator shown

in the figure, we project tool centre point (TCP) onto the X@w
plane as shown in the figure.
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Figure 3.9 Projection of TCP on xjy plane

We find @ from this projection as follows.

6, = tan( X, (3.48)

where,tanq(x/y) denotes the two argument arctangent function, and

tanﬁ(x/y)-is defined for all (x,y) not egua! to 0 and the unigue
angle such that

— 3.49
By o

or

(3.49b)

e ——— (3.50a)
Vix?+y?)y | -
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or

(3.50b)

with r = (x%+y?)

These solutiohs are valid unless X = ¥9 = 0. In this case equation
is undefined and the manipulator is in a singular configuration.
"The singular configuration is shown in figure 3.10. In this
position the TCP intersects the Z, axis. Thus there are infinitely
many solutions for Olwhén TCP intersects Zp This solution can only
be avoided by an offset of: dl from the z, axis. But in

Fischertechnik robot this is beyond the work space.

Ig
N
a
s
X
0
d, /

Figure 3.10 Singular configuration

'To find the joint variable for the second and third joint, the
angles 02 and 93, we consider the plane formed by the second and
third link as shown in figure 3.11. .
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Figure 3.11 Pfojection on z4r plane

Since the solution of joint two and three is planar. the solution
is analogous to that of the two-link manipulator. We want to find
the joint variables ©®, and @, in terms of r and z, which forms a
plane along the Z axis. For a given z and r we can solve the joint
angles. Since the direct kinematics equations are nonlinear,. a
solution may not be easy to find nor there is a unique solution in

general.

If the (r,z) i.e given (x,y) in X-y plane are out of reach of the
manipulator, there will be no solution at all. If (r,z) i.e given
{x,¥) in x-y plane is within the robot’s work space, there may be

two solutions as shown in figure 3.12.

Elbow up

J'/ |
e .
/-’ tibow down

r

Figure 3.12 Two solutions: elbow up and elbow down
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There may be exactly one solution if the manipulator arm is fully
extended to reach the paoint.

Using law of cosines we obtain the angle-ey Detail calculation is

shown in appendix A.

ré+z?-a;-a; ' (3.51)
Cos@, = — 537 .
273 .

We could now determine ©, from the above equation

- z Z 2 2
r<+z<-a; -a
6, = Cos '1( : 3] = Cos (D)
2a.a,
(3.52)
ri+zi-aj-af '
where '
2a.a,
From'trigonometric identities we find
siné, = t,/1-cos®s, = £y1-D? | (3.53)
Now @, can be found as
‘ sin® +/1-D2
Tane, = ER 10 - (3.54)
‘ cose, D . :
or
. z
P ::Tan-{f_ljgﬁ) (3.55)
3 D . .
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The advantage of this ‘approach .is that both the elbowup and
elbowdown solutions are recovered by ch0031ng the ‘possitive and
negative singns in the equatlon

Similarly 8, can be found as

Tane ragsinaj—z(aacdsafaz) {3.56)
n = ] ' )
2 r(a,cosé,+a,)+za,sing, '

or

faasin63~z(a3cosej+a2)} (3.57)

6, = tan™ :
r(a,cosd;+a,)+za,siné,

.

Detailed calculation can be found in appendix AL It is to be

‘noticed that the angle ezdepends on @, which makes sense physically
since we would expect to require a different vajue for egdependlng
on which solution 1s ‘choosen for e, [8], [15].
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- Chapter Four

Trajectory Planning



4. Trajectory Planning

In the previous' chapter we discussed the kinematics and inverse
kinematics of & manipulator which is the background for a -robotic

arm to control along a preplanqed path.

The space curve that the manibulator hand moves along from the
initial position and orienta;ion to a final position and
orientation is called a path. The desired path is presented by a
polyndmial function which generates a sequence of time variant
‘control set points in between through which the manipulator must
pass. Trajectory planning generally interpolate or approximate
these - points to form a path. By trajectory, we mean the time
history of desired joint positions, velocities and of joint
accelerations. Path endpoints can be specified either in cartesian
coordinatés or in joint coordinates. Joint coordinates are not
suitable for specifying path endpoints because joint axes of most
manipulators are not orthogonal and usually specified in
‘cartesian coordinates. There may exXist several possible
trajectories betweén two endpoints, Therefore a systematic approéch
is required. There are two Common approaches used for trajectory
Pplanning. In the first approach, the user explicitly specify a set
of constraints such as continuity “and smoothness on- position,
velocity and acceleration of selected points in joimt coordinates.
A parameterized trajectory is then obtained -from a class of
polynomial functions of degree n within the time interval [t tf]
by interpolating the points that satisfies the canstraints. In the
second approach, the user explicitly specifies the path by an
analytical function such as a straight-line in cartesian
coordinates. A Trajectory is ‘determined in cartesian or joint
coordinates which approximates the desired path satisfying the path

constraints.

We are interested in developing a suitable formalism for defining
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and describing the. desired trajedtory of the manipulator hand
between the path endpoints.

4.1 Review of Works on Trajectory Planning

For a manipulator to perform a task, the main problem to be solved
are: firstly to generate a trajectory in real time bétween the
_ Present positidn and the desired position of the end-effector task
space coordinate. Secondly, to generatée a joint space trajectory
which.makes the end-effector the above task space trajectory, the
inverse kinematic‘problem. This may have to be'done in the pPresence

of additional constraints |ike avoiding obstacles and keeping

within joint limits.

There are variety of robot control algorithms existing which are
conventionally divided into two stages. Path or trajectory planning
~and path tracking or control. This division simplifies the control
scheme of highly nonlinear and coupled manipulator dynamics. The
path control attempts‘to make the robot’s actual position and
velocity match some desired values of position and velocity which
are provided by trajectory planner. The trajectory planning usually
determines the timing of manipulator position and velocity without

considering . it's dynamics.

The simplicity cbtained from the division into trajectory planning
and path tracking comes at thé.expensg of efficiency. The source of
the inefficiency is the.trajectory pfanning. To drive the robot at
the maximum efficiency, the trajectory planning must consider the
~robot's dynamic properties. The more accurate the dynamic model
is, the better the robqt’s capacities can be psed. But, most of the
trajectory Planning algorithms presented to date consider very
little about dynamics [16]. B

There are several constraints of considerable interest that the
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control problem is being. faced. There may be obstacles in the

manipulators work space which imposes obstacle constraints. There

may be a specified path which the manipulator must traverse that

~imposes path constraints on the manipulator hand. Obstacle

constraints and path constraints both give rise to four possible
control models as follows.

Obstacle Constraints

Yes . ' No

Off-line collision free Off-line path

Yes _ path planning planning
+ . + .
Path Oon-line path tracking ‘ On-line path tracking

Constraints | positional control
' + . Positional
No On-line obstacle control

detection and

collision avoidance

Table 4.1 Four possible control model s

'Somé approachés have been made for concurreﬁt generation of
trajectory and trajecfory formatlon of arm movement using
artificial neutral network concept [24], [25]. But' there are three
criticisms of current neutral network models for trajectory
formation. Mostly, the back Propagation algorithm has been used to

train a multi—layer feed forward network. The implementations show
major deficiencies such as

- 1) Non-uniform error over the work space.
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2) Their spatial representation of time.
3) Failure of convergence even after several hundred
thousand of iterations.

Research on time optimal trajectory of manipulators dates back to

the work of Khan and Routh [26];-Practical applicable solutions
aiong & prescribed path were derived by Shin and McKay [16] based
on the technique of parameterizing the path with a single variable
defining the position along the path. In their works, the torque
constraints are transformed in the phase plane of scalar variable.
Pfeiffer and Johanni proposed a method that differ from the above
works in their'se@rch for_the switching points. Slotine and Yang
Iimpfoved the efficiency of planning algorithm by constructing limit

curves in contrast with maximum velocity curve.

Recently, Shiller and Lu extended the algorithms to handle the case
"where assumption of maximum acceleration and maximum deceleration

along the solution curve is no more valid [20].

While collision free traJectory planning for a s1ngle robot with
stationary obstacles has been handled in many works. In [17] an
algorithm for determining the shortest distance coll1s1on free path

is developed.

Because of physical éons;raints_suéh as torque, force, velocity and
acceleration, the optimum control 6f industrial robots is a
difficult pfoblem [18]. An alternative approach is to divide the
problem into twd parts: Optimum path planning for off-line
processing followed by on-line path tracklng The path tracklng can
be achieved by adopting the existing approach. The path planning is
done at joint level [19]. It is to plan a path along which an
optlmlzatlon can be ach1eved, and then to manipulate the robot to
the path.
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4.2 General Consideration

i
.

Trajectory planning can be, conducted in either spaces

- In the Joinﬁ~variable'space

- In 'the Cartesianlspace
For Cartesian space trajectory planning, the time history of the
manipulator hand’'s position, velocity, and acceleration are
planned. The corresponding ~joint position, velocity and
accelerations are derived from the hand information. Generally,
cartesian path planning can be realized in two coherent steps. In
the first step a set of knot points. or intgrpolating points in
cartesian coord}natés are selected according to some rules. In the
second step a élass of functions are specified to link these knot
points according to some criteria. There are two major approaches
in choosing the criteria,

- Cartesian space oriented method

- Joint space oriented method

In Cartesian space oriented method straight 1line segments are
used to link the adjacent knot points. The velocitj and
acceleration of the hand between these segments are controlled by
'converting them intq joint coordinates and smoothed by a quadratic
interpolation routine. Paul’s straight line trajectory scheme uses
homogenéous transformation matrix to represent target position. But
matrices are mbderately expenﬁive to atore and computations on them
. require more operations. Furthermore, the matrix representation for
rqtation is highly redundant and thisi lead to numerical

inconsistencies.

Taylor extended and redefined Paul’s method by using quaternion

representation to describe the location of the hand instead of

’ . X 5
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- homogeneous transformation matrix. Because of the properties of
quaternion, transitions between the hand locations require less
computation. Straight line trajectory planning using homogeneous

transformation matrix and using quaternion can be found in [4].

In joint space oriented method, a low degree po]ynomial function in
the joint variable space is used to approximate the segment bounded
by adjacent knot points on the straight-line path. Physically, the
'actuator of each joint is subject to saturation and cannot furnish
an un]imited amount of torque and force. Therefore torque and force-
constraints must be taken into |

consideration while rplanning Qtraight line trajectory. This
physical constraints burdened the problem_with difficulty which
lead it to an alternative approach. The optimum cbntrol problem can
be divided .into two coherent phases : Off-line optimum trajectory
planning followed by on-line path tracking. Lin et al. proposed
cubic polynomial f;ajectory method that used low degree polynomials
in the: joint-variable space to'approximate the straight-line path

[4]. The original work can be found in [19].

Taylor proposed joint variable space motion Strategy called bounded
deviation joint path, which selecté enough intermediate points
. during the preplanning phase to guarantee rhat the manipulator
hand’s deviation from the cartesian straight-line path on each
motion segment stays within pre-specified error bounds. Details of
- the method can be found in [4]1,[5]. In general, cartesian space
trajectory planning termed as straight—line.trajectory planning, .

which will be discussed in detail in the next section.

In many instances, the path will not be completely specified.
Instead, knot points along the path, such as initial and terminal
points'and perhaps intermediate via-points, will be specified. In
.these circumstances, the' trajectqry. planning is . done by

interpolating the knot points to produce a smooth trajectory.
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for joint variable space trajectory planning, the time history of
all joint variables and their first two time derivatives are
planned to describe the desired motion of the manipulator. The
‘computation consists of a trajectory 'function which must be
updated in every control interval. Four constraints are imposed on
the planned trajectory.  First, the trajectory set points must be
readily calculable in a non-iterative manner. Second, intermediate
positions must be determined and specified determ1n1stlcally
Third, the continuity of the joint problem and its first two time
" derivatives must be guaranteed so that the planned joint trajectory
is smootn. Finally, extraneous motions, such as wondering must be

minimized,

The abovg four constraints on the planned trajectory will be
satisfied if the time history of the Joint variables can be.
specified by polynomial sequences of degree n or less such that the
required joint position, velocity and acceleration at the initial
and terminal ‘knot points as well as intermediate knot points are
satisfied and the‘joint position, velocity and acceleration are
éontinuous on the entire time interval. One approach is to specify
a seventh-degree polynomial for each joint 1 . It is different to
determine thé coefficients from the entire trajectory. An
alternative approach is . to split the entire .trajectory into
segments. There are different ways a joint trajectory can be
split. The most common methods are

. Two quartic and one cubic {4-3-4) trajectory segments
. Two cubic and one quintic (3-5-3) trajectory segments .

Five cubic (3-3-3-3-3) trajectory segments

Each joint trajectory is split into either three-segment or a five-
segment trajectory. The difficulty enénuntered here is that the
equations for computing the polynomial coefficients for segments
become coupled. An alternative to cubic polynom1al interpolation is

to use piece wise linear interpolation with parabolic-blends
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between knot points [5], [4].

Planning the traJectory in joint-variable ‘space has three

advantages over the cartesian space:

i) Trajectory is planned directly in terms of controlled

variables during motion,
ii)'Tfajectory planning can be done in near real time, and
iii) Overall joint trajectory is easier to plan.

Before going to the trajectory planning for one robot, let us

discuss different methods in . brief in the next section.

4.3. Joint Interpolated Trajectories

- Because of the various disadvantages in straight-line trajectory
planning, the joint interpolated trajectory planning scheme will be
adopted.

In planning a Joint-interpolated traJectory for a robotic arm some
rules are to be con31dered that are suggested by Paul [4].

1. When picking up an object, the motion of the hand must be
directed away from an object to avoid collision with the

supportfng surface,

2, If we spec1fy a lift-off po1nt along the normal vector to
the surface out from the initial position and if we requlre
the hand to pass through this position, we then have an
. adm{531b1e position. If we further specify the time reguired

to reach this position, we can then control the speed of the
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hand at which the object is to -be lifted.

3. The same set of lift-off requirements for the arm-motion
is also true for the set-down point of the final position
motion so that the correct approach direction can be obtained

and controlled.

4. From rules 2 and 3, we have four positions for each arm:
Initial, Lift-off, Set-down, and Final as can' be seen 1in

- figure 4.1. Thus we have four position constraints.

8{to) 8{t 1) set—down
Bt ) 8{tp)

pick ‘ ploce

tims

bty Ltz 4

Figure 4.1 Position condition for a joint trajectory

In the fnitial and final positions, velocity and acce-leration
are given which are normally zero. In the lift-off and set-
down positions, velocity and accelération are continuous for
intermediate points. The constraints of a typical joint
trajectory are shown in table 4.1.

» . ) '
5. The extrema of all joint trajectories must be within the

physical and geometric limits of each joint.

6. Time considerations:Time is based on the rate of approach

" of the hand to and from the surface in initial and final
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trajectory segment, and is some fixed constant based on the
characteristics of the joint motors. '

Time in intermediate trajectory segment is based on maximum
velocity and acceleration of the joints, and the maximum of

these times is used.

A class of polynomial functions of degree n or less is chosen to
satisfy the joint position, velocity and acceleration at these knot
points. There are several class of polynomials used for each joint
i. One approach is to specify a seventh degree polynomial for the
entire trajectory. An alterﬁative approach 1is to split the entire
trajectory into several segments so that different interpolating
polynomials of a lower degree can be used to interpolate in each

s

traJectory segment [4].
7th degree polynomial trajectory

The trajectory consists of the 7th degree polynomial for each joint

i is as follows

hy(t) = a,t’+a it +at>+a,tira,t Y+a,t2+at 48, ' (4.1)

:

The joint position, velocity and acceleration are continuous on the
entire time interval [to,tf]. The unknown coefficients 81,861 --.,8
can be determined from known positions and continuity conditions.
1t is difficult to find the extrema from such a high degree
polynomial and interpolation of the given knot points may not be

satisfactory. Furthermore, it tends to_haVe extraneous motion,

Segmented trajectory
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Different methods are used to reduce extraneous motion by splitting
the trajectory into several segments. The following methods are

most common among them:

4-3-4 Trajectory: Each joint trajectory is divided into three
segments. The first segment: is a fourth- -~degree polynomial
specifying the traJectory from initial p051t10n to the llft -of f

p051t10n.

hy(t) = a;ti+a,t’+a,t?+a, t+a, , (4.2)

The second segment is a third-degree polynomial specifying the

trajectory from the lift-off position to the set-down position.

hy(t) = a,tl+a,,t?+a,, ta, ' (4.3)

The last segment is a fourth-degree polynomial specifying the

trajectory from the set-down position to the final position.
hy(t) = a,téea, tiva,t2+a, t+a,, (4.4)

The number of polynomials for a 4-3-4 trajectory of an N-joint
manipulator will have N;joints trajectories or Nx3 = 3N trajectory
segments and 7N polynomial (3 for third degree polynomial funcpion
and 4 for fourth degree polynomial function) coefficient to
evaluate and the extrema of 3N trajectory segments. Calculation of

a 4-3-4 joint trajectory can be found in [4].

3-5~-3 trajectory: Each joint trajectory is divided into three
segments as in 4-3-4 trajectory. The first segment is a thlrd-
degree polynomial specifying from initial position to the lift-off

v

position, .
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hy(t) = 313t3+312t2+ai1t+310 (4.5)

The second segmenf is fifth degree polynomial specifying the
trajectory from the lift-off bosition‘to the set-down position.

hi(t) = a,tova, tiva, t ra,, t2+a, t a,, (4.6)

The last segment is again a third- ~degree polynomial specifying the

trajectory from set-down position to final position,

hi(t) = ayti+a,,t?+a, t+a,,’ ' (4.7)

The number of polynomials for a 3—5-3_trajectory of an N-joint
manipulator will have N-joint trajectories i.e Nx3 trajectory
segments and 8N polynomial coefficients ( 3 for third-degree
polynomial'and 5 for five-degree polynomial) to evaluate. Also the
extema of the 3N trajectory segments are to find out. Similar
calculation technique‘as for 4-3-4 trajectory can be applied for 3-
5~-3 joint trajectory.

5 - Cubic trajectory : Each joint trajectory is divided into five
.segments and a cub1c spline funct1on of third degree rolynomial for
five trajectory segments is used. The interpolation of a given
function'by a set of cubic polynomials, presenting continuity in
the: first and second derivatives at the interpolation points, is
known as cubic spline function. The general equation of a five-
cebic polynomial for each joint trajectory segment is given by the
following equation.

h,(t) = a;t’+a,t?+at+a, , : (4.8)
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In five-cubic spline trajectory, we have six interpolation points.
Two extra interpolating points must be selebted in addition to four
posifions, namely initial, left-off, set-down and final points to
provide enough boundary conditions for solving the unknown
coefficients in the polynomial sequence. These two extra points can

be selected in between the lift-off and set-down positions, where

continuity of velocity and acceleration must be satisfied with the

known time interval. A general solution to the five cubic spline
trajectory is given in [4]. The five cubijc spline has the
advantage that firstly, it is the lowest degree pblynomial function
that allows cont1nu1ty in veloc1ty and acceleration, and secondly,
it reduces. computatlonal effort due to low-degree polynomial

functions.

Linear Interpolation with parabolic Blends: Using cubic interpo-
lating polynomials, the acceleration -on each sample period is
linear. In many applications there are a'gdod'reason for insisting
on constant accelerations and within each sample period along a
portion of path. Besides that, most of the industrial robot
controllers are programmed to use constant accelerat10ns on each
sample period. A constant acceleration proflle is shown 1n figure
4.2 , The associated veloc1ty and position pr0f11es are shown in

figure 4.3 and 4.4 respectlvely.

f

[
[]

o b, Lite tuet

Figure 4.2 Constant acceleration profile
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Figure 4.3 Velocity profile

t L
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Figure 4.4 Position profile

-In such applications, an alternative approach to generate a
suitable joint space trajectory is to use piece-wise-linear
interpolation between the knot-point as shown in figure 4.5.
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Figure 4.5 Piece-wise-linear interpolation

Although piece-wise-linear interpolafing is computationally very
efficient and it efficiently decoup}es the polynomial coefficients.

But it suffers from one major drawback that the generated path is

not smooth. By introducing parabolic blends which smoothly connects

the adjacent linear segments, this drawback has been remedied‘as

can be seen from figure 4.6.

Choe R ()

Tool coordinate

LA

t
: o B-mt) birdt Tyegg

Time

Figure 4.6 Linear interpolation
with parabolic blend
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The position trajectory has threé paths: a quadratic or;parabolic
initial 'position, a linear midsection, and a parabolic final
section. The linear segment with parabolic blends is such that the
velocity is rampted up to its specific value initially and then

rampted down at the goal position [5],[61,[8].

Consider the two segment trajectory shown in figure 4.6. Let the

segments {ho(t), hl(t)} and {hl(t), hz(t)} are to be traversed 'in

time T, and T, respectively with constant velocity v. Then we obtain
1 )

_ Ah(t)

_ ! T, (4.9)
where Ah,(t) = h;(t)-h, (t) ;1si=2 '

If Vi E Yy then an instantaneous infinite acceleration is required
at time T] to achieve the abrupt change in velocity. To keep the

acceleration finite, we must gradually change the velocity over

some transition interval [ T, - aT, Ty + aT ] where aT > 0. Here we

apply'h constant acceleration starting at time T1 - aT. A smooth
transition can be achieved from velocity vi t time T - oT to
velocity v, at time Tl + aT. The tool will be at the same point
where it would have been if the original piece wise linear path had
been followed. Since the acceleration is constant, the trajeqtory
during thg transition iﬁterval [ T, - oT, T, + aT ] will be a
quadratic polynomial of the general from.

(t-T,+AT)*

3 +b (t-T,+At) + C (4.10)

h(t) = a

If transition time aT is known, the required acceleration a can

then be found in terms of transition time 4T, traversal time T, T2
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and segment displacement ohi, ahz. To evaluate a, we apply the

necessary conditions. The velocity_at the start of transition is

h(T,-AT) = ah,
1 Tl

Differentiating the.equation {(4.10) we obtain
h(t) = a (t-T,+AT)+b (4.11)

Evaluating the result in eduation (i.ll) at T - aT yields

h(t) = a(T,-AT-T +AT) +b

AR _ (4.12)
1 -p
T,
The velocity at the end of transition is
. Ah, ; )
h(T, +At) = ra . {(4.13)

2

h

Evaluating the result in equation (4.11) at T, + aT yields

Ah, ) L :
—= = 2aAT+b (4.14)
T, . : ‘

From equation (4.12) and (4.14) we obtain
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- (4.15
2AT.T,. T, ( )

From equation (4.15) we find that aT > 0 for a finite acceleration
8. Transition.time is also bounded from above, because transition

time must not lie inside the overall interval

[ o, Ty -+ T, ]. Thus the sounds on the transitijon time aT are
0 < AT < min {7, T,} : (4.16)

If there are blend regions associated with the points adjacent to
h{, then the transition timé aT will have to be still smaller 50
that successive blends do not overlap. The parabolic-blend
trajectory do not go through the knot point hl(t)Iat time T,, but
it can make go close the knot point if the transition time aT is

made small enough [5].
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Chapter Five

Obstacle—free Trajectory
Planning



5. Obstacle-free Trajectory

The subject of collision free path Planning 1s relatlvely new.

Within the past few vears only a handful people have been
actively’ working -on this tOplC Among them are Pieper [12] and
Wlddoes {27] who used pPlanes, cylinders, and spheres to represent
obstacles. Udupa (28] discretized the space into cells which were
labelled free if there is no object in that cell and labelled as
obstacled if there is any object in that cell. The list of free
cells are joined together to form a collision free path. Lozano—
Perez [29] described linked polyvhedra using swept volumes. The
rotation range is then divided into a flnlte number of slices,

Brooks [30] adopts the idea - of generallzed cones which are
equivalent to swept- volumes. Free spaces are represented ‘as
overlapping generalized cones.

In the methods described above, some determlned the free space
1n51de which the point robot. may move freely without collision
with obstacles, while others determine the forbidden region so
that a collision free- path may be traced along the boundaries of
the region’

Let the task to be performed be 11m1ted within the space shown
in the flgure 5.1. . ~

The Plane is divided into 64 squares of equal sizes. The sguares
are labelled as free if there is no object in that square. The
manipulator can generate the trajectory by finding the free
Square and joining them together to form the path. There may be
Several possrble trajectories between the two points shown in the
figure 5.2,
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Figure 5.1 Task space of the robot
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Figure 5.2 Free path t0‘ta:get'
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Flndlng the free Squares requires an exhaustive search which is
very time consuming. Furthermore, the trajectory found by such
-an exhaustive search may not ensure the shortest path. Also there
may not exist any free path to the target p051t10n as with the
case shown in figure 5.3.
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Figure 5.3 Obstacle around the target

Again, if the space is divided into cells of equal sizes as shown
in figure 5.4, then it requires mapping of all cells containing
obstacles and of all free cells. It also has to keep record of
the height of the objects within the: cells. sco that it can
generate a trajectory avoiding collision with obstacles. The
generated trajectory will not be smooth, and the manipulator has
to stop at every knot point as shown in ‘figure 5.4. Such .a
traJectory with short burst of ‘high acceleration causes the
manipulator to produce a jerky motion which can burn out the

~

‘drive circuits and strip gears.,
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Figure 5.4 Trajectory formed by combining cells’

Such a trajectory planning algorithm will not be helpfﬁl, and
hereforé will be unjustifiéd in this case. An alternative

approach is to generate a plck and-place trajectory consisting
of four discrete p01nts between the current p051t10n and the

target position [31]7
5.1 Pick-and-Place Operation

Perhaps the most fundamental robotic manipulator’ task is the
pick-and- place operation. This type of operation is needed, e.9.

in the automated loading and unloadlng of machines. More
generally, pick-and-place operations are used to alter the
distribution of parts within the workspace. The sequence of

operations are as follows:

i) Move the manipulator from its current posifion to
, the sta;ting position

ii) Grasp the object, and’

iii) Move the object to the goal position
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Since the speed of each joint of the robot camnot be controlled
1ndependently, simple point to point control can be used to
‘execute pick and place operations with the minimum p1ck and- place

trajectory, which consists of the following four discrete points.

i) Pick point
ii) Lift-off point
iii) Set-down point
iv) Place point

Additional points can be chosen such as via points which lies

between the lift-off point ahd the set-8own point.

5 1.1 Pick and Lift-off Point

-At one end of the pick-and-place traJectory is the Ple p01nt
whose coordinate frame-is denoted as Tmﬁ%ue‘ This represents the
initial position and orientation of the object being manipulated.

It can be denoted as follows:

Rpick Ppiqk - ' )
pPick _i _ _ (5.1}
base g g0 1 o

The ﬁick-position P““‘is taken to be the-center of mass. The pick
orientation RIS must also be specified. The pick point is
specified by the user, or is perhaps computed with a vision
system whose orientation should be orthogonal to the plane where

the obJect is currently resting.
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The second point of pick-and-place trajectory is the lift-off
point, whose coordinate frame is denoted as Tnnm“. The lift-off
point is a p01nt near the pick point where the manipulator attempts
to reach down to pick up the object. The 1lift- off point is an
1ntermed1ate point that is 1nferred from pick p01nt i.e. once the
pick p01nt is determined, the associated llft off p01nt can then be
.computed from the follow1ng ' '

. lift-off plift iof . ‘ : . .
ift _ R ° ‘P ‘ . (5:2)
“base " | g9 ¢ 1 - -
pliftoff _ Ppick_vaickis o ' E . . (5.3)

Where v is the.approach distance. The tool position at the lift—offi
‘point is obtained by starting of the-pick'position and moving'
backward a distance v along. the - approach vector. The tool
orientation at lift-off point is identical to tool orlentatlon at .
the pick point i.e. R - glftwff o o0 rewrite the equation (5.2)
as follows: | : -

base 000 1 :

5.1.2 Place and Set-down Point -

At the other end of the plck—and place trajectory is the place
point, whose coordinate frame is denoted as TN“WM“. This represents
the  final position and orientation of the object and whose
orientation should be orthogonal to the plane. It is exp11c1tly
specified by the user and can be denoted as follows:
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lace _
Ig;se

place'Pplace
000 1 ]

The last point of the four point pick-and-place trajestory is the
. page+ The set-
down point is . analogous to the 1lift-off point |, where the

set~down point, whose coordinate frame is denoted ag T

‘manipulator attempts to reach-down the place‘point. Once the place

TBEt

point frame tase @S been determined, the associated set-down point

frame can be calculated from the following_equatiqn.

et Rset Pslet - C . 5 6
Tiase“ooo 1] (2:8)
set _ pplace_ Iplace 3 . l - S (5.75

P R vRPlacey y

Where, v is the approach distance. The tool position at’ set-down

point is qbtained by moving a distance v along the approach vector
from the place point. _ 7 .-

Again, the tool orientation ét the place peoint is identical to';he‘

tool orientation at set-down point i.e. R .= RM¥® Thus we can
rewrite the equation (5.6) as follows:

plnce P place -VR place

Tﬁasezooo 1

(5.8)
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9.1.3 Via Points | '

To avoid collision with the objects one or more via-points may
have be to inserted between the lift-off ang set-down points., 2
Pick-and -place trajectory is shown in figure 5.5 with pick,

lift-off, set-down, place, and via points.

via via

litratl sctdown

plck place

Figure 5.5 Pick-and-Place trajectory

°-2 Determination of Pick-and-Place Point .

computed with a vision system. The present'system has not an}
vision system. Therefore, the pPick and place points are to be
specified by a user defined point in a coordinate system within 7
the Space. The plane has been divided into finite nﬁmber.of'
squares of equal size whose coordinate points are known.

'

The sliding vector should be selected 50 as to grasp the object
along,two parallel faces where the Separation between the faces
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is smailer than the maximum opening of the tool A tool
conflguratlon for pick and place polnt is shown in the flgure
5.6. ) ’

Figure 5.6 Tool configuration

Therefore, the two motions that are most important and critical
are the movement from the lift-off pint to the pick point and the

movement from set-down point to the place polnt 'in both: cases
the robot 1s approaching the work surface, loading on the robotic

arm due to gravity will often tend to 1ncrease the speed of the .

‘movements, particularly when the.approaoh vector is = - ii.

This increase in speed can sometimes cause an overshoot of the

plck and place point. When the tool moves from the llft of f point
to the pick point, an overshoot followed by damped osc1llatlons
about the pick point can cause the object to be knocked over or

otherw1se disturbed. An overshoot when the tool moves from set-

down point to place point is even more troublesome, because here

any overshoot causes the robot to attempt to penetrate the work-

surface with the object.

The distance dPl%® . petween the place position and the place
surface, as measured along the approach vector, should be
identical to the distance d"¢k petween the pick position and the
. " \ - .
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pick surface:

dplace =dpick' (-5;9)

Indeed, if dPla® ¢ @M% then an attempt will be made to penetrate
the work surface when the object is placed, as the left in figure
5.7. ’ ' : '

'In this case the object will probably slip within the jaws of the
tool gripper. Alternatively, if gplace o dﬁ“ , then the-blace
object will be dnsupported when it is released, as shown at the
right in figure 5.7. Gravity will cause it to fall to the work
surface. ‘ . o '

d plcu.:a < o Plek g Place > d phek

d prace

dhlace d blck

Figure 5.7 Place distance constraint

Cf

The sihplest and most common case of place position'constraint
in}eduation (5.9) occurs when the object is picked upffrom and
placed down onto a Eommon'horizontal work surface. In this casé,
‘the equation (5.9) becomes ' ’

place . pick : . . (5.10)

Ps = P3
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Here P, denotes the position in the direction of z axis.

The pick position is often taken to be the center of mass, or the

centroid of the object. The figure 5.8 shows the centroid of the
object. : ‘

Alternatively, if the object is of an itrégular shape, then the
centroid of some feature of the object such as a handle might be
used, '

Figure 5.8 Center of mass of the
’ object '

5.3 Determination of Lift-off'and_Set-down
Points |

Once the pick point is detgrmined, the associated lift-off pdint_‘

can be calculated from the eqdation 5.3, where v is the approach
distance. As we can see from figute 5.8 the approach vector is
orthogonal to the work surface on which'the'objgct is resting.‘
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"The tool rotation matrix is selected to ensure that the approach
vector is orthogonal to work surface, where the surface is
horizontal. This way the tool orientation remains fixed as the
tool moves from lift-off point to the pick point. The tool
position at the lift-off point is obtained by measuring a save

a distance .from the pick point. Therefore, the approach vector

vV 1s important to be measured exactly.

The work space of the robot may contain multlple obJects and the
'obJects may be of different heights. It is’also not 1ntended to
have different lift-off and set-down points each time in the same
"WOrk space because it requires some additional computational time
which 5lows down ‘the working environment. Therefore, it is
conyenlent and Justlfled to have a common lift-off and set- down

point for all operatlons Whenever the heights of all the objects .
are. Xknown, it is better to choose the maximum height of the .

~ob]ect to avoid the additional computational time. Therefore .the
desired lift-off and set-down point will be as in flgure 5.9.

Lift-off point - {— Set—down point

lh;. haight of E -~~~ Way haghi

tha object ——~—-- : —- ] of ths ciysot
Pick point Place point

Figure 5.9 Lift-off and set-down point

The approach distance will be as follows:
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Approach distance = Lower half of the object from the centroid
B +

Upper half of the object from the centroid.

Which can be rewritten as

V = Height of the Object ‘ (5.11)

After we have fixed the approach dlstance, the lift-off p01nt and
- the set- ~down p01nt can be determined as follows:

. Lift-off point = Pick point + V (5.12)

Set;down‘point = Place point + V

5.4 Determination of the Via Points

Objects could be moved along the path shown in figure 5.9, but
still there is a chance to collide against the obstacles within

Pick and place point. To avoid these und951red collision, a

'dlstance between the object to be moved and the obstacles should be
maintained. A maximum distance is chosen so that the bottom of the
object does not touch the top of the resting object between pick
and place p01nts We call it a safe distance.

A safe distance is required because the accuracy of a manipulator
is affected by computational errors, -in the accuracy of the
manipulator, flexibility effects due to bending of the links under
_grav1tat10nal and other loads, and gear backlash

The via points are shown in figure 5.10, and can be determined
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ashfollows:

Via point = Pick point + V + Safe distance (5.13)

Vig point

('_ Via point

Uft—-off paint Set—down point
Approach diatorce !

T
Pick point AN Ploce point

1 h

‘\
e Sove detorcs

Figure 5.10 Via points

5.5. Algorithm for Pick-and-Place Trajectory

- Set RIft - gRick 4.4 is the tool orientation remalns
flxed from lift-off point to plck point.

- Set R*"Et = R that ig the tool orientation remains
fixed from set-down point to pace point.

- Determine the pick and place p01nt using the inverse '.-
kinematics,
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- Set approach distance V. = maximum height of the object.

- Determine the lift-off and .set-down points from the
Calculated pick and pPlace point.

'~ Interpolate these points to form the trajectory.

The desired trajectory will be as in figure 5.11.

== Sel down point

-m——— Plce point

Figure 5.11 Desired trajectory

4
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Chapter Six

Development 0f the System



6. Development of_the System

The robot. end-effector has to grasp a Spgcified chessmaﬁ and to
move it from one square to another square of the chessboard. The
user provides a move thrdugh the keyboard and the interface program'
generates two points on the chessboard one of which specifiés where
the chessman is currently located and the ‘second point speC1f1es
' where it has.to be moved. These two points are then calculated 1nto
joint coordinate System which prov1dqs the position and orlentatlon
of the pick and place point of the trajectory planning system. The
trajectory planning algorithm divides the path from pick point to
the place point into segments by adding intermediate points or via
points. These points are interpolated together to form the desired °

trajectory which is described in the. previous section.

6.1 A Chess Application

" To play chess we need a chessboardf ﬁhessmen, and an opponent. A
chessboard iooks like a draught board. There are 64 squafes in a
chessboard out of which 32 are'white and 32 are black.;When playing
chess make sure that the‘white corner sgquare 1s on your rightHSide.
The chessboard has a standard size of 12x12 in inch or 32x32 in
centimeter i.e. each square has the size of 4x4 'in centimeter or
1.5x1.5 in inéhés. The rows are numbered from 1 through 8 and ‘the
columns are numbefed from a through h such that each square can .be
specified by al thfough h8. As for example al means row 1 of column

a. Such a chessboard is shown 1n figure 6.1.

The chessmen in each set come in two colors. We always call lighter
color White and darker color Black. The king is the tallest piece
and about 9.5 cm tall, the queen is the second tallest and 8.3 cm

"tall, rook is 7.5 cm, knight is 6.5 cm, and pawn is the smallest
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chessman and about 4.5 cm tall.
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Figure 6.1 A chessboard

6.2 Mappiné the Robot Workspace

In order to find a safe path, i.e., obstacle free path from the
start. péint to the goal point the robot environment is first
mapped. In Cartesian Space the env1ronment of the robot is easily
represented since the ranges of the manipulator 1is subsequently
divided into 64 squares of equal size. The columns are labelled A
through H and rows are labelled 1 through 8. The squares are
represented by Al through H8. '

The robot Workspace is now identical to the chessbéard A one to
one mapping can be established between 64 squares of the robot
enV1ronment and the 64 squares of the chessboard. From now on_we
shall replace the cluttered environment of the robot with a
chessboard. ' |
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The chessboard should be placed in such a position so that it
accommodates within the Workspace of the robot. Then we need to
find the coordinate points of each square of ﬁhe chessboard. Before
“we fix the coordinate points of the square, we can make good use of
the.symmetry of positions of thq squares, if we just dividelthe
board into two halves and position the robot in the middle of the
x-axis. Then we require to rotate the base clockwise to position
the end-effector in the left half and to rotate the base counter
‘ éloékwise _to position the end-effector in right half of the

chessboard.

The use of symmetry of the board has the advantage that firstly it
requires fixing of coordinate points of only 32 sqﬁares hnd the
"rest coordinates points of 32 squares are obtained by rotating the
base'in counter direction. Secondly, it requires less computation
which ultimately saves time in writing large programs. figure 6.2

shows the mapping of the chessboard.

caunter clockwiss

« b o dTe f W
FERICNERSERERREERR LR E

laft halt right hait

™ l1zalinnlae J18 (28 (5.8 [1WG8[1L0

Figure 6.2 Mapping of the chessboard

After the coordinate points are fixed for each square in both
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halves, we need to find all possible valid combinations of joint -

angles of the manipulator and then transform them into coordinates.

As for example, if the chessboard has the size of 32x32 cm, then
each square has the size of 4x4 cm. The coordinate points of Al

through D8 is shown in figure 6.2 and the mapping 1s as follows:

A1 ------- > 12,2
A8 -—=——=--- > 12,30
D1 -----=- > 2,2
D8 ---==-- > 2,30

The coordinate points'of the other half can be found by'simply.
mirroring the points Al ‘through D8 about the border line of D
~column, i.e., the coordinate points of H1 through E8 will be same

for corresponding squares of the other half, as follows:
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6.3 Calculation of .the Joint Angles

_After_we have fixed the coordinate ﬁoints of each square of the
chessboard, we can now calculate the joint angles. The first joint
aﬁgle of the manipulator for each square, i.e, for every pick;
lift-off, via, set-down, and place point can be calculated. Then
the third jbint angle for each squhre, i.e., for every pick, lift—
off, via, set-down, and rlace points, should be calculated followed
by the second joint angle of the ’manipulator for the same joint
angles. The désired trajectory then <could be obtained by
interpolating.these,points._It is, therefore, a very tedious work
to calculate all the jJoint angles each time. Therefore, an
-alternativé technique should have to be found to eliminate this

tedious calculation.

The first joint angle for pick, lift-off, and via points will be
the same as well as for place, set-down, and via points since they

all have the same orientation. Only thing is that it requires to

specify the pick distance and plape'distance in z-direction over

the x-y plane. The lift-off and set-down points can be obtajnéd by
adding the  approach distance to pick point and place point
.Tespectively. Similarly the two via points are found by adding the
safe distance to lift-off point and set-down point respectively,.

The first joint angle for pick, iift—off and via pojints can be
‘calculated by using the equation (3.48) derived in section 3.2.3.
For 'example, let D1 be the pick point. Here the center point of

Squares are considered whose coordinates are known in Cartesian
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coordinate system. The first joint angle of the manipulator for Di

is as follows:

Dl : 8, :tan"(-;) = 45° (6.1)

Here (2,2) is the coordinate poipt of DI.

Similarly the first joint angle for place, set-down, and via points
can be calculated by using the same equation. That is, the first
joint angles for all squares Al through HS, either pick, lift-off,

via points or place, set-down, via points are easily obtained.

The third joint angle has the same orientation for pick, lift-off
and via points and different positipns for pick, lift-off and via
points. The third jqint angle fo; pick, lift-off, and via points
can be caculated by using the equation'(3.523 or (3.55) derived in
section 3.2.3. As can be seen from the both equations that three
different values of‘eJ will be found for pick, lift-off and via
points.depending upon the different values of z. If z equals the
distance of the objecl centroid from the plane, i.e., z = d““. ﬁhen
it is the pick point. If z equals the height of the object plus
the distance of the object centroid i.e. z = height of object +‘d““
= glift-ofi glift-off plus

= d"%, then it is the via

» then it is the lift-off point. If z equals to

. . Tt
the safe distance, i.e., z = g it-off , gsafe

point. The third joint angle for any square can be calculated as

follows:

o ] 2 2
r +Z‘-62 "63

where D =
2a.a., .

Here rz‘equals x2 + y2 mentioned earlier. a, and 8, are the upper
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.arm and lower arm lenght 6f the manipulafor respectively. TwWO
‘solufions for 63 corresponds to the elbow-up position and elbow-
down-position, respectively. Only the elbowup solution is prefered,

and it is recovered by choosing the positive sign in the equation.

For example, let Hl be the p1ck point. The third joint angle for
pick point can be obta&ned by settlng Z = dpICk in equation (6 2) as
~follows: '

N

r2+(dpick)2_a22_a32
2&2&3

(6.3)

H3 : 9, = tan™(+

;2 equals Hx2+ HY2 in equation (6.3).

Similarly, the third joint angle for lift-off point.can be found by
lift-off
=d

setting z as follows:

2
r2+(d11ft—off)2_a2;_a3

2a,a, :
' (6.4)

N l 1./1.-pn2
H3 383==tan*(+e152~)

In the same way we can caculate the third joint angle for via 901nt

d'HB

by sett1ng zZ = as follows:
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D= rz+(dvy2-ala;

' . 2a,a
23 (6.'5)

Y
H3 : 6, = tan'1(+—iD—D—)

Similarly, the third joint angle can be calculated for place, set-
down and via points by using the same equations and setting values
for z = dplace’ Z = dset-down and z = d'"" in the above equation

respectively.

The second joint angle 9, can be obtained by using'the equation
(3.57) derived in section 3.2.3. The second joint angle actually
depends on values of z, and on the corrésponding third jointrangle
e;. If z = de and corresponding third joint angle 1is Bfuk, then

the second joint angle for pick point is as follows:

s dck _ _:pick ick 7 . ) '
6, - tan? ra,sin@i " -dPik(a.cos65' +a,) (6.6)

k .
r(a,cos65* +a,) +dPi%*a sine5'™*

Similarly, by setting z = dmt'uff and corresponding 93 the second

joint ahgle for lift-off point can be found as follows:

¢

11ft
(a;co803 +a,)

. Life
+a,) +d1fa aine;

. o Lift
.| ra;sinesy " -dift

8, = tan (6.7)
r(a3c096§L&

In the same way second joint angle for viad point is obtained by

setting z = d""% and corresponding 8. ' |
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. 1 1
ra,sin6; *-d "*(a,cos6;'"+a,) ' B

6, = tan™ (6.8)

1 :
r(a,cos@; "+a,) +d "3 ,sine}*

'Simialrly, the second . joint angle for place, set-down and via

points can be calculated in the same way. .

6.4 Harduaré

' The Fischertechnik system consists of a three-axis articulated
robot and an interface. The Fisdhertechnik interface is hooked up
to the parallel printer port of the computer. A flat ribbon cable-
from’the robot is attached to the interface. At the end of the
cable is a 20-pin connector which fits into an adaptef. The adapter
carries a second connector which fits to the ppinter'port of the
computer. The interface expects an unfiltered direct current

between 6 -and 10 volts. o

D.C. motors serve for driving the robot.- The three large sized
motors are used for aétuating the robot’s base, shoulder and arm
‘respectiyely and the smaller motor causes the opening and closing
of the gripper. D.C. motors have thé features that they generate
high torque at cbmpa{atively low current and produces quick motion
of'the robot. With other types of motors, D.C.'motors.share a
common~di$advantage that they can move the manipulétor joints w?th
the help of gear units and the position of the manipulator joint is
only ﬁpproximately-known. Therefore, only the period‘during which
the motors are active can be controlled by comﬁuters. Consequently,
the 'same period of actuation must ‘not always ensure the same

~displacement of the manipulator joint. Such a Situation is not
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~desired for a precision ins;rument like robot. Therefore, the

positon of the manipulator joint must be measured by an independant

[

control system.

6.4.1 Control System of Robot

'Control of robot requires knowledge of the position and velocity of
éach joint. In general, the position of the robot's manipulator can
be measured directly. We usually meaéure the position of each joint
and apply the kinematic transform to find the position of the
manipulator. ' '

Measurement of position is easy with stepper motor driven jdints.
The angular position is known simply by knowing how far the joint
has been commanded to move on either direction. But most often we
are confronted with the problem of measuring an angle of D.C.
motoér. For such applications, some mechanism for sensing position
is necessary. There are two different techniques used for sensing

position of the joint: Digital technique and Analog technique.

By analog - technique angular positions are measured with a
pofentiometer'and A/D converter. Velocity can be determined by
either différentiating the potentiometer signal or by sensing an
analogue tachometer with AkD converter, Use of differentiating
circuit is cheaper than tachometer but they are very noise
sensitive. However, their use is not’ recommended.

There are a number of digital tecchniques to measure the position
and velocity of the jo;nts. Among the most used and more .accurate
technique is_ the optical shaft encoder and A/D converter to
interface the computer. There are‘three basic type of optical shaft

encoder:
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- Absolute shaft encoder
- Incremental shaft encoder

- Tachometer

However, in some applications absolute shaft encoder is easier to
use and incremental! shaft encoder provide a high degree of.

resolution at relatively' low cost.

Incremental-Optich shaftAencoder

The incremental encoder is a glass disc. It is imprinted only with
one‘circulur row of slots, all of the same size and distance apart.
The number of slots in the circular.row increase with the required
resolution. Three,sensdrs are used. Two of which are used to sense
clockwise and counter clockwise directions. The third sensor is
focused on a‘referénce point . which is used to determine the.
position. The length of time required for a single'pulse to be
'completed represents the velocity. Brief description of incremental

shaff—encoder can be found .in [7].

1

Absolute Optical Shaft-encoder

: This type of encoder gonsists of a circular glass disc impfin(ed
with rows of broken concentric arcs 6f opaque material. A light
source is assigned to each row with a corresponding detector on the
6pposite side of the disc. The arcs and sensors are arranged so .
that, as light shines through the disc, the .pattern of aqtivated
sensors is a unigue encoding of the position of the shaft. However,
instead of representing the angular shaft-position in the standard
‘set of Sequential binary numbers, absolute encoders usually employ
a special Gray code. An absolute encoder Tegquires twelve or more
separate sensors to gain good resolut1on and is therefore rather

o

expensive.

94



Tachometers

Tachometers can only be used as angular position sensors in
situations- where the rotation of the: shaft never reverses as
tachometers cannot distinguish the sense of rotat1on They are
relatively simple, and therefore cheap deV1ces and consists of n

disc 1ncorporat1ng either n number of inserts made of ferrous metal

to generate n number of optically reflective marks on which: l1ghf-,

is reflected and returned on a photo-transistor of the shaft, or n
numbers of holes through wh1ch light passes and detected by the
photo-transistor that generates n number of _pulses per revolution
of the shaft. . '

The angular resolution of a tachometer is given by

= 360°/n degrees

Thus, if we use an electronic pulse. counter, angular position of

the shaft may be measured. The angular velocity is given by
= 2nxf/n

Where f is the measured frequency of pulses, n is the numbe; of
marks on the disc. '

6.4.2 Positioning System of the Fischertechnik
' Robot

+ The positioning system installed in the Fischertechnik robot for -
this purpose consists of fork-type photo-interrupter as shown in
the figure 6.3. The'driving shaft of the gear holds a cup-shaped
wheel on the c¢ircumference of which black strips have been

imprinted at a regular distance. There are a total of 32 black
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strips. Now the transmission type photo-interrupter overlaps the
rim of the wheel. One side of the'photo~interrupter is equipped

with a light-emitting diode emiffing infra-red light. The. other
sidé of the photo-interrupter is provided with a photo—transisfcr
which islinfra—red light sensitive. When the wheel rotates driven
by the motors, infra-red light is interrupted by the black strips
and photd-transistpr produce a low signal at the output., Otherwise
infra-red light passes through the disc to the photo-transistor and
it produces a high signal at the output, With the running motot, a

sequence of pulses will appear at the output.

Figﬁre 6.3 Optical encoder

6.4.3 Precision, Accuracy, Repeatability, and
Positioning of the Fischertechnik Robot

The precision of a robotic manipulator is a measure of spatial-
resolution with which the tool can be positoned within the robot’s
work space. If the tool tip is positioned at point A, as shown ih‘
figure 6.4, and the next closest position‘that it can be moved to
is B, then the precision along the dimension will be the distance
' between A and B. . ‘
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Preciclon Ad]acent wot pocltion

Figure 6.4 Precision and accuracy

More generally, in three-dimensional space the robot tool tip mighf
be positioned anywhere on a three-dimensional grid points'within
the workspace. This grid or lattice of points where the tool tip
can be placed is not uniform, because the shape of a horizontal
grid elémeﬁt is not square and grid elements near the outside
surface of the work space envelop are larger than grid elemedts
near the inside surface of the work space. The overall precision of
the robot is the maximum distance between neighboring points in the
grid. With articulated robots, both the horizontal and vertical

precision vary over the work space.

One of the virtues of an articulated robot is that the precision
'variés throughout the work space, the state of one axis influénces
. the p:ecision along another axis. That is, a small c¢omputational
error, associated with one of the joints, can result in larger

- errors in the successive joints.

The best way to specify the precision of a robot is to specify the .
precision of individual joints. The precision or spatial resolution
~.of the individual joint is affected by the drive system, the
positidn sensors, and the power transmission, including gears,
sprockets, and cables.'- ' ' '

’
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on mény robots, increamental encoders are used to determine shaft'
position rather than absolute encoders such as potentiometers.'
Incremental encoders typically consists of a slotted‘disk with
infrared'emitter—detector pairs. As the shatt turns, the infréred
beams are interrupted or not, depending upon the position of the

glotted disk._If two or more emitter-detectors are used, then both

the direction and the magnitude of rotary motion can be determined.

The accuracy of a robotic manipulator is a measure of the abiiity
of the robot to place the tool tip at an arbitrarily precised
lqéation in the work space. Robotic arm accuracy is not nearly as
easy to analyze as precision. Accuracy depends, for example, on
mechanical inaccgracies such as gear backlash and deflection in
rcomponents' and in the links due to loading of the gripper.
Howeﬁer, a simple bound can be placed on the error or inaccuracy,

in terms of precision, namely

Precision

s 2 >

Here e denotes error or inaccuracy.

Repeatability is another important characteristics. Repeatabi}ity
is the measure of ability of robof to position the tool tip in the
same place‘repeatedly. on account of such things as gear backlash
and flexibility in links, there will always be some repeatability -
error. The Fischertechnik robot shows a very poor repeatability and

it is on the order of a milimeter,

6.5 Software

The Fischertechnik interface is no;mally operated under MS-DOS

operating system version 2.0 and higher. A machine language program
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called INTERFAC.COM which drives the interface is supplied with the
"system. The driver program itself is written in BASIC. The function
of the driver program is to'write a short machine language program
to a memory location of the computer. The machine language program
occupies the memory range from FF00 to FFFF. The memory range
* available to BASIC is thus shortened by 256 bytes which, however,
does not normally cause a. noticeable limitation. The membry
location from FF00 to FFFF cannot be used for other purposes.

The machine language program generates the standardized parameters.
‘A _sourde listing of the machine language program is given in
appendix B. Details of the hardware and software can be fouﬁd in
[32). | | ‘ ' |

6.6 .Development of the Algorithm

Since trajectory generation in WCS repeatedly needs kinematics
which is computationally mofe time consuming, trajectory planning
in JCS is intended. Obviously this requires a sufficiently large
number of points to be transfered to JCS using inverse kinematics.
To avoid large number of calculations which is computationally

expensive, .the following strategies are taken:

i) Do not involve the computer in calculation of the
- joint angles during execution since it slows down the.

operation of the program.

ii) Use predetermined values'of the joint angles in the

program to drive the robot faster.

.The trajectory planning system is developed according to the

algorithm in section 5.5 which is shown in figure 6.5.
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7. Suggested Future Study and Conclusion

The common feature of all robots which have been discussed so far

is their ability to repeat a preprogrammed sequence of operations
as long‘as necessary. However, these robots are unable to sense
and respond to any change in their environment. For example, if
‘a robot wasrprogrammed to grip an object at a certain point, the
robot will always close gripper jaws at that point, even if an
object is not there. If an obstacle is inserted in the robot's
work space, the robot will collide with it and will not move

around the obstacle to avoid collision.

In order to operate in a changing environment, the robots must

be eduipped with sophisticated sensors such as vision systems and

have some degree of artificial intelligence (AI): Based upon the
data received from sensbrs, the AI ‘algorithm makes real-time
decisions that might change the programmed sequence of operations
of the robot. . '

7.1 Introducing Vision System

Most vision systems_are eqﬁipped with one or two video cameras
. linked to a frame grabber board and processing sysfem The vision
system takes a snapshot, digitizes the image and analyzes 1t to
define the object, '

The main applications of vision systems are in handling,
assembly, object classification, and inspection. In handling-and

assembly the vision systems are used to recognize the position

and orientation of objects to be handled or assembledu ‘The

systems can also determine the presence and absence of objects

and detect particular features of objects e.g. diameter.

The simplest type of vision systems are able to identify isolatedr

objects and their orientation against a flat surface. No

overlapping objects are permitted, and the number of stable
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positions of each object is limited. Constant lidhting conditions
must be maintaihéd‘so'as to clearly define the silhouette of.dark
object on a white background or vice versa. Diffuse front
[ighting may prove satisfactory if the objects contrast with the
background. '

There are thfee basic types of cameras which are used in vision
system: linear arrays, vidicons, and solid state cameras.
Actually, in-depth treatment of these equipments is beyond the
scope of the present work. Cameras can be mounted either on the
-robot or can be mounted externally. When the camera is mounted
on the arm, the robot is hovedlbased upon an error signal derived
from the object's location within the field‘éf view. If the
camera is mounted on the robot arm, different views of the object
can be observed by changing théllocation of the arm, and three-
dimensional information can be obtained. A disadvantage of this
type of system is that it requires a camera to be mounted on the
-robot where it is subject to rough handling. The camera also
increases the robot arm locading énd requires: running extra
caables to the robot. The alternative method of implementing
visual feedback is to mount the camera externally and use it to
observe the relative position between the robot‘ehd effector and
objects in the work space. The error between the observed and

desired positions is used to control the robot.

Finally, instead of discretizing the robot work space and
coordinate points to locate object a vision system can be
implemented that will provide the position and orientation of the
object and guide the manipulator by using a nonoverlapping 6bjept

algorithm.

7.2. Conclusion

Although robotic manipulators are not nearly as accurate as their
expensive and more specialized hard automation counterparts,
they do provide increased flexibility. It is one of great

challenges of robotics to make use of this increased flexibility
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te compensate for less than perfect accuracy. 1In particular,
clevef algorithms and control strategies are needed that make ﬁse
of external sensors to compensate for uncertainties in the
environment and the uncertainties in the exéct position of the
robot itself.

All the techniques used in inverse kinematics are sensitive to
c0putatioﬂal errors, mainly due to the coupling between the
various axis parameters. That is, a small coputatiohal error in

one joint results in large errors in the successive joints.

The optical encoder used by the Fischertechnik robot allows the
manipulator a positional increment_of 5.62_degreé in the rotary
axis which would have been on the order of 0.01 degree. That is,
an angular displadement smaller than 5.62 deg;ee'cannot be

‘ detected.

The light-emitting diode used by the optical encoder emits infra-
red beam which must penetrate and pass through the plastic
material of the photo-interrupter to produce the pulses. But sun-
light and light of neo-tubes also contain a certain portion of
infra-red light which interferes the pulses. Therefore, for the
operation an'optimal adjustment of the photo-interrupter should

be sought.

In general,‘the accuracy of the present system will not be that
good. The robot may gradually drift out of calibration with
prolonged operation due . to computétional errors, positionai
accuracy and environmental effects, Te maintain reasonable
accuracy, robots are to be periodically reset to a standard hard

home position using the limit switches.
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APPENDIX A

Figure Al Projection onto plane formed

by link2 and link3

From the figure Al we can find the position of r as follows

r=a,cos,+a,cos(6,-6,)

zzazsine;faasin(ea—ez)

Using the following trigonometric identities

cos{A-B)=cosAcosB+sinAsinB
sin(A-B)=sinAcosB-cosAsinB
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We can rewrite the equations as follows

r=a,cosé,+a,(cosé,cosf;+sinf,s1nd;)

z=a,sind,+a,(sino,cos6,-cos@,sing,)
together; we obtain

Squaring the both sides of the above equations and

2,2 '
r2+z?=a;+a;+2a,a,cosé,

From the above .equation we can find cosé;
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Using the following trigonometric.identity

_ tanA-tans
tan(a B)_l+tanAtanB

From the figure we find that

6,=a-p

Setting the values of alpha and beta we get

tana-tang
tané,=tan(a-B8)-=

? (@=F) l+tana tang
ra,siné;-z(a,cose,+a,

tane,=
2 r(a,cosé,+a,)
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APPENDIX B

To write programs in a lanéuage other than BASIC, sbeqd them up
through complex procedures in machine language, or to extend the
functions of the interface the following ideas will be helpful.

The Fischertechnik interféce handles a number of tasks which we

would like to discuss with the aid of the block diagram shown in

figuré B.1l. The signals from and to the computer are shown in the
left side of the figure. There are four outputs M1, M2, M3, and M4

‘and ten inputs El, E2, E3, E4, E5, E6, E7, E8, EX, and EY. It is
clearly seen that the number of data lines available at the
computer port is significantly lower than the number of lines
required on the interface. This limited number of data lines must,
therefore, be employed in such a way so that all signals to the
interface can be controlled easily. The concept employed is that of

multiple use of the data lines with the aid.of shift regiters. In

- this way, for example, only three data lines are required for

controlling the output. A parallel connection‘scheme would have

required eight data lines. Let's take a closer look at connections

Ml to M4. The data lines required are designated DATA OUT;‘CLOCK,
and LOAD OUT. If there is an output, the data for all four motors

are transmitted in each case, i.e., a whole byte because each of

four motors requires two bits for controlling the direction of

rotation. The motor outputs to which the signal does not apply are
thus once supplied with the current state which is buffered in the
computer as an cutput word.

The bits of the output word are sequentially fed ( with the most
significant bit first) to the DATA OUT line. When the signal at the
CLOCK output goes from low to high, the bit is transferred-to the
shift régister, and then the next bit at DATA OUT follows and is
likewise transferred to the shift register with the next pulse. The
previocus bit has begn shifted one position to the right in the
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1

shift register to make robm for the subseguent bit. After a total
of eight such data transfers, the whole output word has been
transferred to the shift.register. The bit first transferred has
been shifted all the way to the right in course of ‘data transfer.
- The activity of the data transfer has ho<effe¢t.on the outputs of.
the shift register. The output amplifiers are not directly
controlled by the shift register, rather Qia an in-line storége
register which is integrated in the shift-registerlmodulell When
the LOARD OUT line goes from low to high, only then data are
transferred to storage register. The timing of the signals are

shown in the pulse diagram,.

Transfer of data to power amplifiers depends on the enabling
circuits which is again controlled by a monostable mhltivibfator.
The circuit generates an enabling signal_with a duration pf half. a
second if there is a pulse on the CLOCK line.  That is, the power
amplifiers receive a signal first since the data were Jjust
transferred with the aid of the CLOCK line. If no more datﬁ are
transmitted within the ﬁext rhalf "second, the . monostable
multivibratp: will flip back to stable stéte and the enabling
signal is removed. The monostable multivibrator can be_retriggered,
i.e., the time of half a second is always calculated from the time
of the last CLOCK pulse.

The monostable multivibrator has an enabling input. The‘output to-
the amplifiers can be immediately inhibited via this input. On the
Fischertechnik interface this occures when an invalid data pattern
whichlwould command the connected motor to éimulteneously rotate
clockwise and counter glockwise, applies at the output of the

storage register.

To control the transfer of the digital signals to inputs El through
E8 is reversal qf the output process described abové. The output
signal LOAD IN causes the transfer of the data applying'at the
inputs to the-inpgt shift register. This involves all eight inputs,

even though only one of them is ‘to be interrogated. When applying
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~to the shift register, each pulse of the CLOCK line willlcause the
transfer of one bit on the input line DATA IN, the bit from E8
first and then one from E1 last. By testing this line, the computer
can collectlthe bits and reassemble them into a data word. The
desired bit is subsequently filtered out and transferréd to the
BASIC program. |

Since the same CLOCK line is used for data transmission as for
output, the digital input will also activate the monostable
multivibrator, which controls the enablihg signal for the output
déta. Malfunctioning of the output shift regisﬁer caused by the
multiple function of the CLOCK line is not to be‘expected Singe the

current output data are not contained in the output shift register,

but in the storage register. The former is controlled by the CLOCK.
pulses, unlike the latter, wh{ch only reacts to the LOAD OUT -
signal,

For the analog inputs EX and EY, Potentiometers or other variable
resistors are used as timing elements in two additional_monostablé
multivibrators circuits. A low resistance value is converted to a
short pulse and a high resistance is converted to a pﬁlse with long
duration. The pulse i's jtself is triggered by the starting signals
TRIGGER-X and TRIGGER-Y (with negative logic), respectively, and
then appears in COUNT IN line, A machine language program
determines the pﬁlse duration by means of the numher of loops which
can be executed during the pulse duration. This number is fed back
tp the BASIC program which calls this function. There is no direct
relationship between the analog value and the angle position of the
resistance of the potentiometer. The c¢lock rate of the
microprocessor is, however, involved. The AT microprocessor can go
through a greater number of loops during the durationrof the pulse
than the XT microprocessor. For this reason, the count is adapted
to the required value range by shifting it to the right. There is
a linear relationship between the number determined at the end and
the resistance. If required, this value can be converted into;

angular degrees or resistance values by means of calibration.
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The connection between the interface and the computer's parallel

printer port is given as follows.

Connection of the interface to the printer port:

Interface ' Printer port Pin number
ov GND . : 17-25%
LOAD-OUT Data 1 | 2
LOAD-IN ‘Data 2 3
DATA-QUT Data 3 4
CLOCK Data 4 5
TRIGER X Data 4 6
TRIGER Y Data 5 7
DATA/COUNT-IN Busy 11

L e i e e o o N . m ma L M MR R ek b e e e . e = e e N R MR G MR Em e e e M R A A

Out of the eight data lines of this interface, the lower six lines
are used for the output sigﬁals discussed above. The parallel
printer port has oenly one input line available to all PC's. This
is the active signal from the printer, the BUSY line. There is no
conflict, if all input lines are combined using an OR citcuit.
Since the machine language program knows which input function it
has been requested. It has the capabilty of interpreting the
signals on this input 1line correctly. The following machine
language program controls the process described above. For the
parameter transfer to the machine language program and back, CALL

and USR functions are used in BASIC respeétively.

The following source program uses the printer port address of 03BCH
which is stored at address FFFA and in the subsequent memory
addresses. This can be modified by the program if required due to -
the configuration of the computer. Whenrlthe Fischertechnik
interface is used with faster microprocessors, the required number
of right shift commands is inserted by the program.



;Interface Driver Routine

;Version 1.2

;File INTERFAC.COM

;Control of the Fischertechnik Interface:

;Output and Input using the CALL command the USRO function. This
;program regquires a Centronics parallel printer interface as I1/0
;port.‘The machine language program is located above the BARSIC
;program and will not be destroyed any command like NEW or LOAD.
;The program requires 256 bytes of RAM taken from BASIC memory.

, , :

;Output Control:

H

sCALL [motor number](operation)

;motor numbers are ml, m2, m3, and m4

;Operations are CW for Clockwise, CCW for Counter Clockwise and.
;MOFF for Motor off

' .

;CALL INIT initializes the interface and switches of all motors

:

;Input Control:

;Digital Input Control Commands:

;USR(digital input line) .

;Digital inpﬁt lines are El, E2, E3, E4, E5, E6, E7, and E8
;Bnalogue Input Control Commands:

;USR(analogue input line)

sAnalogue input lines are EX, and EY

;Routine for Output control

;Entry via CALL command

MOV BX,0100 ;INIT

CLI ; DISABLE INTERRUPT

JMP LaBl

MOV AL,03 ;Outeur BITS FOR MoTOR 1
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JMP LAB2

MOV AL,OC ; QuteuT BITS FOR MOTOR 2

JMP LaB2

MOV AL, 30 ~ ;OuTeuT BITS FOR MoTOR 3

JMP LAB2

MOV AL, CO : ; OutPUT BITS FOR MoTor 4
Lap2: '

CLI ;DISABLE INTERRUPT

MOV BL,[FFBE] ;GET PREVIOUS VALUS -

OR BL,AL

PUSH BP

MOV BP,SP

MOV SI,[BP+06] ;GET OPERATION CODE
MOV AX,[S1I]

POP BP

MOV EBX,00

AND AH,AL‘

XOR BL,AH - s EVALUATE MOTOR BIT

MOV [FFBE],BL ;SAVE NEW VALUE

; ROUTINE FOR INTERFACE CONTROL-
; OUTPUT CONTROL

; OUTPUT BIT PATTERN IN BL
;Uses AL, BL, CX, awp DX

MOV CX,0008 ; LOOP COUNTER

MOV DX,[FFBA] ;ADDRESS OF ' THE PRINTER PORT

MOV AL, 30 ;STATIC BIT PATTERN FOR MOTORS
LAB3

RCL BL,1 s LEAST OUTPUT WORD

JNB LaBll ;DATA-OUT row

OR AL,04 ; OUTPUT WORD IS SEQUENTIALLY FED TO

;DATA-OUT WITH CLOCK PULSE -

LApll:

OUT DX,AL | s OUTPUT TC PORT
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OR AL,08 s DATA RRE TRANSFERRED WITH CLOCK

OUT DX,AL ; SEND BITS TO PORT
LOOP Lae3 JEND OF LOOP
MOV AL,39 ; OUTPUT IS STORED IN SHIFT REGITER

;VIA R STORAGE REGISTER WHEN LOAD-OUT LINE GOES HIGH

OUT DX,AL ;OUTPUT TO PORT

STI ' ;ENABLE INTERRUPT

CMP EH,01 ; TEST WHERE YOU CAME FROM

JZ uned ,

RETF 0002 ;RETURN FROM MOTOR MN OPERATION
Lae4: RETF ;RETURN FRoM INIT

; THIS PORTION IS NOT USED IN THE PROGRAM
; ROUTINE FOR INTERFACE CONTROL

; INPUT CONTROL

; ENTRY via USRC FuUNCTION

CLI ; DISABLE INTERRUPT

MOV RL,[BX] ; GET RRGUHENT OF USRO
MOV DX,[FFBA] ;ADDRESS OF PRINTER PORT
CMP AL,RO ; ANALOGUE INPUT

JZ  LaBS ;60 TO LABS

CMP AL, 90 ; ANALOGUE INPUT

JZ LaeS

MOV [FFBF],AL ;SAVE INPUT BIT MASK

M T

+ INTERFACE CONTROL
;Uses AL, CX, aw DX

MOV CX,0008 - ,loop counter

MOV AL,32 ;LOAD-IN high

OUT DX, AL ;output to port

OR AL,08 ;set CLOCK
-labB: ‘

OoUT DX,AL ;output to port

RCL AH,1l ;clear LS bit
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MOV DX,[FFBC] ;address busy-line

IN AL,DX ;read DATA~IN
AND AL,80 - ;mask DATA-IN
CMP AL,80 ;test DATA-IN
JNZ lab7 :DATA-IN high
OR AH,01. ;DATA-IN low
lab7:
CLC
MOV DX,[FFBA] ;address of printer port
MOV AL, 30 ;static bit pattern
OUT DX,AL ;output to port
MOV AL, 38 . ;1set CLOCK
OUT DX,AL ;output to port
LOOP lahb8 ;end of loop
MOV AL,[FFBF] ;get bit mask
AND AL,RH ;mask bit
CMP AL, 00 -;test bit
JZ lab9 ;return 0
MOV AL,OlI sreturn 1
lako: _
| Mov [BX],AL ;deposite in FAC
"8TI ;enable‘interrupt
RETF ;return from USRO

;Analcocgue input

;The argument of the USRQO function either‘being 90 (input EX)
;or AC (input EY) will lead the program flow to this sub-routine
;Uses AX, CX, and DX

labs :
MOV CX,00FF ;loop counter
OUT DX,AL ;triger one-shot
MOV AL,38  ;set CLOCK
OUT DX,AL ;out-put to port
MOV DX, [FFBC] _;éddress busy line

IN AL,DX . ;read COUNT-IN
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RCL AL,1 ;test COUNT-IN

JNB lablo ;COUNT-IN low

LOOP lab6 ;continue testing

MOV AX,O03FF ;evaluate analogue value
SUB AX,CX | o |
NOP . ;space for SAR AX,1

NOP |

'NOP

NOP ;space for SAR AX,1

MOV [BX],AL ;deposite in FAC

MOV [BX+1],AH

STI ;enable interrupt

RETF ;return from USRO
;Address of printer port FFBA
;Address of busy line FFBC ‘
;Memory location of output variable FFBE

;Memory location of bit mask FFBF

121



	00000001
	00000002
	00000003
	00000004
	00000005
	00000006
	00000007
	00000008
	00000009
	00000010
	00000011
	00000012
	00000013
	00000014
	00000015
	00000016
	00000017
	00000018
	00000019
	00000020
	00000021
	00000022
	00000023
	00000024
	00000025
	00000026
	00000027
	00000028
	00000029
	00000030
	00000031
	00000032
	00000033
	00000034
	00000035
	00000036
	00000037
	00000038
	00000039
	00000040
	00000041
	00000042
	00000043
	00000044
	00000045
	00000046
	00000047
	00000048
	00000049
	00000050
	00000051
	00000052
	00000053
	00000054
	00000055
	00000056
	00000057
	00000058
	00000059
	00000060
	00000061
	00000062
	00000063
	00000064
	00000065
	00000066
	00000067
	00000068
	00000069
	00000070
	00000071
	00000072
	00000073
	00000074
	00000075
	00000076
	00000077
	00000078
	00000079
	00000080
	00000081
	00000082
	00000083
	00000084
	00000085
	00000086
	00000087
	00000088
	00000089
	00000090
	00000091
	00000092
	00000093
	00000094
	00000095
	00000096
	00000097
	00000098
	00000099
	00000100
	00000101
	00000102
	00000103
	00000104
	00000105
	00000106
	00000107
	00000108
	00000109
	00000110
	00000111
	00000112
	00000113
	00000114
	00000115
	00000116
	00000117
	00000118
	00000119
	00000120
	00000121
	00000122
	00000123
	00000124
	00000125
	00000126
	00000127
	00000128
	00000129
	00000130
	00000131
	00000132
	00000133
	00000134
	00000135
	00000136
	00000137
	00000138
	00000139
	00000140
	00000141
	00000142
	00000143

