20

ATk e — e

) THREE-DIMENSIONAL SATURATED-UNSATURATED FLOW
- SIMULATION BY GALERKIN FINITE ELEMENT METHOD

A.B.M. FARUQUZZAMAN BHUIYAN

2Pk
N\ :

SN LT
o TrErad, o

| Department of Water Resources Engineering
Bangladesh University of Engineering and Technology,
Dhaka : ‘

October 1995

BT e

Sy




THREE-DIMENSIONAL SATURATED-UNSATURATED FLOW
SIMULATION BY GALERKIN FINITE ELEMENT METHOD .

Submitted by

A. B. M. FARUQUZZAMAN BHUIYAN .

In partial fulfilment of the requirements for the
_ degree of Master of Science in Engineering (Water Resources)

Depariment of Water Illesources Engincering '
Rangladesh University of Engincering and Technology, Dhakn

October 1995




CERTIFICATE

This is to certify that this thesis work Three-Dimensional Saturated-Unsaturated Flow

Simulation by Galerkin Finite Element Method has been done by me. Neither of this thesis

nor any part thereof has been submitted elsewhere for the award of any degfee or diploma.

Naem™ @W/
< _
(Dr. Muhammed Ali Bhuiyan) : (A.B.M. Faruquzzaman Bhuiyan)

Countersigned by the Supervisor Signature of the Candidate




BANGLADESH UNIVERSITY OF ENGINEERING ANb'TECHNOLOGY
DEPARTMENT -OF WATER RESOURCES ENGINEERING

CERTIFICATE OF APPROVAL

We hereby recommend that the thesis presented by A.B.M. FARUQUZZAMAN BHUIVAN
entitled "THREE-DIMENSIONAL SATURATED-UNSATURATED FLOW SIMULATION BY
GALERKIN FINITE ELEMENT METHOD" be accepted -as - fulfilling this part of the

requirements for the degree of Master of Science in Engineering (Water Resources).

Chairman of the committee m iX i% i ll‘ [Wb

Dr. Muhammed Ali Bhuiyan

X . 3 . .
Member _ o . o

Prof. Ainun Nishat

B

(External) . ‘ Prof. M. Mozzammel Hoque
‘ hmd

Member ' DZP NL -

(Head of the Department) Prof. Md. Monowar Hossain

October 22, 1995




TABLE OF CONTENTS

Abstract
Acknowledgements
List of Tables

List of Figures
List of Symbols

CHAPTER 01 INTRODUCTION

1.1 General
1.2 ' Objective and Scope of the Study
1.3 Organization of the Thesis

CHAPTER 02 REVIEW OF LITERATURE

2.1 - Introduction

2.2 Developmen‘t of Groundwater Theories

2.3 Solution of Groundwater Flow Problems

2.3.1 Analytical Solutions

2.3.2 Numerical Methods

2.3.2.1 Finite Difference Method

2.3.2.2 ' Finite Element Method

2323 Three-Dimensional Groundwater Flow Modeling
2.4 - Status of Groundwater Flow Modeling in Bangladesh
241 BADC/IDA Tubewell Project

2.4.2 ADB Tubewell Project

2.4.3 Rajshahi, Pabna Groundwater Model

244 Development Plan for Waste Water Systems For Dhaka
2.4.5 ADB-II DTW Project (1982)

2.4.6 Southwest Rural Development Project (1984)

2.4.7 The Northwest Bangladesh Groundwater Model

2.4.8 Water Balance Studies (1983) BWDB/UNDP

249 Model Used by MPO (1987 and 1991)

2491 Recharge Model

2492 Depth/Storage Model

2.49.73 Recharge Potential Model

2.4.9.4 : : Multi-Cell Model

Page No.

i

v

vii

10

11

12
13
14
15

16

16
17
17
17
17
18
18"
18
19
19
20
20
20

~, . P
‘-.u".‘_,’-r‘l..‘_, .4




2.4.10

2.4.10.1
2.4.10.2
2.4.10.3

. CHAPTER 03

3.1

3.2

3.4.1

3.4.2

3.4.3

3.4.4

3.4.5
CHAPTER 04
4.1

42

42.1

422

4.2.3

4.3
CHAPTER 05
5.1

5.2

5.3

5.3.1

5.3.2
5.3.3

" Groundwater Model for Dhaka WASA

RMP/Montgomery (1980)
Solomor and Chidley’s Review of Parson’s Model
Dhaka Region Groundwater and Subsidence Study
METHODOLOGY
Introduction
The Governing Flow Equation
Mathematiéal Formulation of the Solution Scheme
Discretization of the Flow Domain

Galerkin Approximation
Time Discretization

’ Computational Strategy

Iteration Process

Time Control -

Computation. of Soil Hydraulic Properties
Water Balance Computation

Computation of Nodal Fluxes

PARAMETERS OF THE MODEL
General

Characteristic Curves of the Unsaturated Hydraulic
Parameters

Vogel and Cislerova’s Modification (198'8)

" van Genuchten and Nielson (1985)

Constitutive Relations Used by Huyakorn et al.(1986)

‘Water Extraction by Roots |

TREATMENT OF AUXILIARY CONDITIONS

Introduction

- Imitial Conditions

Boundary Conditions

Dirichlet Boundary Conditions
- Neuman Boundary Conditions
~ Mixed Type Boundary Conditions’

20

21
22
22

23
23

25

25

26
30

36

36
37

38

39
40

41

41

42

45
46

46

50
50
51

51
52

53




5.3.4
5.3.4.1
53.42
CHAPTER 06
6.1
6.1.1
6.1.2
6.2

6.3

6.4
6.4.1
6.4.2

6.5

6.5.1
6.5.2
6.5.3
" 6.5.4
6.5.5
6.5.6

CHAPTER 07

7.1

7.1.1
7.1.2

7.2

721
7.2.2

REFERENCES

APPENDIX A .

System-dependent Boundary Conditions
Atmospheric Boundary Conditions
Seepage Face Boundary Condition

APPLICATION OF THE MODEL

Introduction

Soil-moisture Infiltration in a Soil Column (D.B.C)

" Infiltration in Soil Column (N.B.C)

Saturated One-dimensional Flow with Known Flux

Problems Associated with Flow under Variable
Atmosplieric Influences

Problems Associated with River Bank

Transient Drainage from a Domain
Flow Simulation under the Influence of Water
Level Fluctuation in River

Application of the Model to a Real Hydrogeological
Situation (Dhaka City Strip Modeling)

General

Description and Discretization of the Domain
Model Boundaries

Data Preparation and Parameter Fitting .
Calibration of the Model |

Sensitivity Analysis

CONCLUSIONS AND RECOMMENDATIONS
FOR FURTHER STUDIES
Conclusions

Schematized Problefns

Dhaka City Strip Modeling

Recommendations for further Studies

.Improvement of the Algorithm

Dhaka City Detail Modeling

Simplified Flow Chart

54
54
56

58

59
64

67

70
79
79

85

98

98

100
103
104
109
115

129

129
132

133
133
134

135

144




ABSTRACT

A three-dimensional mathematical model has been developed using Galerkin finite ‘
element method for simulation of transient saturated-unsaturated groundwater flow in multi-
aquifer system. The program deals with a variety of boundary conditions encountered in real ~
hydrogeological situation consisting of simple constant or time dependent prescribed head
(surface water bodies) or prescribed flux boundaries (pumping well, recharging well etc.),
complicated system-dependent and atmosphere-controlled boundary including the near-surface -
activities i.e., precipitation, evaporation, root water extraction and surface ponding caused
by excess precipitation and also boundary along the river side having variable seepage face
conditions. The supporting programs developed are a mesh generator for three-dimensional
domain discretization, and two other for checking, interpolating and larranging the input data
like precipitation, evaporation, river water level which finally create input files for the main
program. For parameterization of the unsaturated soil properties three characteristic functions

are included in the main program which are optionally available.

lTo test the different features incorporated in the model, a number of published
schc_:matized problems have been simulated by the program. Six such problems are presented
in detail in this thesis with simulated results and their comparisons with published results
where available. Two problems show the model responses in purely unsaturated conditions.
In the first problem, the program simulates the moisture content propaggtion under the
spécifica constant pressure head at the top of a soil column. The results show increase of
pressure head and moisture content in the column with a moving front. In the second
problem the imposed flux at the top is varying linearly with time and the simulation results
show how the pressure head profiles rapidly changes from their initial hydrostatic
distribution. In the third problem a fully saturated steady state confined groundwatef flow
under pressure head difference between two ends with vertical flux at the top surface.is
simulated where the results are compared with the available analytical solution df the
problem. The fourth problem deals with the near surface activities due to the heavy
precipitation followed by subsequent ponding on the surface after a long dry spell with the

evaporation, root water extraction occurring at the same time. The resulting groundwater rise
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and fall due to recharge from infiltration are exhibited in a layered soil column. The fifth and
sixth problems show the drainage and replenishment simulation with river bank situation. The
fifth problem shows the drainage from a homogeneous soil due to sudden lowering of water
level in the adjacent surface water body Transient positions of the groundwater table and
seepage face with the outﬂow volume through this face are simulated and compared Wlth
published results. The last problem is close to the real river bank situation where the s011
domain consists of three layers of soil with different hydraulic characteristics and the adjacent
river water level is chahged to high flood condition followed by prolonged low level and a
second flood thereafter. The program simulates the replenishment and drainage of the zone, .
the pressure head contours and the velocity vector profiles at different flood and low level

conditions. The time and location of probable bank failure are also identified by these results.

To verify the model responses in simulating a complex real hydrogeological situation
a strip area of Dhaka city along the bank of Burhiganga river is studied. The boundary
conditions of the domain are derived from the river water level and piezometric level data.
The simulated domain is composed of four layers: upper aquitard, upper aquifer, lower
aquitard and lower or main aquifer. Model calibration and sensitivity ana]ysis of the
parameters have been performed under this étudy. The model is calibrated in trial-and-error
approach with the help of observed piezometric level data. -After having a set of calibrated
parameters, sensitivities of the different parameters have been examined by perturbing a
parameter at a time while keeping the other parameters constant. Simulated piezometric head
profiles show the trend of rise and fall with the river water Jevel at the nodes nearer the river
but this' phenomena diminishes rapidly away from the river at the remote nodes where
continuous declining trend of piezometric levels are observed. Simulated water balance
components identify the river effect as the most dominating recharge mechanism of the area
" which contrlbutes around 60 percent of the total volume of abstractlon ‘Urban recharge and

storage reduction of the upper aquifer also contribute to the abstraction volume of the area.
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CHAPTER ONE

'INTRODUCTION

1.1 General

Mathematical modeling of flow and transport phenomena in porous media is an
increasingly important tool in the management of water . resources. Although most
groundwater is located in the saturated zone, which .is therefore the maih focus qf
groundwater research, it is the unsaturated zone that controls the infiltration and evaporation
phenomena which in turn determine the recharge of groundwater. The processes that occur
there are physically and mathematically more complicated than those in the saturated zone
due to the nonlinearity of the equations governing unsaturated flows. The heterogeneity of
the soil together with complicated boundary conditions of temporal and spatial variability
'compound the matter even further. Atmospheric boundary condition associated with seepage .
faces, infiltration and evaporation are the main processes occurring there which make
frequent switching between dif-fe'rent types of boundary conditions. Although certain simplle
flow problems in the saturated and unsaturated zorie can be soived analytically for
homogeneous soils, such solutions of most of flow problems for heterogeneous soils arc not

available; numerical methods are necessary to approximate them,

Groundwater is the principal source of freshwater for drinking and sanitation purpose
in Bangladesh. A major problem that Bangladesh faces is that of too much water in the wet
seasons when the riverbank overflow and rainwater stagnation affects detrimentally the
agricultural and other developments. On the contrary, the amount of available water in the
dry seasons is too little for ifrigatibn and other activities. Due to this fact, dry season
irrigation, is predominantly based on groundwater abstraction. The period of rapid
groundwater exploitation for irrigation started in early seventies and continued by increasing
the wells at a compound rate. The consequences of ‘this are now apparent. In the area of
ovérexploitation, lowering of groundwater level is occurring at a rate such that rainy season

replenishment is not sufficient to cover up this declining trend which ultimately ‘creating
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adverse affect on the environment (MPQ,1989). In case of dehsely populated urban areas
like Dhaka city, a huge amount of water is required for drinking and sanitation purposes and
this demand is exclusively ( 95% of total abstraction) fulfilled from the tubewell abstractions - -
of grdundwatelr from the underlying aquifers of Dhaka city. There are approximately two

hundred deep-tubewells instalied in the main aquifer. The situation in Dhaka city has become
more critical due to unprecedented growth rate of the city both in terms of population and
size. The high demand of water by this densely habitat city is reﬂe-ctéd from the fact that the
respective water supply authority (DWASA) has to increase the production of drinking water
supply by more than six times since the early sixties but still the supply is far lagging behind
the demand. As a result, beneath Dhaka city, water levels in the aquifers have fallen steadily
over the last twenty five years in response of ever incre_asing abstraction. So the groundwater
resource evaluation, prediction and management. bear much attention at - this time in
Bangladesh where mathematical modeling as an useful , sophisticated and modern tool has

been used by the engineers and planners to some extent.

Groundwater model used for different development scenarios serves to study the
probable management policies. These models are the abstractions of the complex real world
situation achieved by making a considerable number of simplifying assumptions about the
geology, hydraulic properties and the water balance. It is obvious that an aquifer system, or
a part of the system can be modelled in a great number of ways depending on the assumption
we make in order to simplify the real physical system starting from basic mathematics
involved in it. The conceptual slfilmple water balance method which involves simple
mathematics, the finite difference method and finite element methods are the most frequently
used methods for this purpose. Finite element is the most sophisticated method now a days
used because of it's some definite advantages. Starting from a couple of decades back, at

present much numerical experimentation and researches are devoted to this method.

A real aquifef system is composed of irregular geometry and multiple layers with
different geophysical and hydraulic characteristics (Fig. 1.1). The aquifer excitations are
also different in different pérts of the aquifer depending on the land use pattern and other
human activities and the resulting aquifer responses are subjected to spatial and temporal

variations depending on the boundary and atmospheric conditions. So to have a realistic
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approach to simulate a natural catchment consisting of multi-aquifer system with
heterogeneous material properties, three-dimensional approach will give rise to more
understanding to it’s intricacy. Threé-dimensional modeling involves with high core storage
and computational costs. But at present, with the rapid advancement of computer -
technology, the computational costs are reduced énormously and high speed computers with
required memory and storage are readily available. It is only recently that much
experimentation is going on with‘ three-dimensional simulation of groundwater basins

especially with finite element method.

In case of Bangladesh, the aquifers are filrther complicated with respect to physical
structure and boundary conditions. In monsoon period there is heavy rainfall over the country
upto a magnitude of 2200 mm per annum. This heavy rainfall associated with external cross-
border flow of water through the rivers causes flooding of the lands and long term
submergence of a considerable portion of the éountry. So aquifers are replenished directly
from the precipitation-infiltration process, from the accumulated standing water over the .
submerged lands, the occurrence and distribution of which vary with time. On the other .
hand, the rivers which partially or fully penetrate the aquifers or overlying aquitards fed the -
aquifers naturally, or in induced way when heavy pumping near the rivers occur. The
aquifers are also of compound nature with variable propetties of soil creating multiple
resistance layers partially confining the high yiclding porous materials those serves as good
storage. In case of urban areas, like densely populated Dhaka city, human activities in the
area reduced the natural repicnishment from the surface but contributed considerably in other

way by return flow from the sanitary and industrial water supply.

Althou'gh till now, a large number of numerical models in finite element method have
been developed which are discussed later as literature review, the number of models
handling real problems are very few. The present work is devoted to develop a.three-
dimensional groundwater model that can handle a situation like Dhaka city. The saturated and
unsaturated flows are treated simultaneously. To obtain proper global mass-balance that is
sometimes, in case of variably saturated flow, poor in finite element method as reported by -
the literature, a mass-balance cdmpufational strategy is used which is developed by Celia et. .

al. (1990) for an one-dimensional problem. A number of published problems from the




Jiterature have been solved in the course of development and testing of the different features
of the model and finally a strip of Dhaka city along the bank of the river Burhiganga has

been analyzed for the demonstration and application purposes of the present algorithm.

1.2 Objective and Scope of the Study

(a) To develop a three-dimensional groundwater flow model to simulate saturated-unsaturated
flow of water in mﬁltiaquifer system of complex hydrogeological situation. To ensure proper
global mass balance of the solution a mass conservative method of computation as proposed

by Celia et al. _(1990) will be implemented.

(b) To apply the proposed model in some published saturated-unsaturated problems and

thereby examine it’s numerical efficiency and accuracy..

(c) Finally, to apply the model to a real hydrogeological situation composed of multiple -
layers with natural or induced recharge simultaneously from river water, surface atmospheric
\ activities and from other types of replenishment (e.g., urban return flow). A strip of Dhaka .
N city along the bank of the river Burhiganga will be studied for this purpose. |
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1.3 Organization of the Present Thesis

This report is composed of seven chapters in total. Upto chapter five, related -
literature and theoretical aspects are discussed. Chapter Six presents the results of model
testing and applications. The conclusions and recommendations with respect to the published

example testing and Dhaka city strip modeling are included in Chapter-Sevcn.

. The review of literature on the methods of solving groundwatef flow problems with
special focus on the finite difference and finiie element models are presented in Chapter Two.
A brief recapitulation of the development of groundwater flow theories are also discussed in
this chapter. Chapter Three deals with the core portion of the mathematical background of
the model development which describes Galerkin finite element formulation with the adopted
solution schéme and iteration strategy. In Chapter Four and Five implemented auxiliary

features of the model are discussed in brief.

Chapter Six consists mainly of two parts ; one dealing with the results of simulation
for model testing for different schematized problems and subsequent part describes Dhaka
city strip modeling. The results obtained from each such application are discussed and

accompanied with lrequircd‘ graphs in the corresponding subsections in a sequential order.




CHAPTER TWO

REVIEW OF LITERATURE

2.1 Introduction

Groundwater or subsurface water, is a term used to denote all the waters found
beneath the surface of the groimd in the void spaces of the soil. Groundwater development
dates from ancient time. Start'ing from the sevenfeenth century when a clear understanding .
of groundwater as a hydrologic cycle was developed, up to now, a large number of scientists
and engineers devoted their research in this field. The literature is now composed of inter-
disciplinary contributions from geologists, hydrologists, engineers, chemists, mathematicians

and petroleum and agricultural scientists.

Practically all grbundwater can be thought of as part of the hydrologic cycle which-
in simplest way is the earth’s water circulatory system. Very small amount, howevef, may
enter the cycle from other sources (e.g., magmatic water). The science of the occurrence,
distribution and movement of water below the earth surface is called groundwater hydrology.
Water bearing- formatioris of the earth’s crust act as conduits for transmission and as
‘reservoirs for storage of water. Water enters these formations from the ground surface or
from bodies of surface water is called recharge after whichr it travels slowly underneath
varying distances until it returns to the surface by action of natural flow, vegetation or
abstraction is called discharge phenomena. The storage capacity of groundwater aquifers with

slow rates of flow combination provide large and extensive sources for water supply.

2.2 Development of Groundwater Theories

Groundwater exploitation preceded the establishment of the rudiments of groundwater

science by many centuries. The source of groundwater remained unproven, if not
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undisclosed, until the later part of:i the 17th century when some Européan scientists
(e.g.,Pierre Perrault, 1674; Edonq Mariotte, 1686) concluded from rainfall-runoff
measurements that yearly precipitatioﬁi volume was high enough with respect to river flow
which can contribute to groundwater ?ody and other surface water bodies and before that it

was widely believed that earth is prac;jtically tmpermeable by rain water.

The 19th century saw the deveiopment of the basis for the quantitative description of
grouhdwater motion. Hagen (1839) and Poiscuille (1840) derived, independently, the
equations for viscous flow in capillary tubes and Darcy (1856), published his now famous
empirical equation for flow of water through sand. Darcy’s law, in a general-ized form,-
remains today the fundamental flow rate equation in the analysis of grouhdwatér motion.
Thiem (i870) developed equations for flow toward wells and galleries. Forcﬁheimer (1886)
intfoduced the concépts of conformal mappi‘ng and the construction of flow nets, the method
of images, and the theory of functions of the complex variable. He was the first to solve the
problem of groundwater flow in a semi-infinite wéter-yield'ing formation bounded by a
perenmal stream and the problem of a well discharging from a water-yleldmg formatlon that

is supplied by uniform recharge.

In the twentieth century, increased activity in all phases of groundwater hydrology has
occurred. Boussinesq (1903-4) first addressed the problem of the falling water table and
introduced the concept of specific yield to take into account the contribution of drainage from
the unsaturated zone to the flux through the water table. Meinzer (1923) evaluated early
studies on the framework of pr1nc1p1es and methodologxes for investigations of the occurrence
and dlstrlbunon of groundwater and provided the first manual for groundwater hydrologists.
One of the most important milestones in the development of groundwater resource evaluation
was Theis’s (1935) introduction of an equation for the non-steady state flow to a well. As
mentioned above Boussinesq equation, however, does not consider the physics of the water
movement in the unsaturated soil. The problem of unsaturated flow was tackled mainly by
Buckingham (1907), then by Green and Ampt (1911) and finally by Richards (1931) who was
able to develop further the Buckingham’s (1907) concept | of soil water potential of
unsaturated soils. At present, most of the.studie's of soil water movement is based on

Richards (1931) equation.




|
i
!|
Childs (1945) and Youngs (195'];)I described that both the soil water pressure head and

the soil moisture content approach corll:LT,tant values during a prolonged vertical infiltration in
long columns, in which therefore the hydraulic conductivity equals to the vertical downward
flux. The effect has been used for the;:measurement of hydraulic conductivity of unsaturated .

it

porous materials (Childs and Collisiﬁl(}eorge, 1950). For upward movement caused by
evaporation at the soil surface or by roipt water uptake, it was found that the water movement
can be limited by the soil conditions, B"'eing dependent on the depth of the water table as well

as the sbil hydraulic properties (Gardner, 1958; Gardner and Firc_f:man, 1958).

For non-steady conditions, the mechanisms of water flow and water retention in -

unsaturated soils interfere, which is reflected in diffusion formalism of the underlying
mathematical theory. Childs and Collis-George (1950) defined the soil water diffusivity by
rearranging the terms in Richards equation and suggested the difﬁ_lsionutype Richards equation
as suitable for possible solution of vertical infiltration from a ponded. soil surface into a
uniform pofous material when the effé;'ibt of gravity is negligible. Philip (1955), utilizing the
results of Crank and Henry (1949), récognized that the flow equation with the earth gravity
neglected becomes a nonlinear diffusion equation, the solution of which with the ponded

infiltration boundary conditions can be obtained using a numerical iterative method.

In the case of unsaturated flow theory existing paradoxes and realities are discussed '
by Gray and Hassanizadeh (1991) and they gave unsaturated ﬂoﬁv theory including interfacial
phenomena and advance theory of multiphase flow in general. In recent decades, much
attention has been ‘paid to hill-slope 'hydrology, as attested by volumes edited by Kirkby
(1978) and Abrahams (1986). In this communication Philip (1991) developed extensions to

infiltration theory for horizontal land surfaces needed to embrace hill-slope conditions.

Two-and three-dimensional soil-water flow problems that arise, for examplei wheh
© water is supplied from sources of finite areal dimensions on the surface, present a more
difficult problem for analysis than the one-dimensional flow. In these cases analytical
solutions to Richards’ equation have been possible only for particular mathematical forms of
the relationships between soil-water properties and are as good as those relationships which

describe the properties of the given soil (e.g., Wooding, 1968; Philip, 1969). Waechter and .




Philip (1985) recognized that an analogy exists between the quasi-steady absorption of water
from cavities and the scattering of the plane acoustic waves around soft obstacles. Large
series of analytical solutions has resulted from this recognition for absorption and infiltration
from cavities of different shapes, as well as for water exclusion from empty subterranean

holes (e.g. Philip, 1986; Philip, 1989; Philip et al., 1989).

2.3 Solution of Groundwater Flow Problems .

Groundwater flow problems are initial and initial boundary value problems. In
principle, three classes of methods exist for solving such problems. These are analytical
methods, methods based on the use of physical models and analogs and numerical methods

which are mathematical models.

For a number of problems involving linear or quasi linear equations and region of
simple and regular geometry, it is possible to obtain exact solutions by analytical methods.
Scale model like sand box model and analogs or electric analogs, membrane analogs were
used for some special purposes. For most regional studies of practical interest of irregular
shaped aquifer with nonhomogeneous or anisotropic materials and variable boundary none
of the first two methods are suitable. Coinputer based numer1cal methods are, nowadays,
the major tooI for solving large scale groundwater forecastmg problems as encountered in
practice. In last few decades, parallel to the advance in computer technology, much effort
has been devoted, in many parts of the world, to the development of the methodology and

techniques for numerical solution of the mathematical formulation of the problem.

As per the conceptual basis of construction of models, groundwater model can be
single cell model or multi-cell model. Single cell model is perbaps the simplest model which .
visualizes an entire basin as a single cell. The underlying assumption is that average
conditions (e.g., an average- water table elevation) suffice to describe the behavior of the
aquifer cell. The single cell model comprises a horizontal area bounded by impervious
boundary. In the case of multi-cell model the investigated aquifer is divided into a number

of cells with the considerations of the basic ideas of single cell model. The majonr difference -
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lies in the assumption that the horizontal boundaries of each cells are pervious and flows

occur across the boundaries (Bear, 1978).

2.3.1 Analytical Solutibns

Although limited in application, analytical models are useful in aquifer test analysis ;
evaluation of simple aquifer systems; design, calibration, or verification of numerical models;
and understanding basic principles of groundwater flow and transport. Advances in analytical
modeling virtually do.mina.ted groundwater literature through the 1950°s. A largé number of
analytical models structured to solve partial differential equations governing the flow of
- groundwater to and from wells has been developed. Among 0£hers , contributors for non-
steady artesian aquifer are Theis (1935), Hantush (1959,1964) , Papadopulos (1965,1967);
Boulton and Streltsova (1977 a,b), for leaky artesian aquifer with negligible aquitard storage
and isotropic aquifers are Hantush (1959), Witherspoon (1967), for water table aquifers are |
Boulton (1963), Neuman (1975), Boulton and Streltsova (1976,78). A few alnalytical models
involving finite single boundary and multiboundary aquifer systems have been developed
(e.g., Stallman,1963; Vandenberg, 1977 etc.) . A brief review of the models devéloped up
to 1979 are given by Wal.ton (1979).

For unsaturated flow case, initially, most solutions were applied only to dne-dimensional,
horizonta) or vertical systems. Highly signific;'mt is the early work of 'Philip (1955,1957) that
provided much of the physical and mathematical groundwork for subsequent ‘analysis by
others. Numerous studies have followed for both one- and multi-dimensional problems
(Parlange 1971; Warrick 1974; Babu 1976; Raats 1976; Lomen and Warrick 1976; Batu

1979; among many others).

Philip (1957a) has derived his series solution for one-dimensional vertical infiltration.
Since the series does not converge for large timé, it was rather the s.implified semi—emﬁirical
two-term Philip’s (1957b) infiltration equation which became popular. Philip ( 1960a, b,c) has'
shown that the nonlinear diffusion problem can be solved analytically if the diffusivity-

muoisture content relation belongs to a certain class of functions. Later, new quasi-analytical
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techniques have been suggested by several authors for the solution of non-line.ar diffusion and
vertical infiltration problems (e.g., Parlange; 1971a,b; Philip and Knight, 1974), with én_ _
increasing accent on infiltration ,fliom rain of constant or variable intensity, i.e., on the
-Neuman—type ‘boundary condition (e.g., Smith and Parlange,. 1978; Morel-Seytoux
1978,1982; White et al., 1979, Clothier et al., 1981; Broadbridge and White, 1988). Another

quasi-analytical solution for infiltration on planer slopes was developed by Philip in 1991.

QOther one-dimensional processes, like the water redistribution after infiltration
(Youngs and Poulovassilié, 1976) and transient or quasi-steady column drainage
{Swartzendruber, 1969; Raats anll‘ Gardner, 1974) received less theoretical attention,
particularly because they are less apt to an analytic solution. The effect of hysteresis in the -
soil moisture content - matric head relation must be inevitably taken into account when

treating the process of water redistribution after infiltration.

2.3.2 Numerical Methods

Regarding the techniques of solution there are currently five widely used numerical
methods exist (Huyakorn and Pinder, 1983). These are finite difference methods, Galarkin
| or variational finite element methods, collocation methods, mefhod of characteristics and
boundary element methods. Thesevsr_nethods are closely related. In several cases the finite
difference, finite element, and collocation methods yield the same approximation. The
method 6f charactéristics is a variant of the finite difference method and is particularly
suitable for solving hyperbolic equations. Finally, the boundary element method, a variant
- of the "conventional finite element method, is especially useful in the solution of elliptic
equations for which Green’s functions exist. In the next three subéections the finite difference

and finite element methods and corresponding models of groundwater problems are re;viewgd
briéfly. The status of three-dimensional groundwater flow modeling has presented in a

separate subsection.
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2.3.2.1 Finite Difference Method

Finite difference methods are conceptually straightforward. Finite difference method
(Remson et al., 1971), with explicit, implicit or mixed difference schemes, belong to the
most frequently used techniques in modeling groundwater flow. The fundamental idea here
is to replace all derivatives by finite differences and thus reduce the 6riginal continuous
boundary value problem to a discrete set of simultaneous algebraic equations. The advantage

of the finite difference method is in its simplicity and efficiency in treating the time

derivatives. On the other hand, the method is rather incapable to deal with complex -

geometries of flow regions. A slow convcfgence, a restriction to bilinear grids and
diffiqulties in treating moving boundary conditions are other serious drawbacks of the
method. In dealing witﬁ non-uniform soils of complex geometry and arbitrary anisotropy, the
finite difference approach is often difficult to apply. The treatment of system-dependent
atmospheric boundaries, such as seepage faces and evaporation surfaces, are difficult with
this approach because the handling of prescribed flux boundary conditions lead to complex

expressions and to non—syrhmetric matrices (Forsythe and Wasow, 1960 ).

Finite difference approximations have been used in a large number of studies solving
one-dimensional (vertical), Variably saturated flow problems (e.g., Day and Luthin, 1956;
‘Whisler and Watson, 1968, Freeze, 1969; Brandt et al., 1971; Haverkamp et al., 1977; Dane

and Mathis, 1981; Haverkamp and Vauclin, 1981). Fewer researchers have attempted finite

differences to solve variably saturated flow problems in higher dimensions (e.g., Rubin, .

1968, Cooley, 1971; Freeze, 197‘1a,b; Narasimhan et al., 1978 ; Healy et al., 1990 ;
Kirkland et al., 1992). Most of the eXisting two-dimensional finite difference solutions to
variably saturated flow problems have limitations. The finite difference models of Freeze
(1971a,b) and Colley (1971) are not robust because they incur numerical instabilities and
convergence difficulties. These problems arise primarily from inefficiencies of the line
successive over-relaxation and alternating directional implicit schemes used in solving the
two-dimensional, nonlinear equations. Kirkland et al. (1992) presented an efficient algorithm
of a finite difference solution to two-dimensional, variably saturated flow problems.
However, the objective.of Kirkland et al. (1992) was to develop competitive nurheric;al

procedure to solve infiltration problems in dry soils. The fundamental flow equation solved
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by Kirkland et al. (1992) (Richards’ equation) does not account for the effects of specific
storage and consequently it cannot be used to model accurately a wide variety of variably
saturated flow problems, including many transient drainage and seepage-face phenomena in
largé domains. Clement et al.(1994) mentioned some of the limitations of the existing models
and developed a physically based two-dimensional finite difference algorithm for variably

saturated flow.

2.3.2.2 Finite Element Method

It is a powerful and extremely flexible method which can easily handle irregularly
shaped flow regions compbsed of non-uniform soils with arbitrary anisotropy. The method
was first applied to a problem involving saturated-unsaturated flow in porous media by
. Neuman (1973). With finite element methods the domain is divided into a number of grid
elements. Each element is characterized by local coordinate functions . This permits the
application of variational or weighted residual priﬁciplés (Wang and Anderson, 1982). In this
method, the objective is to transform the partial differential equation into an integral equation
which includes derivatives of the first order only. Then the integration is performed
numerically over.elements into which the considered domain is divided. Huyakorn and Pinder
(1983) reviewed and presented the appliéation of finite element methods to groundwater

problems.

Finite element method have been successfully used by several researchers to solve the
flow in saturated, unsaturated and variably saturated cases. The classic papers bj Javandel
and Witherspoon (1968) and Zienkiewicz et al. (1966) appear to be first two publications '
describing the use of triangular finite element in porous me.dia flow. Shortly thereafter
Neﬁman and Witherspoon (1970, 1971) and Taylor and Brown (1967) demonstrated the
application of this methodology to the analysis of free surface groundwater flow. Models
for infiltration in unsaturated soil have been developed by several researchers. Abriola (1986)
developed a finite element model for unsaturated flow using hierarchic basis functions.

Hayhoe (1978) studied the relative efficiencies of finite difference and Galarkin techniques
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for modeling soil-water transfer. Celia et al. (1990) developed a general mass-conservative
numerical solution for the unsaturated flow equation ; a modified numerical approach with
mixed form of the unsaturated flow equation was used. Gottardi et al. (1992) used moving
finite element method for one-dimensional infiltration into homogeneous unsaturated soil and
concluded that this method is faster than finite difference and ﬁnite element method for this

specific case.

Finite element techniques to two-dimensional saturated-unsaturated flow problems
were applied by several researchers . Among them are Neuman (1973), Neuman et-al.
(1974), Reeves and Duguid (1976), Bruch (1977), Frind et al. (1977), Yeh and Ward (1980).
In all of these studies nonlinearities were treated using standard Picard solution algorithm.
In order to deal with a wider range of field conditions,. an improved Picard algorithm and
a Newton-Raphson algorithm were used by Huyakorn et al. (1984). In this model the element

matrices are evaluated in a simple and efficient manner using a technique referred to as the

“influence coefficient” technique. All of the models stated in so far are developed by -

“Galarkin finite element method. Cooley (1983) used somewhat different sub-domain finite
element method in combination with Newton-Raphson and strongly implicit procedure. Allen
and Muiphy (1986) introduces a finite element collocation technique for solving variably -
saturated flow in two space dimensions. The scheme used a mass-conserving formuiétion of
Richards’ equation as the basis for the finite difference time stepping method. Panday et al.
(1993) discussed recent advances in finite element modeling techniques for variably saturated

flow problems.

2.3.2.4 Three-Dimensional Groundwater Flow Modeling

In the past twenty years or so, a number of three-dimensional groundwater flow
models have been developed by using various numerical methods. Freeze (1971) was the
first to present a three-dimensional finite difference model. Frind et al. (1978) closely
examined the practical aspects of three-dimensional modeling of groundwater flow system
and concluded it as a practical option. Reisenauver et al. (1982) used integrated finite

difference method. Those models have some limitations which have been pointed out by
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Huyakorn et al. (1986). Gupta et al. (1984) developed a model to simulate multi-aquifer
system and applied to Long Island, New York. A different approach was used by Gambolati
et al. (1986) in which they used a quasi thrée-dimensional approach by considering the
transient leakage across the aquitards using the convolution approach originally derived i)y
Herrera (1970). Recently Paniconi et al. (1993) 'deQeloped catchment scale models and
applied these to real situations. Yu et al. (1994) used Galerkin finite element method
" combined with the collocation method to handle the ﬁme derivative terms in the governing
equation. He indicated a number of limitations to some existing'models. For instance, Gupta
and Tanji’s model (1976), assumed that groundwater flow is steady, the model of Gupta et
al. (1984) and Istok’s model (1989) assumed that all sources and boundary conditions are
time invariant. In qli the above applications, the pressure based form of the variably saturated
flow equations are used. Unfortunately numerical solutions of the pressure-based form of the
closely related, but more restrictive, Richards equation are known to have poor mass-balance
properties in saturated-unsaturated media (Celia et al., 1990, Kirkland, 1991; Clemeﬁt etal.,
1994).

2.4 Status of Groundwater Modeling in Bangladesh

The first 'groundwater model used in Bangladesh is in 1977 under BADC/IDA
Tubewell Project. After‘ward a variety of groundwater modeling studies have been carried
“out. Between 1977-1984, eight groundwéter modeling exercises have been undertaken, ’fhe
water balance study of the BWDB/UNDP (1984) project also modeled the groundwater
component. According to MPO (1987), these models can be classified into three types; Single
Cell models, Multiple Single Cell models and Multiple Cell Integrated Finite—difference

models. A brief description about these models are summarized below.
2.4.1 BADC/IDA Tubewell Project (1977)

Under this project, the main model covered most of northwest region at north of Atrai
basin and another sub-model covered the area between the rivers Atrai and Ganges. Both of

the models were finite difference single layer model with aquifer system of semi-confined
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or unconfined type. The objectives of the models were to forecast the development of DTW.
But the quality of data base was not sufficient for accurate simulation. The calibration period

for main model was November to June and that for the sub-model was September to May.
2.4.2 ADB Tubewell Project: North Bangladesh (1980}

The model was single layer finite difference type with unconfined aquifer system .
The model area covered parts of Dinajpur and Rangpur districts. The objectives of the model
were to forecast DTW development and refinement of BADC/IDA (1977) main model. The

quality of data base was reasonable and the calibration period was dry season.
2.4.3 Rajshahi, Pabna Groundwater Model (1980)

The model was two layer finite difference type with the aquifer system consisting of
confined aquifér overlain by a semi-confining layer. The objectives of the model were to
forecast the development level of DTW. The calibration period was dfy season. The quality

.of data bﬁse was reasonable for aquifer geometry but poor for dther parameters. The

simulation being based on sparse data, results were not published widely.

2.4.4 Development Plan for Waste Water Systems for the Dhaka Metropolitan Area
(1980) | >

The model used was of single layer and of finite difference type. The aquifer system
considered consist of semi-confined aquifer. The objective of the model was assessment of
piezometric head declined under different future abstraétioﬁ schemes for the period 1980-

2010. The calibration period Was from 1966 to 1978. But the qﬁality of data base was poor.
2.4.5 ADB-II DTW Project (1982)

Under this project, a single cell model was developed for the northwest region to
" simulate aquifer responses in six typical areas of six major physiographic units. To test the
~effect of river level fluctuations on the aquifer; strip models were used. The simulated flow

balance was thus consisted of vertical flow and lateral flow as in single ceil model.
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2.4.6 Southwest Rural Development Project (1984)

The model was single layer finite difference type with é semi-confined aquifer. The
modeled area was southwest region of Bangladesh compr'ising the districts of greater Jessore,
Kushtia and Faridpur. The objective of the model was to forécast STW/DTW devélopment
potential. The components of flow balance equation consisted of leakage, recharge,
discharge, inflow/outflow across boundaries which were compﬁted explicitly with no
integrated interaction being taken care between aquifer and semi—cénfining layer. So this

could affect the accuracy of simulation.
2.4.7 The Northwest Bangladesh Groundwater Model

The prime objective of the model was to obtain realistic esti.mates‘-of STW .
development levels in Rajshahi division of Bangladesh. Two criteria were set to determine
the optimum development level of STW. Firstly, the maximum depth to pumping level
should be less than 7.5 m and secondly, the system should be adequately re-filled dufing wet
season. So the complete hydrologic cycle was incorporated in the model simulation unlike
for dry period. The model was finite difference type with internal boundaries primarily based
on major physiographic units and internal rivers whereas the external boundaries were
formed by rivers Ganges and Jamuna and geographical boundary with India. The aquifer
system was simulated as a single aquifer of variable thickness overlain by a semi-confining

layer.

2.4.8 Water Balance Studies (1983) BWDB/UNDP

For the northwest and northeast regions of Bangladesh, wet and dry deep percolation -
rates for 27 aquifer units were determined from this model simulation. But they did not |
represent actual field values. Considering a minimum and maximum recharge peridds during
monsoon to be 90 to 150 days, a minimum and maximum potential recharge quantity based
on wet land deep percolation rate weré calculated. As only 23 percent of the total land area

was cultivated by T. Aman (wet land); the cumulative recharge assuming wet land was less
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than the weighted average recharge considering both wet and dry land conditijons. However,
this recharge value could represent potential rechargc where no-rejection of recharge occurs

due to aquifer full condition.

2.4.9 Model Used by MPO (1987 & 1991)

The setup of MPO in the study of groundwater availability and planning for
development is basiéa]ly equipped with ‘a network of groundwater models. The output from
one model acting as an input for another model and depending on the stage of formulation
or implementation of the plan; different models of qualitatively different status are supposed
to be used as needed. From 1983-1986, MPO within the National Water Plan (NWP)
preparation schedule, model was applled in eight special study areas, each w1th an area of |
100 square km, dispersed across Bangladesh. These arcas were intensively monitored and
data acquired to calibrate the models. In catchment recharge simulation, all catchment Wthh
had data were modeled as a multiple single cell model in which only the vertical components
of flow were considered. In the second phase of the NWP, the existing models of first phase
were adapted for nat_ional assessment and future incremental resource available for
development. There are four models in the network. The models are Recharge Model, Depth
Storage Model, Resource Potential Model and Multi Cell Model. The detailed description

of the models have been glven in the followmg sections.

2.4.9.1 Recharge Model

Recharge model calculates the maximum possible recharge (unobstructed by raised
groundwater table ), and limited only by the rate of deep percolation of the top or subsoil.

The conceptual baSIS is similar to Karim’ s (1984) study in calculation of potential recharge

- with provision for lowering the water table through irrigation during dry season.

b
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2.4.9.2 Depth/Storage Model

This model is used to compute the net available storage in the aquifer system available
for groundwater abstraction. This is an adaptation of the model used during the first phase:.
The methodology ltlas‘been slightly modified in second phase and a range of specific yield
values rather than single value are used in the simulation. The specific yield value and water’

table decline are the two determining factors of net available storage.

2.4.9.3 Resource Potential Model

The model combines results obtained from the recharge model and the depth/storage
model and compute groundwater resource development potential for different flood phases

and for different modes of pumping.
2.4.9.4 Multi-Cell Model

This model is used for the detailed analysis. of groundwater behaviour in the MPO
special study areas, and can also be used in a single-cell mode for individual upazilas. The
main purpose of the model is to obtain a better definition of the parameters which most

strongly affect the computation of potential recharge and the net available storage.

2.4.10 Groundwater Model for Dhaka WASA

Three groundwater models have been used m the past to asséss the groundwater
resource availability in the Dhaka city region. RMP/Montgomery developed a groundwater
model for Dhaka WASA in 1980, Solomon and Chidley review this model in 1986 and lastly
in 1989 Dhaka region groundwater and subsidence model was developed: These are discussed

briefly below :
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2.4.10.1 RMP/Montgomery (1980) .‘.

The model was used to assess the 1mpact of additional groundwater abstractlon on the
aquifer system. It was based on finite dlfference method. The aquifer system was ; simulated
as a single aquifer unit overlain by a sem1—confmmg layer. The study area being surrounded -
by major rivers, it was expected to prevail a good interaction between rivers and aquifer
system. But when the model was run in predictive mode to assess the impact of increased
abstraction from 1980 to 2010, the resuilts of the model showed poor relation between the

rivers and the aquifer.
2.4.10.2 Solomon and Chidley’s Review of the Parsons’ Model (1986)

The limitations of the Parsons” Model, as described by_Sdloman and Chidley, were
“due to pbor representation of boundary conditions and recharge mechanism. They used a
USGS (United States Geological Survey) model to assess the groundwater resource
considering the effect of rivers and the potentlal recharge values from MPO and the
hydrogeological parameters from BWDB. But still the results were not satlsfactory, that is,
similar to those of previous models of Tames |M Montgomery and R.M. Parsons. They did |
not calibrate their USGS model against historical data before predictive run. However, they
came to a conclusion that a detailed modeling of Dhaka area is necessary with special'
emphasis on extending the model boundaries to the major rivers and improved simulation of

recharge mechanism. - j

)

2.4.10.3 Dhaka-Region Groundwater and Subsidence Model (1991)

In 1989, the Dhaka region groundwater and subsidence model study was started with
the purpose of assessing the impact of the proposed installation of 50 new and 10
replacement tubewells. The model was based on integrated finite difference method. A basic
feature of the model is the resolution of three-dimensional groundwater flow into it’s

horizontal and vertical components.
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The areal extent of the model is bounded by three major rivers, Jamuné, Ganges and
Meghna in three sides and the remaining northern part is bounded partly by Old Brahmaputra
and partly by northern edge of Gazipur and Manikganj districts. The gfoundwate: Tesources
model consists of two integrated units. The regional model evaluated the consequences of
groundwater development on a regional basis. The Dhaka sub-model considered the Dhaka
metropolitan area and immediate sui‘r_oundings. This model is sufficiently refined to take into
account the spatial variabiiity of various parameters such as local relief, geology,

physiography, and distribution of abstraction.

The model developed is a four layer model; lower aquifer (main aquifer of
abstraction), lower aquitard, upper aquifer and upper aquitard. Tﬁe two fundamental
principles used are continuity of mass and Darcy’s law. The flows are horizontal in aquifers.
and vertical in aquitards. Both steady and transient state of flows are encountered in the
model. The geometry of aquifer system is defined by the elevations of top and bases of

different layers.
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CHAPTER THREE

METHODOLOGY

3.1 Introduction

The physical processes involved in groundw:;lter flow can be described mathematically
coupling Darcy’s law of groundWater flow with the equation of continuity that describes the
conservation of ﬁuid mass during flow through a porous medium. With some assumption the
resulting mathematical statement of the problem is a second order partial differentiai equation
which is in generalized form called Richards’ (1931) equation. In a slightly modified férm'
rit can be used for variably saturated flo'w. To solve this equation numerically a class of
weighted residual finite element method, Galerkin method is used here. In tﬂe following
sections the theoretical background of the equation of flow and formulation of the

groundwater flow model has been described.
3.2 The Governing Flow EqUatiqn

Darcy’s law in generalized form can:be written as q = -K ¥ h where, h is the total
hydrauiic potential, K is the hydraulic conductivity tensor. If we denote saturated hydraulic

conductivity tensor by K and relative permeability with respect to water phase by k,, then

the equations can be written by Einstein’s summation convention as: -
oh . .. ' .
g=K k2 ijexyz (3.1)
I

where ¢; is the volumetric flux of water (LT") in three axis directions each having a

suinmation of three terms in right hand side.
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For conservation of mass, from the continuity equation, the rate of mass inflow equals
the rate of iricrease of mass in a control volume. In case of transient flow in saturated-

unsaturated soil, considering a local sink, S ,this equation can be expressed as,

_Apgi) | AeSH) (3.2)
X, ot : : -

1

where p,, is the density' of water ; S, is the degree of saturation ; n is the porosit'y'; and S is
the intensity of local sink. For incompressible fluid, density of water (p,, ) is constant. In that

case,

A
ax .

G0

= 5 (3.3)

Coupling Eq. 3.1 and Eq. 3.3, equation for layered',' multi-dimensional flow through porous

media is obtained. The final form can be written as,

oh | - @ . : - |
ERCILS SR CORES | NEWS

If we introduce pressure head () instead of total potential h such that h=y +z, the equatibn

can be written in a modified form,

e gy -2 s s
R T it B A . (3.5)

R
ax ;
where K, is the saturated hydraulic conductivity for z direction ; @ is the volumetric

moisture content; and S, - is the specific storage term for the media.

This mixed form of the equation consists of two state variables. One is moisture
_content, #, which is normally used in uflsaturated flow case and other is ¥, the pressure head,
used in saturated flow case. In fhe unsaturated or variably saturated case, because of the
nonlinear nature of the relations between relative permeability, water saturation, and pi‘cssure '

" head, the governing equation is highly nonlinear.
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3.3 Mathematical Formulation of the Solution Scheme

' The basic approach of the finite element solution scheme is based on sﬁbdividing the
flow region into finite segments called elements bounded and represented by a series of nodal
points at which a solution is obtained. The solution depends on the solution in the
surroundiﬁg nodal points and on an appropriate set of auxiliary conditions. Each elements
of the domain is characterized by local coordinate functions (Neumann et. al., 1975). This
permnits the application of variational or weighted residual principles. In the following
sections mathematical formulation of the groundwater flow problem in terms of the Galefkin

finite element method is presented.
3.3.1 Discretization of the Flow Domain

Initially to avoid complicacy in the representation, the flow domain is subdivided into

"a network of simple brick elements. These brick elements once again subdivided into four
noded tetrahedral elemerits as shown in the Figure 3.1. The four corners of each element are

the nodal points and the global space coordinates (k,y,z) of a node n can be designated by

xp (i=1,2,3). Each element, e,in the domain is associated with a local coordinate function

or basis. function £ ¢ (x,y,z), which are used to express the variation of unknown variables

within an element and also coordinate transformation from global (domain, X,y,z) to local

‘(eIement) coordinates. These shape functions vary linearly inside the element, vanish outside
the element and satisfy the requirement £ (x) = 8, ; where &, is the Kroneker delta

having values of either 1; if m=n or zero, if m  n. The tetrahedral element is associated

with volumetric local coordinate system. These coordinate system has identical property to

basis functions and the required integrations can be performed easily by some direct

integration formulas (Zienkewisch, 1977). The nodes of the elements are counted in a

specified manner to obtain homogeneity in the computation . The convention followed here

is : observing from a node (node 4} , the other three nodes are numbered in anticlockwise

‘direction as 1,2,3 .
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Fig. 3.1 : Discretization of a brick element into tetradedral
' sub-elements with niumbering convention

3.3.2 Galerkin Approximation )

Introducing a general well function Q, (x, ¥,2) , denoting soil water capacity by

.
L

C( ) the flow equation (3.5) can be generallzed as :

Do

LK 20 kigt) - e OGRS (5(xx,)8(ry,) 5(2-24) 0
p axj ot P

(3.6)

sink term S denotes the water extraction by root syslem (T i.e., volume of water extractions

pet tinit volume of soil per unit tlme) Q, is the volumetric water flux at a pomt located at

(%, ¥4 »z) ILYT] and r is the total no. of such locations ; K,-j is the anisotropy tensor for

hydraulic conductivity. Y

Accordi'ng to Galerkin method, an approximate or trial solution 1 in terms of the

pressure head ) at any given time t is obtained in the form of a sum of a finite seﬁi]ence.
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To solve the above equation humerically a trial solution is selected as:

A.r .
V(x, y, 2z, ) = W(X, ¥, 2, 8) = Y W, ()¢, (X, ¥ 2) i (3.7)

n=1
N is the number. of nodes ; ¢, is a set of independent shape functions which are specified .
beforehand. Substituting tﬁe trial solution of Eq.(3.7) in Eq._(3.6) will resuIit in a residual, -
R. .
Residual:

r

R(x, ¥, 2, t) = L()

A (z:u,,(rm,,(x,y,z)wm] clsy 2 (Eltn(r)qx(w{z) |

Il—

-—s(w,x,y,z)—g(S(x—xk)aw—yk)S(z—zk)QJ C e

Y
ar

This residual would be zero everywhere for all x,y,z and t, if the trial solution were the
exact solution. In the method of weighted residuals, an attempt is made to force this residual
to be zero, in an average sense over the entire domain, through the selection of the unknown
values of ¥, (n = 1,2,3,4....N). This is accomplished by forming a weighted integral‘of R
over the entire solution domain and then setting this integral (weighted residual) to zero. In
Galerkin method, the weighing functions are chosen to be identical to the basis functions,
én(X,y,2z). Thus the values of i, are de'termingzd such that these satisfy the initial and
boundary conditions and also the orthogonality requirement of the expréssion R(x,y,‘z) to all

of the functions ¢,,(x,y,z) (m = 1,2,3,4...N). Thus the weighted residual equation becomes:

fﬂR(x,y,z,t') Do (x,y,z)dQ:O : ;o ome 1,2, 3 ..... N (3.9)
or,

. N
j@qj[fﬂﬂ‘-"—é(z‘l#.(f)qb,.(x ¥, 2) KK (%, y, Z)dQ“

f(C+7; )E ad,.(t)qb”(x y,2)d(x, ¥, z)dn_fs(q;x v, z)q’)m(x ¥, z)dﬂ

n=l1

qu,,(x ¥, 2) (ZS(xﬂxk) (P9 (z-2) Q) dQ - 0 (3.10)
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Now the first term of the above equation contains second order partial differential. This can '
be linearized by integral transformation with the help of divergence theorem which finally .

yields to Green’s theorem. Then this can be written as :

Jo U KK (Ew,,(r)qb(x y,z) + KL dfx,y,2)dD

- | |
[ KR (3 (1) 8,3, 2)) KK 1 dnlx 7, ) mids
j n=l

i

N .
3 g k22D SOy gt ST

i i v i

. 0 i a ‘: ’
- [qimdx,y,2)ds - zl;q,fKK;i (b"b;x?} z) qbn(gxy 2

1l

i

O
fKKz —qb'-'_‘(%u)—dv . | (3.11)

I

where n; is the unit normal vector to the surface S. Subscript v and s indicates volume and
surface integrations reSpeétivcly. Substituting Eq. (3.11) into Eq. (3.10), the final equation

is,

N .
'fq"ﬁf‘ m(x’y’z)ds“zllfanKf a%{g};y,l) a%();;y’Z)dV“ffﬂﬁfg%"dv

_ Zf(a 9s) a:n %595 2) $u(%, 3, 2) dv - [ Se.(x.y, z)dv

n=1

_ fv(ﬁ”t(x,y,z)(§8(x—xk)6(y—yk)8(z—zk) Q,() dv =0

or,

v
Z\b"fKKf 5¢m(x Y, Z) aqbr:(x Y, Z)d +Ef(c S) ‘(x ¥, z)qbn(x ¥, z)dv

m=1 1’ n=1

fsqin X,V z)ds+fKKz Mdv+f$qu(x y,z)dv

+fvtf)n(x,y,z)(éB(x—xk)S(y-yk)S(zﬁzk)Qmbk)dv =0 ‘ (3.12)
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In matrix notation the above equation can be written as:

[A,,.,;]{w}+[8,,,,,1{ My o)+ G+ E)+ W) =0 ;3 mn=1,2,3...M3.13)

“Thus the finite element spatial discretization yields a system of ordinary differential
equations. The equaﬁions are nonlinear in variably saturated flow conditions because the
matrix elements A, and B.. are function of the riodal unknowns . The values of the matrix -

eleinents in the integral form are given by :

f 4 a¢"(x 2:2) 3(%:,2) 4 (3.14a)
2 .
f(C+—S ) ol XY, 2) Gu(X, 7, 2) v © (3.14b)
_ A ad)m(-xs.ysz)
G = kaklz Tdv o (3.14c)
Er'ﬂ:fS(i)m(xsyaz)_dv . ‘ . ' -(3.14(:1).
| Q, = ”'f qf'”ids‘ | _ : ' (3.14e)
o s ]
Wow [dx7,2) (L8580 308220 Q)dv (3.145)

The above integrations are performed in a piecewise manner on an element basis. The use
of element basis functions and local coordinate system facilitate this procedure. Thus element
matrices are formed. Summing the contributions from each element matrix associated with

a node, the global matrix for the entire domain is formed.
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To solve the ordinary differential equafion (3.13), a proper time discretization is

3.3.3 Time Discretization

necessary. In saturated flow when tl*‘;'e specific storage is zero the time derivative disappears.
At this condition the governing eqhation becomes elliptic type and in other cases this‘is
parabolic type. Change in 't)oundar}Tr conditions of the saturated flow hés an instantaneous
effect on the entire saturated region.‘ The solution is no longer a continuous function of time.
Pressure head of current time level is independent of the pressure head of previous tirﬁe

n|adopted here.

Jevel. For these reasons and to get a correct specification of the time dependent part a fully
implicit difference scheme has bee

To ensure good mass conse%ratiqn of coxﬁputation especially in the unsaturated zone
the mixed form of the governing 'flow equation is best suited. This mass conservative
formulation have been introduced by Celia ét'al (1990) and used by other researchers in
finite element and finite dlffcrence methods successfully To achieve this, time dependent

storage term (in the equation 3 6 )can be written as :

(&L, o

Subsequently the computation of storage matrix [B,,] will be changed. So equation (3.13)

can be written as (subscript m,n are omitted here) :

[ A] e B (2004 By] (L0 GICE W QM W0 (3.15)
where,
Blmnzfvd)m(x!y’Z)¢n(x!yvz) dV (3.156\)
Bann:fv% ‘Ss b Ax,y,2)b(x,y,2) dv {3.15b)
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The time detivatives are approximated by backward Euler finite difference scheme. For the

pressure head time derivative term,

.
%g llLlAr- U, (3.16)
Y .

‘where subscript t and superscript i indicate the previous time level and Picard iteration level
respectively . At is the time step ; i+1 and t+1 indicating the current levels, At = t,;-t;

For the moisture content derivative term
o8 ~ £ +1 _9; - _. (3.17)

To obtain compatibility of the two forms (f and ) of the dependent variable together with

mass conservation Celia et al. (1990) expanded Hfi} in a truncated Taylor series with

respect to the pressure head (¥) perturbation arising from Picard iteration, about the

expansion point (Gﬁ s t]f,l) . This is as follows :

01 = 0 + 49 (Wit 0(5)

where § is the difference of ¥ between two successive iteration level. Neglecting higher order

terms this can be written as :

flogl s Ga(di-da)

A 9::% - :;+] = Cti+] (l”:{ - lu-tl) A - . (3-18)

with the ‘help of the Eq. (3.18) , the discretization of the moisture content can be divided |

into two parts as,

i+ i pi i i1 i '
of 6t+1_9; 6!+1_ f+1 9t+1_9: i lud_ll';w*l !+}_9;‘
el = = 3.19
¥ M N A YR TR (3.19)

The first term of the right hand side includes the pressure head difference between two
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successive Picard iterations at the current time level. So this is an estimate of error between
two successive iterations, which should be vanished with the contribution of water capacity
at the end of the iteration process when the numerical solution converges. This particular

feature guarantees relatively small mass balance error in the solution.

Now, in general, the space derivative terms can be written as a linear combination

of two time levels as:
(A = ol AJ W, - (1-e) [A] 4, | (3.20)

where, « is a time weighing factor.
So, from Eq. (3.13)
. W, gt
(A1 (altfg + (1-a) b)) [ B ottt Vo o (Fyen =g
where F stands for the summation of all the terms in Eq. (3.13) or Eq. (3.15) excluding first

two terms. By rearranging,

(af A = LBy = LBL (1 ] oty ~(al F ¥ 1o(1a) O F b (321

In the above equation, o, the time wéighing factor, may have vaiues from O to 1.

if « = 0, fully explicit scheme,
a = 1, fully implicit scheme,
o = 1/2, Crank Nrikols'on scheme.

To evaluate coefficient matrices Amn,an,- i)ressure head values used from the relation
Yo =a P+ (Lo

From equation (3.15), ihcorporating Eq. (3.19)

q'( 1I'#’rl i 9;-+1_9;

(Al (alyill + (1 ) ) + [ B} iaGl Hi ¥ gy, 2
T
+[‘BZ]£*11M+$I—1II = - f‘+1 - {‘E}I+1 + {Q}fﬂ_{W}fﬂ
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(o LBG LBy or LB Gy (LB 1)

- Lou ({9}:*14},)-{(; E O - (3.22)

The coefficient matrices are function of the dependent variable ¥, so this equation is
nonlinear. At the start of a new time level this is linearized by evaluating the coefficient
matrices using pressure head values obtained by linear interpolation of y over the time step.

For fully implicit scheme , o = 1, then,
B Cz+ B [+
(4 » g Lol i

[B]G*%p}m L], - L2 (g1 ut)) - GHEM QWY (3.23)

As stated earlier, the coefficient matrices are determined element wise and then these are
assembled to find out the global matrices. For elemental cdmputation, local coordinate
systems and local basis functions £e (x,y,z) are used. Now the aquifer properties may be
considered constant over an element or to vary over each individual element in a designated
fashion. In the later case, the concept of functional coefficients are used to approximate the
aquifer property distribution over each element. In the same manner as was used for the head
distribution, the aquifer property distribution is approximated using the shape functions. Thus
the aquxfer properties are approximated as a linear combination of the property valucs at the
nodes. These relationships can be written for hydraulic conductivity, K, moisture content,

8, the soil water capacity, C, root water extraction rate, S as follows :

4

K(x,y,z) = Z;K(xuyuz,-)if(x,y,Z)
4

8(x,y,z) = Z;g(xf:}’iszi)gf(x’}’sz)

- | (3.24)
Ax,y,2) = };C(xi,yi,zi)if(x,y,z)

4
S(x,y,z) = Z;S(xfa)’iszi)gf.(x,y,z)
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‘where (x,y,2) ¢ ©, and i stands for the corners of the element e. Then the integrations of

Eq. (3.14) can be written for the final Eq. (3.23) as:

ok, 0&n
A - ZK;Kff £ (x,y,7) k%20 2) E“;xf %) gy
‘ = eZ 361’ KIBmB +KY)’ Cmcn+KﬂDrrpn+K9’( Cn+CmBn) +I§‘;4(Bnpn‘+Dan(3 _25a)
Kz (CLAD.LC)]

"2 Ty, 36 KﬂBan“‘KA Cn+1<2fDnDn)

Here, the last expression is for the case when the principal direction of anisotropy coincides

with the coordinate axes ( then K; =0 for i#j) ; K is the average Hydraulic

4
conductivity in the element ( K=EK1/ 4) ; 1 (=1,2,3,4) indicates the four corners of a
A :

tetrahedra element ; v, is the volume of the element, the coefficients B,, ,C, , D,, are the

coefficients associated with element basis functions.

In computing matrices [B,] and [B,], there are two alternatives. One is consistent
formulation, i.e., 'evaluating the elerﬁent coefficients asit is . Other is lumped formulation
by lumping the total mass of an elernent equally at the nodes of the element . Experiences
from the researchers indicate that, in the consistent formulation of the mass matrix,
calculated preséure head, , tends to exhibit oscillation around it’s limit. A more stable -

- solution is obtained with the lumped mass matrix ( Huyakorn, -1983). In this case, storage

matrices are diagonal.
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Now, from Egs. (3.15a,b),

U]
I

v = 3 [ ERERdv

v .
S fveiidV: Yy —456,,,,, ;6 is the Kroneker delta
] e

(3.25b)
= g % s Ifm=n '
=0 . ; Ifm+n
. - l 9 e, e ’
BZmn - va _ﬁssgngm dv
— E e ) e .. . . . ‘- _
= ( HSS) 5,.,,,,282 fVBE,,dV ;86 Is the Kroneker delta (3. 250)
Oy . oipm
WZE:(;SS).T ,1fm-n
= ; If m#n
zzfﬁwig‘nd" :EE[KAB +KAC-+K£‘D,,,] | (3.25d)
4 Ve &Cl z 6 T m Z =m
el . _ Ve —_
- ezfveS(x,y,z)Em(x,y,z) dv = ;w(smms) | | (3.25e)
A . |
f q:m,dT = ¢, | - (3.25£)
m=fvsbm(x,-y,Z)(,;S(x'—xk)S(y—yk)a(z—zk) o)dv = Q. (3.259)

In the above equations, S,, is the sink term associated with node m ; S .is the average over
the element ; O, is the recharge (+ve) or discharge (-ve) of wells at node m ; A, is the area
of the triangular face exposed in the boundary ; and ¢, [LT'] is the flux across the

boundary node m (positive when directed outward of the system)..
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3.4 Computational Strategy

3.4.1 Iteration Process

After applying Galerkin approximation, the system of time dependent integro-
differential equations ére_ noniinear because the mafrix elements, 4; and B, are fﬁncti_ons of .
the nodal unknowns, ¥; . So the first estimate of solution must be improved by an iterative
process leading to a convergent solution. Picard iteration method, and Newton - Raphson
method are the two methods to treat this nonlinearity. Although Newton-Raphson method is
second order convergent and Picarrd method is first order (i.e., error decreases linearly with
the error at the previous iteration in Picard method and in Newton Raphson method the error -
in present iteration is approximately proportional to the square of the previous iteration’s

error), Newton - Raphson method, unlike Picard method, requires continuity of the gradient

of hydraulic diffusivity (3—-{3) , for convergence ( Huyakorn, 1983). -

In the present case, Picard iteration method is used. At eéch iteration, the coefficients
are determined using the solution of previous iteration and the new equatidns are again
l'so}ved. Updating of matrix elements is performed by recomputing values of relative
pefmeability, moisture content and overall storage coefficieni of the mass accumulation
terms. Iterations are performed until the successive change of pressure head values is within
a prescribed head tolerance in all the nodes of the domain. At each time step, the first
estiimate (at zero iteration) of the unknown y value is obtained by extrapolation from the
values at the previous two time levels. To save a considerable amount of computer time, it
is possible to reduce the computation region for a certain class of problems (e.g., for
infiltration in relatively dry soil). This is done by a check after the first iteration (Sfaufer,
1984). Subsequent iteratibns are limited to those parts of the flow region which exhibited
changes in the nodal value of the pressure head during the first iteration that-exceeded a
-prescribed small tolerance. These parts include all elements surrounding nodes for which

changes in the pressure head were recorded.
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3.4.2 Time Control

For transient problem, computation is started from initial time (§=0) . After that
computation is proceeded by time marching throu-gh the accretién of time steps with the old
time. This is the time level of numerical schéme. Also we have some time dependent input
(such as river water level, rainfall precipitation ) which should be read in specified time
levels. And finally the required output is sought in certain time levels. So during the
computation there are three time levels such that first one is reforming as computation
proceeded while the second and third time levels are predetermined by the user to input data

and store output. These are discussed below :
Time Control in Numerical Scheme

Owing to severe ponlinierities encountered in problems of flow in variably
saturatéd soils, the iterative procedure in the scheme may not converge unless time step (At)
is unusually small, although this condition will be improved when a larger part of the flow
region becomes saturated and thf:reby| At.can be increased. So a autoinatic time-stepping
control is incorporated in the program as suggested by Huyakorn et al. (1983). This is done '
" by: | |

a) Inmitial time step At and magfi;num allowable time step At,,, is selected .

i

b) Maximum number of iteration per time step is selected ( say, 10 iterations). This

is used as a criteria for reducing or increasing the time step value.

¢) If it takes more than the prescribed number of iteration (10) to obtain
convergence, the time step would be reduced to 1/2 or 1/3 and the solution reinitiated -
from the old time level. The"time—step reduction is continued until satisfactory
convergence is attained. . -

\ : .
d) If convergence is reached within a smaller number of iterations (say,< 5 ), then

increase the time step by multiplying a factor (1.1 to 1.5). This procedure is
) .

b
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continued until At is less than or equal to the presélected At -

¢) If the number of iterations is in between the two as stated above (i.e.,10 x

iterat’ion>5),‘ then set time step to the same value as the current time step.
Time Control of Time Dependent Input

The input data for time depend?nt input variables such as river water level, rainfall,
evaporation are generally found in hourly, daily or monthly basis. The time marching in the -
numerical scheme should coincide with the input time level to feed the data in proper time.
So when solution time is approaching to the input time level, then an adjustment in the time
éteppihg is made depending on the existing time step and the difference between the time
level in the numerical scheme and the next time level of the input data. |

!3

Time Control for Output

During the data preparation of the program, a number of time levels is specified to
store the output of simulated unknowns such as pressure head, moisture content,
inflow/outflow through boundary, flux etc. Here also, an adjustment of the time stepping is

required to coincide with the desired print levels,

3.4.3 Computation of Soil Hydraulic Properties

At ‘every iteration level, for the unsatura_tg:d zZone moisture éontents (1), hydraulic
conductivities (K) and specific water capacities (C) are required for a set of pressure head
(¥} of the nodes for each soil type of the flow domain. These are calculated from the
characteristics equations or hydraulic functions (-e. g., van Genuchten and Nielsen, 1985) for
a specified set of hydraulic parémeters. In the program, ‘at the beginning of numerical
solution a table of these are produced at prescribed pressure heads, ; , within a specified

interval (i;,¥,) such that the ratio between two consecutive entries of y in the table -is
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constant. During iteration the values of 6(y), K(¥), C(y) are calculated by linear
interpolation between the entries in the table. For large computation, this interpolation

technique is much faster computationally than directly from the hydraulic functions.

3.4.4 Water Balance Computation

One measure of a numerical simulator is its ability to conserve globdl mass over the
domain of interest. Adequate conservation of global mass is a necessary but not sufficient
condition for acceptability of a numerical simulator. To measure the ability of the program
to conserve mass, 1mass balance error (absolﬁte and relative) are computed at designated time -
of the simulétion period. Absolute mass balance errors are computed as the difference
between the change in moisture storage in the catchment soil and the net boundary influx
(amount of water entering or leaving the catchment at the boundaries).

Mathematically , Absolute mass balance error,

AMB(1) =V, -V,+ [T A,de —fa’nEQ,dt (3.26)
. L
where V, and V, arc the actual volumes of water in the domain at time t and zero
respectively; T, is the actual transpiration rate ; A, is the area of the soil surface associated
with transpiration process. The first twb terms (V, - V,) give the moisture cﬁange in the
domain between time zero and t. The third term represents the volumetric sink term | i.é. ,
cumulative root water uptake, and the fourth term gives the cumulative flux through nodes,
n,, located along the bbundary of flow domain or at internal source and sink nodes.

The actual volume of water, V is calculdted from

e 4 o
VXL (o) | (3.27

The first summation indicates the summation over all elements (e) with volume v, of each
element of the domain and the second indicates summation of moisture content (§) of four

corner nodes of an element. Normalized or relative mass balance errors are obtained by
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dividing the absolute mass balance errors by the net influx. For three dimensional flow
computation and catchment scale simulation a very small value to approximately 8% relative

mass balance error has been reported by Paniconi et.al. (1993).

- 3.4.5 Computation of Nodal Fluxes

After corﬁpu’tation of pressure head ét the nodes, the components of the Darcian flux
are calculated at selected print levels. The expressions for the three cbmponents of nodal
fluxes (¢,.9,,g,) can be obtained from the Darcy’s equation (3.1) by replacing ¢ with it’s
approximate value in terms of basis function and performingl the differentiations. For a node,
the contribution from each of the elements associated with that node are considered. From

Eq. (3.1),
. 4 ‘
0,=K(Kf' SR =K 50 W8y, 2)) K 5 ds) € x,y,(3.20)
J / = .

where k = 1,2,3,4 , four nodes of an element.

After performing the differentiation and summing over elements,
1 K, < i : | '

g = X le= (Lwv) + K 5 iex,y,z (3.29)
e e, e k=1

where,

Y;c zKika'i'K;‘Ck +K}ka 3 k=1;2>3’4

and v, is the volume of the element, N, is the number of elements associated with node 7.
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CHAPTER FOUR
PARAMETERS OF THE MODEL

4.1 General

The success of a numerical model depends on the real h)‘rdrogeological
characterization of the simulated system. In case of saturated-unsaturated flow in excess of
saturated hydraulic conductivity and storage coefficient, the equation includes two hydraulic
- characteristics of the porous medium. These are the retention curve, 8 ( Y ) and the hydraulic
conductivity function, K ( { ) related to negative pressure head. The equation also contains
a sink térm ,($) and a root water extraction term. The parameters related with these are

explained brieﬂy in the following articles.

4.2 Characteristic Curves of Unsaturated Hydraulic Parameters

In order to solve the governing flow equations as described earlier, one must specify
the constitutive relations between the dependent variable and nonlinear terms (moisture
content, moisture capacity, and conductivity). These characteristic relations can be input to
a numerical model as data in tabular form or more commonly, as empirical expressions fitted
to observed data. There is no need for a separate expressions relating moisture capacity and
pressure head, as this relation will follow by differentiating the moisture content-pressure
head function. It is also common practice to use a conductivity-pressure head reiafionship
which is derived from the moisture content-pressure head function, using some physically
- based approach such as the distribution of pore sizes. In this way the number of fitting
parameters in the constitutive relations is kept to a minimum, and the need for unsaturated
conductivity measurements is obviated, allowing the relations to be fitted using only

measurements  of moisture contents, saturated hydraulic conductivity, and pressure head,
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which are more easily available and more reliable.

A number of equations can be found in the literature for approximating these
functions. The present work makes use of a set of closed form equﬁtibns rescrﬁbling those
of van Genuchten (19805, which are later modified by Vogel and Cislerova (1988). In the
course of the dévelopmeht and testing of the present numerical code, two other formats of
these functions are also included and these are optionally ‘available in the program to use if
necessary. One of these, is given by van Genuchten and Nielson (1985) and other is used by

Huyakorn et al.(1986). An explanation of these equations are as follows.

4.2.1 Vogel and Cislerova’s Modification (1988) over van Genuchten’s Equation

van Genuchten (1980), used the statistical pore-size distribution model of Mualem -
(1976) to obtain a predictive equation for the unsaturated hydraulic conductivity function.

The original van Genuchten equation for the retention curve is :

S, = [1+]agr] for =0 | |
o ] for 40 (4.1)

[

where S. (dimensionless) is the degree of saturation; y is the pressure head of dimension [L];
o an empirical parameter [L"']; n and m (=1-1/n) are dimensionless empirical exponents.

The degree of saturation can be written as :

S = L {4 .1a)

where ¢ [dimensionless] is the volumetric moisture content; 6, is the saturated volumetric

moisture content; and 6, is the residual (immobile) volumetric moisture content. |

By combining Eq. (4.1) with the Mualem’s (1976) theory and assigning m=1-1/n,

van Genuchten (1980) arrived at a hydraulic conductivity function :

42




K(W) for

. where K is the unsaturated hydraulic conductivity [LT"]; K, is the saturated hydraulic

conductivity; and K, (dimensionless) is the relative hydraulic conductivity, which equals to

K - 53’?[1~(1—S:’")"1]2 - . (4.2a)
Vogel and Cislerova (1988) suggested some improvements to the van Genuchten formulae,
allowing for the non-zero air entry value as well as for an abrupt transition from the moblle‘

state of the soil moisture to the immobile one during desaturation. Their formula for the

retention curve 18 :

g -9
0w - 0,0 Bt
=0 (1+|011|JI) L0y (4.3)
-9, Y S sy

where 6, and 6, are imaginary upper and lower limits, respectively, of the volumetric
moisture content. )2 is the air-entry pressure head value; and y, is the highest value of the
- "pressure head for which the soil ﬁoismre is still immobile. A provision was also made by °
Vogel and Cislerova (1988) for the possibility of matching the hydraulic conductivity function
to a measured non-saturated value of hydraulic conductivity K, at some moisture content 6,
for which dlso the value of pressure head y, is known ( 9k<95 , Ki <K, ). The resulting -

hydraulic conductivity function is :

K(‘E = KsKr(q? . X ; P, :
=1§c+(¢¢’{3£§_ D ey (4.4)
s k .
=K o o Y=y,
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Fig. 4.1 : Schematics of the soil-water retention.(a) and hyd“raulic conductivity (b)
functions as given by Egs. 4.3 and 4.4 respectively
where
, 1 e ,
K—:ﬁ[ Sc]?[r(gr) F(g)]l _ (4.5a)
K Sa F(8,)-F(6;) _ :
-6, 1 ' :
F(g)z[l_( 9 _9 ) m]m . (4.5b)
M= 1ﬂ—1— , n>1 (4.5¢)
n
6-6,
S, = QJHGr (4.54)
Gk_gr ’ ' .
- S(.k - HJ_Gr | | . . (4l58)

So, when this model of hydraulic characteristic functions of soil are used, the fitting




parameters that should be identified are :

o, 6, 6, 6, 0, K K, n a

4.2.2 van Genuchten and Nielson (1985)

van Genuchten and Nielson (1985) gave retention curve and _hydraulié conductivity

function as follows:

O =0, + (6,-6)[1+p]™ for =0 : (4.6a)
oy =6, . for w0

L
K () = (1+B) 2[(1+B)™B™?% for. =<0 |
K(p =1 for 4xOn (4.6b)

.where §, is the residual moisture content; f, is the saturated moisture content; v, is the
capillary or air entry pressure head value; ¢ = (y¥/y,)" ; and n can be interpreted as pore

size distribution index such that, m = 1-1/n.

The pararneters related to soil-moisture characterization-are :
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4.2.3 Constitutive Relations Used by Huyakorn et al. (1986)

To represent the soil moisture characteristics, the relations used are fitted .curves of

analytical expressions which are expressed as.:

A ..
Se = ———— lI"-<]‘|'[f.z
s Ar( |-, ) ® "
= k A
X - s (4.7)
Sw_Swr
Se= 15

where, S, is the degree of saturation; 4, B, n are fitting parameters; S, is the water
saturation, i.e., ratio of moisture content to porosity; S, is the residual water saturation; and
Y, is the air entry pressure head value.

The parameters related here are :

A.Bn‘I",S

wr

4.3 Water Extraction by Roots

In the field, the living plant root system is dynamic (dying roots are constantly
replaced by new ones), geometry is time dependent, water pcmeability varies with position
along the root and with time . Root water uptake is most effective in young root material,
but the length of young roots is not directly related to total root length (Feddes et al.,' 1988).
In addition, experimental evaluation of root properties is hardly practical, and often
impossible. Thus instead of consi'dering water flow to and in single root's, a more suitable
approach is the macroscopic one, in which a sink term S (volume of water per volume of.
soil per unit of time, T) representing water extraction by a macroscopically homogeneous

element of the root system, is added to the continuity equation for water.
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The rate of water uptake by plant roots depends on the atlﬁdspheric conditions
(expressed as the potential rate of transpiration ) as well as on conditions prevailing in the
underground, and of course on the state and properties of the root system itself. The rate of
water extraction, S, is usually believed to depend in a linear way upon the difference in the
water potentials between the bulk soil (not in the vicinity of the roots) and at some reference
point in the plants (e.g., at the base of the stem ; Hillel, 1980, p.181). An alternative
formulation , which fs more suitable for computations but less explanatorj from physical
point of view, makes extraction rate, S , dependent directly upon the vertical depth below
soil surface and upon transpiration rate, without feedback (e.g., Molz and Remson, 1970;
Nima and Hanks, 1973a, b; Feddes et al., 1974). Feddes (1981), Molz (1981) and Campbeli
(1985) gave an overview of possible S- functions. |

Feddes et al. (1978) described S semi-empirically as :

S(W) - a()s, | e

where the water stress response function a(y) is a prescribed dimensionless function (Fig.4.2)
of the soil water pressure head ¢ (0<a <1) and §,is the potential water uptake rate [T'].
Fig. 4.2 gives a schematic plot of the stress response function as used by Feddes et al.
(1978) . In this case, water uptake is assumed to be zero close to soil saturation (i.e., when
the soil is wetter than some arbitrary anaerobiosis point, which in terms of pressure head is
¥,) . For the soil drier than the wilting point pressure head ( < ¥,), water uptake is also
assumed to be zero. Optimal water uptake is considered between pressuré heads ¥, and y,
, whereas, for pressure head between ; and v, a linear variation and between' ¢, and y,
a linear or h'yperbolic variation is assumed. The value of 1,&3. is dependent on-thc-de.mal_ld of

the atmosphere and thus varies with potential transpiration rate. S, is equal to the water

uptake rate during periods of no water stress when a({) = 1.
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U, . - W,

Pressure Head, 1

Fig. 4.2 : Schematic of the plant water response function, a(is),
as used by Feddes et al., 1978 ‘

When the potential water uptake rate is equally distributed over a root domain , S, becomes

r.
)

-1
S LxLyLzA'TP : 4.9

where T, is the potential transpiration rate [LT]; L,, L, L, are the dimensions of the toot
zone in three axis directions; and A, " is the area of the soil surface associated with the

transpiration process. It can be noticed here that S, reduces to 7,/ L, when 4, = LL,.

The above equation may be gereralized by introducing a nonuniform distribution of

the potential water uptake rate over a root zone of arbitrary shape [Vogel, 1987] :
S, =b(x,y,z)A,Tp _ (4f10)

where b(x,y,z) isthe normalized water uptake distribution function [L*]. This function
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describes the spatial variation of the potential extraction term S pover the root zone, and is

obtained from b(x,y,z) as follows :

fnii(x,y,z) daq | (4.11)

where 2, is the region occupied by the root zone and b(x,y,z) isan arbitrarily prescribed
distribution function. Normalizing the uptake distribution ensures that b(x,y,z) integrates

to unity over the flow domain belonging to the transpiration-associated area 4, , i.e.,

fnb(x,y,z)dﬂzl O 4.12)

From Egs. (4.10) and (4.12) it follows that §, is related to T, by the expression :
1 - | |
Z"fn S,dQd=T, | | (4.13)
! r : _ ,

The actual water uptake distribution is obtained by substituting Eq. (4.10) into Eq. (4.8) as

follows :
S(hx,y,z) =a(lhx,y,2)b(x,y,2)AT, (4.14)

whereas the actual transpiration rate ,. T,, is obtained by integrating Eq. (4.14) as follows:

1 ' | ‘
T, - Efﬂfsm: Tpfﬂra(w,x,y,Z)b(x,y,Z)dﬂ | (4.15)
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CHAPTER FIVE

Sy

i
i
1 ;
i

TREATMENT OF AUXILIARY CONDITIONS

5.1 Introduction : ‘ | :
: :

The governing differential efqllgation of flow through porous medium, describes a class
of phenomena and does not represei_lt any specific case. From infinite number of possible
soiutions, to find out the specific ong, it is necessary to provide supplementary information
that is not contained in the equation. Excépt the definition of the geometry of the flow
domain, the most important informations are initial and boundary condition of the flow. '
Boundary and initial conditions are motivated by the physical reality of the flow. Hence, they
are first determined or assumed, on the basis of the available information and past experience
in the field and then expressed in m!h_thematicél forms. Different boundary conditions lead
to different. solutions, hence the imﬂ)?ortance of correctly determining the conditions which

exist along the real boundaries. i

' i
5.2 Initial Conditions ‘

specification of pressure head y or moisture content, 8

Treminy,

--'

Initial conditions include the

i

at all points within the domain @ at $ome initial time, usually denoted as t = Q. This can be

written schematically as specifying

=f(x,y,2,0) ;- call (x,y,z) € Q ;(5.1)

where f is a known function. For three-dimensional case, setting of initial condition is -
complicated to some extent. Generally it is not possible to collect data for all the nodes from
field. One can generate the initial heads based on knowledge of the initial water table

distribution or initial soil saturation deficits at some selected locations in the field. For the
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location of water table or piezomietric level, at all nodes, some interpolation (bilinear, or
weighted) are required. Altem:atively, the initial head distribution can be obtained by
solving a steady state problem, for example. A water table depth or soil moisture deficit can
be éonverted into a vertical pressure head distribution uéing' a hydrostatic assumption. In the .
present case, a separate program flas been developed for three-dimensional mesh generation
which includes an option for initi;al condition .setting. A set of known piezometric level is
used and the program transfer this known values of piezometric level to the pressure head

of the nodal points of the domain by interpolation.

5.3 Boundary Conditions

The boundary conditions define the situation at the boundaries of the flow domain
during the whole time period considered. Three basic types of bOundairy conditions are
usually distinguished (e.g., Dennemeyer, 1968). These are Dirichlet type or prescribed head,
Neumann type or prescribed flux and mixed type. Boundary conditiori's may be system
independent i.e., when the condition in a given node is determined apriori (including’ its
temporal variability, if such is the case). These may also be system dependent which change
either its numerical value or its structure and type or both depending upon the instantaneous
state of the flow domain or of its part. In thgvpresent case all of these kind of boundziry

conditions with their numerical implementation are used.

5.3.1 Dirichlet Boundary Condition

A certain value of 4 scaler quantity (here pressure head, ), is prescribed at every

time instant in each nodal point of the boundary,

Wx,y,2,6) =f(x,9,2,¢) for (x,y,z) e T} (5.2)

where I';, is a Dirichlet type‘bou'ndary segment, and f is a known function of X,¥,Z, and t.

Generally all boundary nodal points on the river bottom and on the permanently submerged
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sides can be provided with a Dirichlet boundary condition. However, in the regions that can
be variably under water or above \_r:vater, a combined system-dependent Dirichlet/Neumann

condition is to be defined.

Finite elemient equations corresponding to Dirichlet nodes where the pressure head
is prescribed can be eliminated from the global matrix equation. An alternative and
numerically simpler approach is to replace the Dirichlet finite element equations by dummy

expression of the form (Neuman et al., 1974).

'.Snmqjmd hn (5.3}

where -6,,,“ is the Kronecker delta and h, is the prescribed value of the pressure head at node
n. The values of h, in all other equations are set equal to ¢, and the appropriate entries
containing , in the left-hand side matrix are incorporated into the known vector on the right-
hand side of the global matrix equation. When done properly, this rearrangement will .
preserve symnetry in the matrix equation. After solving for all pressure heads, the value of
the flux , can be calculated explicitly and accurately from the original finite element

equation associated with node n'(e.g., Lynch, 1984).

5.3.2 Neuman Boundary Condition

A certain value of a vector quantity such as the Darcian flux 4 is prescribed at every
time instant in each nodal point of the boundary or in other words, the flux normal to the
boundary surface is prescribed for all points. This can be expressed as

— =

g.a=qmn; =f(x,y,2,1) for (x,y,z) € Ty (5.4)

where T indicates Neuman-type boundary segment, f is a known functionof x,y, z and
t ; n; (i €x,y,z) are the three components of the outward unit vector normal to the
boundary Ty, q; (i € x,y,z) are the three components of Darcian flux in three axis

directions at the point (x,y, z) . A special case of this type of boundary is the ifnperVious
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(no flow) boundary, where the flux normal to the boundafy vanishes everywhere i.e.; the
- function f (x, y, z, t ) isidentically equal to zero. This type of condition is the most natural
boundary condition of the finite-element method. In the present algorithm, the nodes with thg
no-flow condition are treated as internal nodes without sinks or sources. The values of the
fluxes Q, at nodal points along prescribed flux boundaries are computed accordihg to
equation ( 3.25 e }. Internal nodes which act as Neumann type ‘sources or sinks (such as |
pumping or recharging well) have values of Q, equal to the imposed fluid injection or

extraction rate.

5.3.3 Mixed Type Boundary condition

A relation is prescribed between a scaler quantity and a vector quantity at every' time
instant in each node of the boundary. If the pressure head ¥ and the Darcian flux q are these

quantities, then an equation is to be fulfilled which may be typically of the form
F($Vq) =0 for (x,y,z) €Ty . (5.5)

where I'y; is the mixed-type boundary segment and F is a scaler function of one scaler and
two vector arguments ; it must be, of course, different from the Darcy’s law which is of the
same form. A simpler case is so-called free-drainage boundary condition where the gradient
- of hydraulic head is assumed unity at the bottom of a soil profile, so that the Darcian flux
is equal to the instantaneous hydraulic conductivity in the node which, in turn, is a function
of the nodal pressuré head or moisture content. Simunek et al. (1992, p.14-15) speak in this -

context about the Cauchy boundary condition.

A characteristic exafnple of mixed type of boundafy is the bottom-flux (deep—drainage)
boundary condition as defined by a semi-empirical equation suggested by Hopmans and
Stricker (1988) :

(W) = -A,xp (B,, |W-RGL)) (5.6)
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where 4, and B, are empirical parameter, RGL represents the reference position of the
groundwater level which should be set equal to or higher than the z-coordinate of the soil
surface. The discharge rate Q (n) assigned to a node n is deterfnine‘d by multiplying g ( ¥ )

with the boundary area related to that node. This type of boundary condition has been used

in two example problems in the next chapter.
5.3.4 System-dependent Boundary Conditions

In the simulation of a real situation, this type of boundary conditions play an
important role in the overall process. These also arise complicacy in the solution algorithm.
The faces of the boundary which are directly contact with the atmosphere and the influences
of rainfall and evaporation are dominant, is one of such kind of boﬁndary which may be
called atmospheric boundary. Other one is the seepage face boundﬁry, through which water |
moves out of the system in atmospheric pressure (e.g., in a river bank when water level of
river is lower than groundwater table). System-dependent boundary conditions of these types

and their implementation' in the program are described below.

5.3.4.1 Atmospheric Boundary Condition

The potential fluid flux -across the soil-air interfaces is controlled exclusively by.
atmospheric conditions. However, the actual flux depends also on the prevailing soil moisture
and pressure head conditions. Soil surface boundary conditions may change from prescribed-
flux to prescribed-head type conditions (and vice-versa). In the absence of surface ponding,
" the numerical solution of Eq. (3.5) is made possible by limiting the Darcian flux g “and the

pressure head y by the following two conditions (Neumann et al., 1974):
S q R G n,+q,n, < E; (5.7)
and
Py < W<y : (5.8)
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where E,” [LT] is the maxiinum potential rate of evaporation and I ;' {LT"] is the maximu_rﬁ

infiltration rate under the current atmospheric condition, g,, 4y, q,, are components of the

‘vector of Darcian flux at the soil surface, n,, R, i1, are components of the unit vector of

outer normal to the soil surface, and , and v, are, respectively, minimum and maximum
presstire head allowed under the prevailing soil properties. The value for , is determined A
from the equilibrium conditions betweeh soil water and atmospheric water vapor, whereas
¥, is usually set equal to zero. When one of the end points of (5.7) is reached, a prescribed

head boundary conditioh (equal to the end value reached) will be used. Methods of
calculating E; and 1y on the basis of atmospheric data have been discussed by Feddes

et al. (1974).

~ Formulae of these kind are, however, not included in the present case , where it is
assumed that the potential evaporation, as well as potential infiltration (= precipitation) is

provided as the input data. It is in fact only the second of conditions (5.7) - (5.8) whichlis

~ used. If the soil surface is very wet or very dry, the Dirichlet boundary condition with either

Y =y, or ¢ = y, is maintained and the flux is computed by the finite element algorithm.
As soon as this flux becomes algebraically.either smaller or larger, respectively, than the
potential flux suggested by the atmospheric input data, a reverse switch takes place to the
Neumann boundary condition with the flux dictated by the atmosphere. Surface fluxes during

this computation are positive out of and negative into the soil.

The above described mechanism of switching between the Dirichlet condition is
maintained. However, at the instant when new atmospheric data enter the computation, the
program calculates the difference between precipitation, evaporation and surface Darcian flux
( = infiltration) for the previous time sfep of the atmospheric input data. The calculation is
done for the soil surface as a whole, i.e.., a sum of infiltration over all" atmospheric" nodes
is determined. The difference mentioned is algebraically added to the depth of water on the '
soil surface at the beginning of the previous time step (zero depth is assumed at the beginning
of calculation). If a zero or negative new depth results (at the end of the previous time step),
the boundary condition corrésponding to the eqns. (5.7) and (5.8) is set for the whole

following time step at the atmospheric boundary. If a positive new depth results from the
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water balance at the soil surface during the previous time step, a constant pressure head
Dirichlet boundary condition is set for the following time step at all "atmospheric" boundary
nodes (it is assumed that if a water surplus occﬁrs on a part of the soil surface, it will be
immediately redistributed over the whole (horizontal) soil surface). No watér from the soil

surface is assumed to be discharged through surface runoff.
5.3.4.2 Seepage Face Boundary Condition

A seepage face through which water seeps out from the saturated portion of a porous
medium is a system-dependent boundary condition. The extent of the seepage face varies with
time in a manner that can never be predicted a priori. However, the boundary conditions
cannot be completely specified to solve the problem unless the length of the seepage face is
known. Hence, the seepage face must be determined using an iterative process. The pressure
head along the seepage face is taken to be uniformly zero (because the atmospheric pressure

head is also considered zero).

If the extent of the seepage face is known at a time level, the position of the seepage
face for the next tite level is determined by solving the governing equation at the subsequent
iterations and modifying the seepage face to reflect information arising from the solution. The
location of the seepage face is guessed during the first iteration, and this intermediate
problem is solved with other type of boundary conditions. If the location of the seepage face
is correct, then the solution gives a net outward flux in all the nodes along the seepage face,
where  is zero. Values of i at all the boundary nodes above the seepage face where flux
is set to zero are negative. If the height of the seepage face is overestimated, some of the
boundary nodes where  is assumed to be zero have nonzero fluxes directed inward. Oh the
other hand, if the seepage-face height is underestimated, boundary nodes above the seepage
face, where flux is set to zero, hdve positive values for . In either caée, the fundamental
physics of the variably saturated flow problem are violated for incorfect specification of the
seepage face heightr. Using these principles, Neumann’s iterative search procedure, as

modified by Colley (1983) , is determined the seepage face length.
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When external water level (river water level) of the seepage face is time dependent,
then the above described mech-anism is allowed to operate between the time steps of the inpuit
data of river water level. As soon as new water stage enters, the vertical coordinates of all
nodes on the potent.-ial variable seepage face are compared with it. Those lying below or at
the new river water level are described as Dirichlet boundary condition of constant pressure
head corresponding to the vertical distance of the node below the water level. The nodes
lying above the river water level are cénsidered for seepage face. The initial condition at
these nodes at the start of iteration are set depending on the condition of previous time Ie\;el
(of river water level input data). These nodes of the seepage face are given a no flow
boundary condition (i.e. unsaturated nodes in the seepage face), if they lie also above the
previous time river water level. In other case, these nodes are given zero pressure-head
Dirichlet boundary condition (i.e. saturated seepage face nodes with =0 ), if they lie below

_or at the previous time water level.
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CHAPTER SIX

.APPLICATION OF THE MODEL

6.1 Introduction

Based on the methodology as described in the earlier chapters, in combination with
the computational strategy and techniqu_es,' the algorithm developed (SUFEM3D) to solve
variably saturated flow problems, is capable of handlihg a wide variety of problems
including multi-aquifer systém of real situation with nonhomogeneous material properties and .7
any combination of boundary conditions as described in Chapter Five. During the
development and’ modifications of the different features of the model a number of familiar
published problems have been used to verify the algorithm. In this chapter a few of these
problems are presented for demonstration purpose. Because of the scarcity of three-
dimensional ideal problems with simple analytical or semi-analytical solutions, these are
actually one- and two-dimensional problems but in the present case these are solved three-
dimensionally. To test a specific case (e.g., flow from surface in contact with the
atmosphere, horizontal flow in confined aquifer etc.), these schematic types of pi‘oblems are
also suitable to verify the results mqnually and conceptually. Four types of such teétiilg
problems were selected ; first type check the model behavior solely in unsaturated flow,
second type verify the saturated case; third type deals with variably saturated flow which
concentrate upon the surface treatment of the atmospheric activities (precipitation, .
evaporation and surface ponding)l and the fourth type tested the iterative algorithim for
seepage face including constant or variable river water level. After having required
performance of all the cases, a real situation in the Dhaka city is simulated to analyze the

model behavior. In the subsequent sections these applications and results are discussed. -
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6.1.1 Soil-moisture Infiltration in a Soil Column (Dirichlet Boundary Condition)

“This example' is used to test, in initial stage, the behavior of the numerical S(_:heme
in purely unsaturated soil moisture transfer. This exhibits how a soil moisture front
propagates with time. This problem has been used by Celiaet al. (1990) and by EL-Kadi et

al. ( 1993)'in one-dimensional case and it has a semi-analytical solution by Philip (1957).

The soil column is 100 cm léng With soil pfoperties defined by the funcéions of Eq.
(4.1). The parameters' are given in Table 6.1. Initial condition of the soil profile is such that
¥, = - 1000 cm e\.rerywhere except tﬁe upper boundary surface which is setat ¥, . j00m = -
175 cm. It indicates thatl the -soil at the surface is relatiQely of higher moisture content. So
moisture will infiItrate_ downwar_d with a sharp front due to the vertical potential head .

gradient.

For numerical solution, the column is discretized into 50 brick elements ; each
element is eqi-dimensional with 2 cm thickness in z direction and 1 ¢m in both of other two
x and y axes. This finite element discretization with the sequences of node numbering and
element numbering are shown in Fig. 6.1. It is also pos;sible to select finer nodal spacing at
the upper portion of the column and coarser at the bottom to take care of the'initial high
pressure head gradi@nt at the top portion and thereby reduce the total number of eléments
which will yield to results of almost same precision. But due to the smaller size of the
problem, this is not done here. With the parameters as shown in Table 6.1 , the program is
run setting the time step value (at) équals 3.5 minutes. Total time required to run this
problem is approximately 1 minute in a 486DX2 66 MHz IBM PC.
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Fig. 6.1 : Flow domain discretization and initial and boundary conditions
for one dimensional vertical flow (Example 6.1.1)
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Table 6.1: Parameters for Example 6.1.1

Parameters Values

Soil Characteristic Functions :

van Génuchten, 1980 (Eq. 4.1}

8, - . . 0.17

8, ' - 0.47

o, cm’! - 0.010
In : ' 2.00

K, (cm/s) ' ' - 8.7X 10*

Time Information :

Time Increment {at) : 3.5 min

Maximum Iteration . ' - 10

Tolerance ' 0.0001 em

~The results fof this example are shown in Figs. 6.2 and 6.3. Fig. 6.2(a) shows the
pressure head distribution at 0.5, 1, 2, 3 days, respectively. The simulated values shown are
averaged for every z level and gives an excellent agreement with the semi-analytical solution
(Philip, 1957). It is noticeable that no major ‘ov_ershooting or undershooting i}l ﬂuctuations -
has occurred hear the front as was reported by Celia et al. (1990). This may be due to the
averaging effect of the three-dimensional .alégorithm- in discretization of the domain internally
into smaller tetrahedral elements and aiso averaging the output pressure head valueﬁ. As the
upper boundary is maintained at a constant pressure head value of -175 cm, there is an
induced flux through the upper-nodes inwards the soil column. From Fig. 6.3(b) it is
observed that, at the early stage of simulation (t=0.5 day), the flux is high at a value of
0.0026 cm/min downwarcis at the top surface and then reduces rapidly with depth. Du¢ to
this vertical flux , moisture content front moves downwards which is shown in Fig. 6.2(b) '
and 6.3(a). After 3 days, the moisfure travels mear the bottom and increases p'ressﬁre head ,

in the column (Fig. 6.2(a)) and décr'easing the inward flow rate through the upper surface

( Fig. 6.3(b)).

From the pressure head curves of Fig. 6.2(a), a rapid assessment of pressure gradient

(change of -pressure with respect to the space dimension, here z) can be done. For each time
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(e.g., 0.5 day), near the surface the gradients of the curves is less than the middle portion

of the curves -but due to the nature ofjthe unsaturated hydraulic conductivity functions in

‘unsaturated zone , K, is very small at middle due to higher suction heads than those values
at the surface. So vertical flux is large at the surface and reduces rapidly through the depth
as the soil suction incfeases. At the end of time 0.5 day , this relatively high flux, diminishes
at a depth of approximately 40 cm. As i-the time passes, the pressure head profiles flattened
with respect to the previous time profiles showing less gradient (e.g., comparing for time
0.5 and 3 day in Fig. 6.2(a)). Conseq11'iently the vertical flux values reduces ( Fig. 6.3(b))
but in the meantime moisture has distg:'ibuted to greater depth. After 3 days moisture has
moved to a depth of approxiiately 96 chm . It is interesting to note that a number of slight
wiggles are visible in the velocity vector plots of Fig. 6.3(b). These wiggles start at depths
of 16, 28, 48 and 70 cm on t=0.5, 1,/ 2 .and 3 days plots, respectively. As shown in Fig.
6.2(a), corresponding locations of thesfi: depths are at the verges of the pressure head fronts

although no significant fluctuation are {visible in these profiles.

|
6.1.2 Infiltration in Soil Column (Neuman Boundary Condition)

This problem is of same nature |of the previous example but in this case at the surface
nodes a time varying specified flux is imposed. Paniconi et al. (1991) used this to test
different types of schemes in one dimension. This is set here to test the infiltration and
redistribution simulation into a soil column initially at hydrostatic equilibrium under Neuman
boundary condition with increasing flux at the surface as opposed to the previous problem
where Dirichlet boundary was postulated. The parameters are given in Table 6.2. Total
_ .length of column is 10 m which is divided into 100 brick elements and the total no of nodes
are 404. The sequehce of node numbering and element numbering are same as the Ex;lrhple
6.1.1.

Imposed time varying Darcy flux q which increases linearly with time is shown in
Fig. 6.4(a). The base nodes.of the column are maintained at a fixed pressure head value of

¥ = 0, acting as a water table, allowing drainage of moisture through it .
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" Table 6.2 : Parameters for Example 6.1.2

Soil Characteristic Functions : van Genuchten and Nielson, 1985 (Eqgs. 4.6)

Parameter A 0, 8, ¥, ' n K, (m/h)

Value 0.08 0.45 3 , 3 5.0

Snapshots in time of pressure head, moisture content, and flow velocity behavior are shown
in Figs. 6.4 (b)-and 6.5(a,b). In Fig. 6.4 (b), pressure head profiles indicate 'ho_w pressure
heéd is changing from the initial distribution of hydrostatic pressure. As water is entering the
soil the initial moisture content curve (Fig. ',6.5(a)) is shifted rightward indicating increase
of moisture content from the surface. Due to non-entrance of moisture at certain depths,
eatlier time pressure head profiles (say, less than 4 hr profiles) of Fig. 6.4(b) merges rapidly
" to the hydrostatic pressure, while pressure head profile of t= 10 hr. remains almost constant
upto a considerable depth, These natures of the profiles are controlled by the unsaturated soil
properties of the column and with the increase of pressure head the high value of saturated
hydraulic conductivity (Table 6.2) is reflected. Fig 6.5(b) indicates how the downward
velocity vectors change in response to the continuous change of pressure head gradient with
time and depth. Due to the homogeneous nature of the soil and linearly increasing imposed
flux at the top with a rate lower than the saturated hydraulic conductivity, no ponding on the
surface occur and the vertical velocity vector profiles becomes almost parallel from the

surface upto the high gradient moisture front.

- 6.2 Saturated One-dimensional Flow with Known Surface Flux

The purpose of this simple problem setting is to know the behavior of the code in
saturated case. Here a one-dimensional (horizontal) steady groundwater flow through a
confined aquifer is considered. An analytical solution of this problem exists, so the results

can be easily verified with the computed values.
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The flow domain under consideration is shown in Fig. 6.6a . Length, L of the zone
is 100 m in x-direction and to solve it three-dimensionally, unit length is considered in other
two directions (y- and z- directions). The hydrauli’c head at the upstream end (x=0) of the
aquifer is h, =100 m, and at the downstream end ( x=L) is h, = 80 m, both being
constant. Through the top surface of the aquifer exists an average outflow flux (evaporation)

w = -0.001 (m*/d/m?). The hydraulic conductivity, K, = 1 m/d. Analytical solution of this

problem is

hl"‘hz
L

h(x) =h, - x - ;é(L—x) | (6.1)

To solve thié problem by the developed three-dimensional program, the flow domain

is divided into 5 brick elements consisting of 24 nodes as shown in Fig. 6.6(a). The initial
condition is set with the linear variation of hydraulic head between upstream and downstream
known values. The four nodes at x = 0 (i.e., number 1,2,13,14) and at x=L (i.e.,
11,12,23,_24) are set at Dirichlet boundary condition. The top surface nodes (i.e. nodes 3-10)

are set Neuman bbundary condition with specified flux. Then the program is run at steady

state mode by setting the terms associated with right hand side of Eq. 3.15 to zero. The

solufion is obtained after three iterations. Because of upward flow, the computed hydraulic

heads along any vertical line vary. So to compare these results with the one-dimensional.
solution, the average of these 'values are taken and the values agrees closely with thoée from

the analytical solution. The results are shown in Fig. 6.6(b). The program output also shows

that to maintain this steady state condition, an inward flow at the upstream side equals to .8

m?/d and at the downstream side an outward flow 0.2 m*/d should be maintained.
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6.3 Problems Associated with Flow under Variable Atmospheric Influences

This example simulates one-dimensional water movement in a soil column in order
to illustrate the effect of ponding that can occur on the soil surface in a multilayered soil
profile. Hypothetical 60 days atmospheric data are created to provoke the effect. A 300 cm

long vertical column with three-layered soil is considered which is shown in Fig. 6.7(a).

Sail hydraulic properties are assumed homogeneous and isotropic within each layer,
according to Table 6.3(a) . The retention curves and hydraulic conductivity curves for all
thiee layers are shown in Fig. 6.8(a) and 6.8(b). The soil surface boundary is exposed, after
a short period of drought, to high precipitations for several dayé (with a peak of 100 mm in
one day) to create surface ponding. This is followed by a longer dry spell. In the second half
of the simulation period, after the ponding has disappeared, another similar group of raih for
several days' is imposed,-to repeat the effect, followed by another dry spell till the end of
simulation. The course of weather can be seen from Fig. 6.8(c). Constant rates of potential
evaporation (2 mm/day) and transpiration (5 mm/day) were assumed during the whole
simulation period. The surface fluxes (infiltration and evaporation), as well as the
.transpiration rate, were assumed uniformly distr{buted during 24 hours of each day. The
bottom boundary condition is consisted of a prescribed drainage ﬂux-groundwgter level
‘relationship, q(h), as given by Eq. 5.6. The groundwater level is initially set at 150 cm
below the soil surface. The initial moisture content and pressure head profiles are assumed |

in equilibrium with the initial groundwater level.

The finite element mesh is constructed by dividing the flow region into 39 brick
elements with 160 nodal points. The sequence of nodal and element numbering is shown in
Fig. 6.7(b). In this example , three types of boundaries are defined: The bottom boundary
face is identified as a variable flux boundary of mixed type, where q depends on h. The
atmospheric surface can have either éonstant head Dirichlet boundary condition when surface
p-onding occurred or the atmospheric boundary condition in the absence of ponding . The sides
of the column are sé_t to Neuman no-flow boundary condition and behaved in the program
like internal nodes. Basic parameters of numerical simulation are summarized in the

following Tables 6.3(a) and 6.3(b).
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Fig.6.8:(a) & (b) Soil moisture characteristic curves for broblem 6.3
(c) Precipitation events in the simulated 60 days period
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Table 6.3(a): Input Hydraulic Parameters for Example 6.3 '

|
Soil Characteristic Functions : Vogel and Cislerova, 1988 ( Egs. 4.3 to 4.5)

' 1st layer 2nd layer

Parameters

3rd layer

Depth (205'300-?“) Depth (105-205 cm) Depth (0-105 cm)
6, =6, =6, , 399 | 0.339 0.339
g, =0, ' 0.0001 0.0002 0.0001
Kg =K, (m/day) 0.2975 ‘ 0.4534 0.5534
a@m') 1.740 . ]I 1390 1.300
n 13757 |) 1.6024 1.7024

Table 6.3(b) : Numerical Simulation Information

Time Information

Initial time increment: At 0.02 day
Minimum time increment: le-10 day
Maximum fime increment 0.50 day
Other Information i

Maximum number of iteration: MaxIt 20
Absolute pressure head tolerance: Tol 0.01 cm
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‘Discussion of the Simulated Resuits :

Time course of simulated mean pressure heads at the soil surface and in the root zone,
curnulative flux (evaporation - precipitation) across the atmospheric boundary and cumulative
transpiration flux are shown in Figs. 6.9(a), 6.9(b) and 6.9(c) respectively. Simulated
profiles of volumetric moisture content and pressure head are shown in Figs. 6.10 and 6.11,
respectively. The discussion of the results of simulation, in relation to those obtained with

atmospheric boundary condition, is followed hereafter.

Fig. 6.9(&) éhows that the mean pressure heads, both on the soil surface and in the
root zone, are decreasing during the first several days of simulation, as the soil profile.is
dried and drained simultancously (there was no precipitation during the first four days),
evaporation takes place from the soil surface and water is extracted from the root ione by .
transpiration equal to the potential one (two lines coincide, in Fig.6.9(b)). Beginning from'
the 5th day, rainfall has re\}ersed the situation and ponding fihailly occurred during the 8th
day. ‘After that date, the average pressure heads are positivé with variable atmospheric
boundary condition (Fig. 6.9(c)). The average pressure head in the root zone is larger than
the average surface pressure head because the root zone is mostly saturated and lajr under the
temporary water table. Infiltration takes place under positive hydraulic head (with Dirichlet
boundary condition) until all water on the soil surface has been depleted by both infiltration
and evaporation. This takes place on the 30th day. Infiltration is rapid as long as there is
some unsaturated space in the soil proﬁ{e ( Fig. 6.9(a) and (c), where -ve, i.e., inward
cumulative flux is increasing rapidly) : }\fter total saturation, which occurred during the 8th
day, water is only drained from the soil profile by some (unspecified) natural or artificial
drainage system according to Eq 5.6 ; the infiltration can not therefore be higher than the

‘drainage flux at the bottom of the profile.

In Fig. 6.9(a) the dashed line- (actual cumulative flux) departs from the solid line |
(potential cumulative surface flux) begihning from the 8th day. It is still decreasing
(infiltration continues) but its slope is much less then that corresponding to potential

infiltration. After the 30th day, evaporation from the soil surface takes place again, and the
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'slope of the dashed line in Fig. 6.9(a) is again increasing, until new rainfall comes on 41st -
day. The whole situation then repeated with water remaining on the soil surface till the end
of the simulation period. No evaporation from the soil surface takes place during the periods
of ponding (instead, the potential evaporation occurred from the water layer on the soil
surface but this is not comprised in Fig.6.9(a) ). Transpiration is totally suppressed during
the periods when the soil ﬁrofile is saturated (the dashed line of actual cumulative
transpiration in Fig. 6.9(b) is horizontal ). Most plants would be heavily damaged by
anaerobiosis during the surface ponding.Therefore, as soon as the soil profile becomes
aerated again (on about 34th day), transpiration recovers with almost potential intensity, until

the new ponding at 41st day.

In Figs. 6.10(a) to 6.10(f), the vertical moisture content profiles for different
simulation times are presented. The events described above can be equally well followed
from the moisture content profiles. The soil heterogeneity ( the soil profile is composéd of
three layers) is most explicitly expressed in the heights 200-210 cm (measﬁréd from the
profile bottom) where the saturated moisture content is changing. It is the property of the
model that a boundary between two different soil materials is not abrupt but occupies a strip
of finite width (10 cm ‘in our case} in which the soil properties are changing in a linear
manner . Figs. 6.11(a) to 6.11(f) allow us to follow the time development of pressure
heads and of the gr.oundwater- table (indicated by the zero pressure head). The groundwater
table is falling slightly during the initial dry period (due to both bottom drainage and
transpiration) but the main part of water for evaporation and transpiration is extracted from
the upper, unsaturated part of the profile. When the rain begins, water content is replenished
. from above (on 6th day, Fig. 6.11(b), we have yet no sensible influence of infiltration upon
the groundwater table which is at 150 cm from base). In the Fig. 6.11(b), pressure head
development in the upper part and in the root zone is seen at 4th, 5th and 6th days ; the
curves turn right gradually showing pressure closing towards the saturation (preSsure head
=() and at the end of 6th day the surface is still unsaturated. After that day the water table
begins to rise and total zone at 8th day becomes saturated showing groundwater table at the
surface. During the dry spell the water table fall day by day. Fig.6.11(d) shows that at day
12, there is some water on the soil surface but at day 40 (end of the dry spell), the water -

table falls to a value near 210 cm. In the last two boxes: of the same page, the effect of -
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second rainfall events on the pressure hea:d profile are presented which show again the water
|

table rise and some ponding on the surfaxj:e upto the end of simulation.

From the above discussion, it ma?y be concluded that, the model has behaved in the
desired manner under the postulated {hydrometeorological conditions. The saturated-

unsaturated integrated simufation of the fainfall events, infiltration, redistribution ,ponding

and groundwater table rise occurred cor;mectly. These results are also compared with those
from a two-dimensional groundwater ﬂovgfv model by Simunek et al. (1992). The precipitation
and evaporation data used is on daily lé‘asis. So during starting of a new day, there is an
abrupt change in the model input and output. But in order to have convergence, the internal
time step values are less enough upto maximum value of 0.5 day. So it will be more suitable
if the input data can be adjusted to the internal time step values which are variable

depending on the converging behavior and iterations required in the previous time step.

6.4 Problems Associated with River Bank

This section deals with problems where flow domain is bounded by river in one side.
The important phenomena frequently occur in such situation is seepage from the adjacent
groundwater body through the river bank exposed to the atmosphere. Two cases are handled
here ; one considers constant river water level and other is subjected to variable water level

resembling real river hydrograph.
6.4.1 Transient Drainage From a Domain

This example is chosen to verify the performance of the algorithm in modeling
transient flow situation involving seepage-face boundary. The problem was presented by
Huyakorn et al. (1986) to test their model. So a comparison of the results with respect to the

present algorithm is presented here.

Geometry of the flow region and initial and boundary conditions used in the

simulation are presented in the Fig. 6.12(a). The flow system is assumed to be initially in
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static equilibrium. The water level at the right face of the block is then lowered suddenly,

from 10 m to 2 m and maintained at this level thereafter allowing free drainage of the block.

The water retention of the soil is presented by Eqs. 4.7, using values of A=10m,
B=1, porosity, &= 0.25, air entry value, , =0.0 m, residual water saturation, S, =0.2
. For the relative hydraulic conductivity function, n=1. These are shown graphically in Fig.
6.11(b). The specific storage and saturated hydraulic conductivity of the porous media are

10* and 0.01 m/day respectively.

From the Fig. 6.12( a), the flow model has no-flow boundary on the .bottom‘, top
and on the left face. At time t=0*, after lowering of the water table, the temporal location
of the seepage face is unknown until the problem is solved at a given time. Hence, on the
right hand side, the seepage face boundary is transiently determined between the heights 2m
and 10 m. Initially the seepage face boundary is identified as Dir_ichlet boundary condition
with pressure head, y=0 at all the seepage face nodes. At the subsequent times, seepage
face position and associated boundary type is détermined iteratively as discussed in Section
5.3.4.2. Below the external water table of 2m, a constant head boundary of h=y+z=2.0

m is applied for each simulation time.

The flow domain is discretized by Ax=1m, Ay=im and Az=1m. Due to the nature
- of the flow boundaries and homogeneous as well as isotropic nature of the soil
characteristics, it is sufficient to schemetized the model of flow as twd—dimens_ional in x-z
plane. This is accomplished by taking unit width in the y-direction. Thus total number of
- elements in the flow domain is 100 and total number of nodes is 242. It is clear from tile
Jature of the flow lines in such a problem, the water level variation is pronounced near the

seepage face. So it is logical to take a finer grid near the seepage face.

Computed profilés of the water table at various times-are plotted in Fig. 6.13(a).
Thére is an excellent agreement between the water table position predicted by the present
model and other models (published by Huyakorn et al., 1986). A ﬁlot of outflow rate through
the seepage face nodes versus elapsed time is presented in Fig. 6.13(b). The present results

agree fairly well with those predicted by other two models. At first few time steps, there
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is some deviation of the results from the oth_er models. this may be due to the different
schemes used by the models. This iriconsistency may be improved converging to closer
solutions if in each case at the initial stage of computation smaller time steps are used and
the grid spacings are made sufficiently finer especially near the seepage face where pressure

head gradient changes rapidly.
.6.4.2 Flow Simulation urder the Influence of Water Level Fluctuation in River

This example problem is designed to illustrate water movement in a zone of soil
adjacent to a river bank, induced by fluctuating water level in the river, with seepage face
of variable position above the water level. The soil condition is heterogeneous which is
composed of three Jayers and the size of the flow domain is similar to the previous

problem.

.The upper atmospheric boundary face of the flow region is defined as a no-flow
boundary, to prevent any disturbing influence of atmospheric events. The same boundary
condition is postulated also for the off-river face of the flow region (the right edge of the
domain). To set the initial condition for the transient problem , the nodal points above water
level on the bank face (on the left edge of rectangle). are assigned the seepage-face boundary
con’dition,.while the Dirichlet boundary condition of variable pressure head is imposed on

the points below water level on the same bank face.

The bottom face of thé flow domain is considered as variable drainagé flux boundary.
Initial groundwater table within the flow region is assumed horizontal and in equilibrium with
the water level in the river, 5 m above the bottom surface (Fig. 6.14(a)). Initial pressure
head and moisture content values within the flow region are assumed in equilibrium with this

groundwater table.

The flow region is discretized into 1242 nodal points and 572 elements (Fig.
6.14(b)). The element dimensions are smaller along the top, bottom and river faces, where
large pressure head gradients could be expected. The region is composed of three layers with -

slightly different hydraulic parameters (Fig. 6.8(a),(b)). The soil pafameiers, are also the
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same as in Example 6.3 but the thicknesses of individual layers are different from that

example.

Water level fluctuations in the hypothetical river left to the flow domain’(Fig. 6.15)
are adopted to fest the functioning of the variable seepage face treatment in the algorithm.
An extreme trapezoidal flood wave is supposed to take place during the first 15 days with
_ the peak level 10 m (just at the level of soil surface so that spillage does not occur) held -
constant during the 6th, 7th and 8th day; after that, water level gradually fall to a minimum |
value of 2 m in the day 16. This low water level (2 m above bottom) is maintained till the
40th day. Finally, water level again increases gradually to 5 m from 41st to 43rd day and
is maintained at the latter level till the end of simulation. Water level is kept constant during
each day; the whole daily change of level is assumed to occur suddenly at midnight, Basic

soil hydraulic parameters are summarized in the following Table 6.4(a).

Table 6.4(2): Input Hydraulic Parameters
Soil Characteristic Functions : Vogel and Cislerova, 1988 (Egs. 4.3 to 4.5)

Parameters 1st layer Zﬁd layer 3rd layer
(1000-700 cm) {700-400 cm) y {0-400 cm)

g, =48, =6, 0.399 0.339 0.339

g, =6, 0.0001 0.0QOI- 0.0001

K, =K, , m/day. | 0.2975 0.4534 0.5534

o (m™) 1.740 ° 1.390 1.300

n 1.3757 1.6024 1.7024

Results and Discussion :

Results of simulation for some selected typical time instants are presented in detail
in the following pages. Results obtained in this simulation, in spite of the schematic nature
of the example, can throw some light on the pattern of soil moisture and groundwater

movement in river banks during real hydrologic events.
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1]

Simulation Time : day 0.02
River water level : 500

Simulation Time : day 3
River water level : 700 {rising)

Simulation Time : day 4
River water level : 800 (rising)

Simulation Time : day 7
River water [evel : 1000 (Peak value reached)

Simulation Time ; day 8
River water level : 1000 {peak continues)

Simulation Time ; day 9
River water level : 900 (falling}

Fig 6.17 : (a) to (f) Contour of the simulated pressure head (in cm) corresponding
to the times at the end of the days indicated.
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Simulation Time : day 13
River water level : 500 (falling)

Simufation Time : day 17
River water level : 200 (minimurm)

Simutation Time : day 20
River water level : 200 {minimum cont.)

Simulation Time : day 40
River water level : 200 (last day of min.)

Simulation Tirne : day 43
River water evel : 500 (peak of 2nd. flood)

(k)

Simulation Time : day 50
River water level : 500 {constant)

Fig 6.17 : (g) to (f} Contour of the simulated pressure head (in cm) corresponding
to the times at the end of the days indicated.




Simulation time : day 0.2
River water level : 500 (initial)

7 Simulation time : day 3
River water lavel : 700 {rising)

Simulation time : day 7
River water level : 1000 (maximum) .

Simulation time : day
River water level ;1000 (recession just start

(@)

Flg 6.18: (a) to (d) Vector plot on a two- dlmensmnai XZ- plane at dlfferent

S|mulatat|on time
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Simulation time : day 13
River water level : 500 (falling)

Simulation time : day 16
River water lavel : 200 (lowest after the flood)

Simulation time ! day 37
River water leve) : 200 {constant)

Simulation time : day 43-
River water level : 500 (peak of 2nd {lood)

Fig 6.18 : (e) to (h) Vector plot on a two-dimensional xz-plane at different

simulatation time




In Fig. 6.16, the cumulative flows (inward or outward of the domain) are plotted
against elapsed time. These show how the flow direction and magnitude vary with time under |
the influence of river water level fluctuation through the two saturated boundaries of the
domain. Upto day 6, the steepening slope of the downward curve of cumulative flow through
‘river side (solid line), shows increasing volume of inward (-ve value) flow to the domain
when peak of the flood just reached. After that the curve turns slightly rightward indicating
the inward flow decreasing although cumulative volume of water is changing to higher values
upto day 9, when peak value is just going to recede. Then the curve directed upward
showing outward .flow from the domain. Here the cumulative curve shows steep upward
trend followed by flatter slope indicating higher values of initial outward flow when
drainage starts from almost all the domain. 'Fiattening of the drainage portion of the curve |
starts at day 16 immediately after minimum water level is reached. Gradually the outward
flow leads the curve to the poéitiVe side of the axis when cumulative outward flow
superceeding cumulative inward flow approxirhaiely at day 25. This reducing drainage of the
zone under low river water level continues upto day 40 . With the second time rise of the
water level , the processes described above repeats. The recharge of the domain starts with
high value and reduces rapidly to a small arnoﬁnt as the maximum value of 5m is continued
to the end of simulation. This fact is revealed by the upward convex curve followed by
almost horizontal nature of the curve between day 40 to 60 with a negligible slope at the last
segment which caused by the rapid saturation of the previously drained sdil with the

continued static water level in the river. -

The nature of the cumulative base flow curve (dashed line in Fig. 6.16), is controlled
by the average pressure head in the domain and the river water level (drainage Eq. 5.6).
Just when the river water level is reached maximum to 10 m (day 6), then the base flow
starts and increases rapidly during the peak flood period .. This flow reduces rapiély to zero
after the two days of the recession starts (day 10). Out of these time durations, in the most
of simuilation period base flow is iefo‘ wilich_ is reflected in the horizontal portion of the
cufvé because the pressure head of the domiain is élways less than the required maximum

value (10m).
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Figs. 6.17(a) to 6.17(1) present the groundwater pressure head contour; In these one
can observe how the groundwater table (a contour of 0 cm pressure head) changes with the
river water level, sloping off-ri\}c;r (to the right) in the period of rising river hydrograph and -
shortly after (2nd to 8th day and 41st to 431d day), and to the river bank (to the left) in the
petiods when the hydrograph is falling for several days or constant at a low level (10th to
40th day). On 1st day, we observe an obvious static equilibrium with all contours horizontal.

' The contours in the saturated zone below groundwater table (labelled 200 to 700 cm ) are at
all time effectively parallel to the groundwater table at distances corresponding to their
nominal values. This means that the vertical gradient of hydraulic head in the saturated zone
differs little from the hydrostatic one (vaiidity of the well-knowr Dupit-Forchheimer
assumption of -vertica] equipotential lines in unconfined aquifers is thus demonstrated again).
The contours in the unsaturated zone (marked as -200 to -500 cm ) behave in a different
manner. They become very near to each other in the period of rising groundwater table
(especially after 4th day) and remain this relative position so during the whole simulation
period. A thorough observaton may recognize that the contours -200 and -300 ¢m, being
nearest to each other probably at the end of the 8th day (at the top of the flood), apaft from
each other more and miore between 9th and 20th day. In the final period of simulation (40th
to 43rd day), unsaturated contours are almost without movement, contour -200 being
situated sensibly lower and contour -300 sensibly higher. This behavior of unsaturated
contours demonstrates: (a) significant difference in time scale between saturated and
unsaturated movement (the unsaturated movement being much slower), (b) the process of
wetting continues to take place in the upper and right part of the flow region, even if the
rectangle as a whole undergoes intensive drainage, (c) the lower part of the unsaturated zone
undergoes drainage which is very slow even if hysteresis of the retention curve is not allowed

for ; this rehabilitates the concept of field capacity.

The vectors of magnitude of Darcian flux for different time instants are éiven in .
Figs. 6.18(a) to 6.18(h). Having plotted the vector of Darcian flux, we can identify the
zones of dangerous seepage pressure concentration which can, under certain conditions, lead
to a landslide or a collapse of the river bank. There is obviously‘ no flux in the static situation
onrlst day (Fig.6.18( a)).‘ We can see that high fluxes occur in the period of rising

hydrograph, beginning from 3rd day, especially in the vicinity of groundwater table and
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slightly above it the vectors are of high magnitude (Fig. 6.18(b) and (c))'. This can be
| explained by the need of unsaturated zone to the safurated before wétertable can rise. Much
water is needed for the saturation to be accomplished, and this water must be brought to the
spo't by both horizontal and vertical flux from the river and also the zone around
.groundwater table has the zone of maximum vertical flux. The intensive fluxes disajl)pear
during and just after the top flood when everything in the flow region is either saturated or
at least wet enough (Fig.6.18(d)). It takes several days after the beginning of the recession -
phase before large fluxes appear (Fig.6.18(e)), again in the vicinity of groundwater table
beginning from 12th day, later in the whole saturated profile near the river bank 13th to 17th
day (Fig.6.18(¢e) and (f) ). This phase of receding' hydrogrpah ,from 12th to about 20th day,
is most dangerous for stability of the river bank, even if there is no clear evidence for a

saturated seepage face of non-negligible size above the river water level.

Flux have almost disappeared after 4 prolonged period of llow water levels (37th day,
Fig.6.18(g) ) but the zone of high fluxes around groundwater table and, if the groundwater
table is low, in the whole saturated part of the river bank, appears again during the new
risiﬁg limb of the hydrograph (41st to 43rd day ; 1n Fig.6.18(h) for 43rd day) . -
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6.5 Application of the Model to a Real Hydrogeological Situation (Dhaka City Strip
Modeling) ' o

6.5.1 General

‘A strip of Dhaka city along the bank of the river Burhiganga (Fig. 6.19) has been
selected to verify the applicability and performance of the model. Under the specific types
of hydrogeological situation along the river bank, continuous high abstractions with natural
as well as urban recharges, thereof, the model will be executed with most of it’s features.
Beneath the selected area, the soil profile consists of about 10 meters of red-brown silty clay
known as the Madhupur clay, which overlies brown sands and are fine;grained and silty at
the top but becomes progressively .coarser with depth. These sands belong to the Dupi Tila
Formation, and are the main source of water withdrawn by deep tubewells in the area. The
base of the aquifer is at about 120-150 meters below ground and there is no evidence of any
other major aquifers in the upper 450 meters of the geological sequence. A vertical cross
section through the domain ( North-South) is shown in Fig. 6.19 which shows the different

layers of the geological sequence.

In the Dhaka city, annual abstraction of groundwater 'by Dhaka WASA and other
private and industrial units has risen continuously since the early 1960s to reach
approximately 250 million cubic meters today. Almost 95% of this huge volume of water
is drawn from the Dupi Tila Formation. Outside Dhaka city the aquifers are fully recharged
each year, with groundwater levels returning their original levels a month or so before the
end of the monsoon. But beneath Dhaka city, the situation is fully different ; here water
levels in the aquifer have fallen steadily over the last 25 years in response to’co‘ntinually
increasing abstraction and reached a maximum of over 20-25 meters in some areas. ‘Near the
river Burhiganga the water levels in the aquifers rise steeply towards the surface and water
level of the river, But av?ay from the river, the soil profile shows a separation in the water
levels in.th"e shallow clays, which shows no overall trend, and the levels in the underlying
sands. The water levelsl in the boreholes indicate that the clays have remained saturated even

through the sands at the top of the aquifer have been unsaturated for ten to fifteen years
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Fig. 6.19-: Dhaka city and the selected strip along Burhiganga river
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(WASA, 1989). In this context, analysis of groundwater flow with respect to water balance -
and piezometric head declining trend in the selected area as stated above will be suitable for
the miodel testing purpose as well it will highlight the overall concept of recharge by river

and other méchanisms in the Dhaka city as a whole.
6.5.2 Description and Discretization of the Domain

The area selected for application of the model includes old Dhaka along the
Burhiganga river bank and extend upstream of the river as shown in Fig. 6.19. The tQtai
surface area is approkimately 28.4 km®. Width of the domain is variable (1 km to 3 km) and |
length is approximately 9 km in'straighline distance. The model flow domain is bounded by
the River Burhiganga in the west side and the east or city side of Vthe domain is an artificial
boundary derived from the existing known observation piezome_ter network. The area chosen
consists of variable surface elevation as high as 8.0 m PWD level to és low as 2.0 m PWD

level.

The vertical extent of the domain includes four layers. The upper aquitard, which
is composed of low permeable clays and silts, overlies the upper aquifer and is present in all -
of the area modeled. This layer extends from the ground surface to when the i)crcentage of
silt and cléy is less than 50 percent. Below this is the upper aguifer of fine to medium fine
sands and is present in all of the modeled area. Abstraction from this aquifer is by shallow
tubewells and deep tubewells. The next layer is the lower aquitard that separate the lower
aquifer from the upper aquifer . The lower aquifer is the main aqﬁifei consisting mainly of
medium to coarse sands, from which water is abstracted by deep tubewells for both industrial
and municipal water supply. These layers of the domai_n are. shown in Fig. 6.20 with
established coordinate system. Due to the scale effect, surface undulation (upto 6 m) are not |

explicit in the figure with respect to the total depth of the soil profile (upto 160 meters).

For the finite element representation of the domain (Fig. 6.21), the surface area is
divided into four strips along the longitudinal direction and 10 strips along the transverse
direction. Due to abrupt change of the hydraulic properties of the soil layers, the vertical

discretization is made fine enough. This also helps in the proper simulation of the near
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. surface and atmospheric. occurrences. Total number of segments in vertical direction is 13
of varying thickness. The upper aquitard and upper aquifer are discretized into four and five
sublayers respectively. The lower aquitard being of smaller thickness simulated as one single
layer. The lower aquifer is divided into three sublayers. All these discretizations are
performed with MESH program with minimum number of input data of geometry of the
aquifer and the generated mesh is shown in Fig. 6.21. The tofal number of brick elements
is 520 and nodes is 770. In the main progrﬁm, these brick elements are internally subdivided

into tetrahedral elements to give rise proper discretization of the domain.

6.5.3 Model Boundaries

The river side of the flow domain (west boundary) is bounded by the vértical plane
passing through the ay.cis of the river. In the city side abstraction is enormously higher than
the opposite side of the river. So obviously a high gradient towards the city from the opposite
side of the river prevails. It is assumed that the river is hydraulically connected with the soil
layers below it’s bed. Thus a time depeqdent Dirichlet boundary condition is imposed in this
side of the flow domain. This condition prevails upto the river water level along this |
boundary face. The nodes above river water level are the potential seepage face nodes as
discussed-and‘demonstrated in Example 6.4. As the water level vary with time, the extent
of this potential seepage face is also changed. In each time level, the river hydrograph input
data is adjusted and the actual saturated ( ¥=0) or unsaturated (q=0) seepage face nodes

are identified by iteration, as described in Section 5.3.4.

The bottom of the domain rests on an impermeable base. So a no flow boundary
(q=0) condition is imposed in each node of this face. Problem is faced when attempt is made
to select the off-river vertical boundary of the flow domain (city side}. There is no distinct
natural boundary along this face. So an artificial time dependent Dirichlet boundary condition
is imposed based on the observation wells’ data and their iﬁterpolation values in the
intermediate nodes. As long as this simulation for analysis of the model behavior contains
calibration for estimating proportionality of the different flow components of the region, this |

kind of boundary does not create any problem. But when the program is required to run in
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predictive mode then this boundary should be replaced by natural boundary away from the

existing one.

The upper surface of the domain is the atmospherlc boundary as described in Sectlon _
5.3.4.1. But here needs some real considerations. The $urface of the selected area consists
of different elevation with low land { Kamrangir Char, PWD level 2 m) and high land (with
PWD level 8 m), there is frequent flooding or submergence in some parts by internal or
external flood water. With the constructioh of the Dhaka flood protection embankment, this
sitnation has changed especially in case of external water flooding or spilling from river. On
the contrary, the densely poptilated old city portion is mostly of paved area which reduces
natural replenishment. To simulate the near surface boundary phenemena properly, the paved
and unpaved area and the submergence conditions of the "different portjons of the area sh'ould
be known properly. But in the present work, the case is simplified by considering that the

"rainfall is not allowed to flow out of the area by overland flow but this is kept as average
surface ponding over the area for certain time if rainfall is of such intensity to make surface
“ponding. Other boundaries of the model are kept nc; flow boundaries. The intefnal boundary
nodes are specified explicitly as Neuman boundary under the condition of abstracuon nodes -

of the aqulfers and for urban recharge. -
6.5.4 Data Preparation and Parameter Fitting

Data required for the present simulation jncludes :

(a) data defining the geometry of the aquifer system (e.g., average surface elevation,

elevation of the base of each simulated layer)
~(b) geometry of the. model grid network which are generated by the MESH program,

(c) data defining the hydrogeological characteristics of the aquifer system {e.g., saturated -
hydraulic conductivity, uhsaturated characteristic curves and storage coefficients for each

layer).
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(d) data related to the boundary conditions (e.g., for river side river hydrograph ; for off-
river side, known piezometric data of the observation wells; for the atmospheric face,

precipitation, evaporation, extent of root zone (if exists) etc. are required).

(e) data related to the aquifer system excitations (e.g., abstraction of water by WASA and

private wells, return flow from the municipal water supply).

The hydrogeological data are collected frlom the Dhaka WASA. They have defined
the saturated hydraulic conductivity of different zones of Dhaka region. The hydraulfc
conductivities of the aquifers are inferred from a correlation between the results of pumping
tests and lithological profiles. Storage coefficients are also determined from pumping tests.
To take into account the unceftainty related to some of these parameters, wherever possible,
data are averaged over éonveniently small areas. The vertical permeaﬁilities are derived from
the horizontal permeabilities by assigning (K;/K,) a single value of anisotropy for each layer.
Based on the mean anisotropic ratio evaluated by BGS (1989), ratios of 1.5 and 2.5 for the
upper and lower aquifers, respectively, are adopted. But in the present study, for the strip
near the river where lateral flow and vertical flows are assumed to be equally déminam ,the

anisotropy value is taken to be one.

For the characterization of the unsaturated soil behavior, one of the characteristic
functions which are described in Section 4.2, should be used. Here the van Genuchteﬁ’s
equations modified by Vogel and Cislerova (1988) is selected. The parameters related with
this are 6, ,0; , 6,, 0, 0., o, n, K, ,K; , which are defined in Section 4.2.1. For_'aCCUrate
characterization , a set of field data is required for moisture content, soil water suction and -
unsaturated hydraulic .conducti\-/ity. These are then fitted to the relations of Egs. 4.3 to 4.5.
But in the present study, due to some limitations, collection of such type of field data are not
possible and a set of arb_itra_ry fitting parameters are taken. A plot of these characteristic

- functions are shown in Fig. 6.22.

Atmospheric data (mean daily precipitation and evaporation) and river water level data
- are collected from SWMC. The piezometric and abstraction data for the area are collected

from WASA. Table 6.5 shows the annual abstractions of the production wells of Dhaka
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WASA under the selected area. Two separate programs have been developed to check these
data to feed the program in the specified time interval and specified format. These data are '
shown in Fig. 6.23.

Table 6.5 : Annual Abstraction of Pumping Wells in the Simulated Area

Well Nr. Well Name/Location Abstraction
MCM per year
DW1/19 Farashgonj 1.63
bw1t/18 Lakhsmibazar(WASA) 0.95
DwW2/17 Simpson Road 1.31
DWZI‘IS Jagannath College 0.715
DW2/16 Mitford Hospital 1.08
Dwz/22 Armanitola Math ' 1.06
DW2/20 S.D. Park . 1.23 |
DW2/13 Abut Hasnat Road 0.98
-------- ) Islambag 1.00
Dw2/2 Bhaka Water Works 1.32
bw2/3 Bakshibazar : 0.79
DW2/1 . Dhakeshwari{WASA} 1.22-
- Dbwz2/4 Rahmatullah High School ' 1.36
DW2/7 Azimpur Nr. 7 [Near OHT) 1.20
------ Rajnarayan Road 0.80
DW2/5 ) Nawabganj 0.97
Dw2/8 Peel Khana Nr. 2 1.08
DwW2/6 Ajimpur Nr. 6 0.83
----- B.D.R 1.00
DW2/10 ‘| Hazaribag Nr. 4 1.20
------ Hazaribagh {Lather Tech.} 1.00
DW3/11 ' Laboratory School 1 .‘40 .
DW2/11 Hazaribag Nr, 3 : 1.42
DW3/15 Jhikatofa 1.1
DW3/16 Rayer Bazar PWD 1.38 ]
----- . Rayer Bazar 1.00
DW3/17 Dhanmondi Nr. 8 1.52
DW3/21 R.ayer Bazar {Sultangonj) ) 1.37
DW3/7 Lalmatia Nr. 2 [SQHT) 1.9
DW3/6 Lalmatia Nr. 4 ’ 1.33
DW3/5 Nazrul Islam Rd.-Md. Pur ) 1.69

(---) well nos, are not known

Other private wells in the area :

BUET ;3 wells @ 750 m?® /day
Hazaribag : Total 6000-12000 m® /day
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6.5.5 Calibration of the Model

After the nurﬁerical setup, to simulate a physical system, calibration or identification
of a model is the most important phase in which the various model parameters are
determined. Uncertainties arise through a lack of data, iﬂlprecision of data and the
extrapolation of data defined on the local scale to the larger scale of the model. Through the
calibration process, adjustmehts may be made to the model pafameters in order to create a
closer agreement between the model’s response and a known real flow system. But an
important note here is that, this inverse problem of calibration does not yield an unique
solution and different set of parameters may. result same kind of responses depending on the
method used. Also to reduce the noise introduced in-the model becausé of the various
assumptions which underlie the passage from the real system to the model one to an
acceptable limit , it is generally recommended that the model should be constructed to
simulate the considered aquifer as close as plossible and to use as much data as is available

for its calibration.

Although there exists sof)histicated probabilistic or optimistic calibration procedure,
the frequently used method are performéd by the traditional trial-and-error processes of
deterministic model calibration. A detail calibration may be done from historic data by steady
state and transient state flow under consideration. Due to the fact that the stéble pressure
head distribution in three-dimensional region is not easy to represent in the model from the .
limited number of field data, the steady state calibration can be used to set up stable initial

condition for the transient simulation.

In the presénf study due to lack of time and data, no rigorous calibration method
followed. Inside the selected area there is only one observation well at Lalbag. The
piezometric Jevels observed in this well has been used for calibration. Due to the lack of
sufficient observation data in the zone, more importance is given to the sensitivity analysis

of the calibrated parameters and the related responses.
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During the calibration, first.step‘is to determine which parameters most strongly
control the drawdown pattern in the area. From the existing piezometry and hydrogeological
conditioms, it is revealed that drawdown in the main aquifer increases towards the center of
the city and at a lower value near the river. Water table is still higher in the other side of the
Burhiganga river which mostly penetrate partially in the upper aquitard. | Als-o the
piezometric level fluctuation near the river has similarity with the river water level
fluctuation and this diminishes rapidly away from the river towards the city. The conclusion

may be drawn that the river'Burhiganga is hydraulically connected to the underlying aquifer

system and the lateral flow towards the city is also fed by the high water level of the off-city -

side of the river. This lateral flow is controlled by the aquifer horizontal hydraulic
conductivity. Other way of aquifer recharge is by the direct vertical transter of water through
the surface from the precipitation and subsequent ponding in lower areas . But this vertical
transfer of the water is mostly controlled by the hydraulic conductivity of the upper aquitard.
So the hydraulic conduct1v1t1es of the upper aquitard and aquifers constitute major calibration
parameters. Another important point is that most part of the upper aquitard beneath the area
is saturated throughout the year with water table in the dugwell showing few meters below
surface although piezometric levels in the aquifer fall below the base of the aqu1tard The
saturation of the soil in the upper aquitard is mainly due to the return flow from the urban
water used (both domestic and industrial). This causes a continuous leakage of water from
_the upper layer. Correct assessment of this urban recharge is tough which is generally for
the different cities in the world in the range of 10 percent to 40 percent of the total volume
of water used. So urban recharge is taken one of the important calibration parameters. Other
calibration parameters that may control the drawdown of the piezometric levels of the
aquifers under the existing heavy pumpings are the storage coefficients of the aquifers. These
are also considered w:thm their confidence range. From data analysis, the acceptable range

of values for the main calibration parameters are shown in Table 6.6 .
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| Table 6.6 : Parameters used during the model calibration and their ranges

l Calibration parameters : I Confidence Range _l
eSS —

Hyd. conductivity of upper aquitard 0.0001 to 0.005 m/day

Hyd. conductivity of upper aquifer 9.0 to 180 m/day

Hyd. conductivity of lower aquitard 005 to 001 m/day

Hyd. conductivity of main aquifer 250 to 350 m/day

Urban Recharge - . 10% to 40%

.Storage coefficient of upper aquifer 0.0001 to 0.0004

Storage coefficient of the main aquifer 0.0003 to 0.0008

Calibration Results:

With a set-of values of parameters the program has run repetitively in the trial-and-
error approach. A perlod of time from 1st January, 1992 to 1st April, 1993 is selected for
thie calibration run. The purpose is to simulate a year round flow pattern (from January to
December or April to March) of the zone. Initially a time step value of 10 days with a total
46 time steps are selected to run the program. In each run, the simulated piezometric level
variation of the observation well position is plotted to check the observed values for the time
period. A total of twelve model runs are made before the sunulated piezometry matched the
observed piezometry. Due to the lack of availability of observed data, as stated earlier, it is
not possible to check the piezometric head contours of the total area. After a matchmg set
of parameters has been found on the 10 day basis run, the same parameter values are used
to.run the model with daily data having a total of 460 time steps. Now the solution converges
rapidly than the previous case. This is due to the fact that the input data (for precipitation,
evaporation) on 10 day basis are of high value and enters in the calculation as a high impact

which is largely reduced on the daily basis data. Finally, the outputs from 10 day basis and
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Fig 6.24 :(a) Simulated piezometric head with observed values at Lalbag

(b) Piezometric head profiles at other selected nodes




daily basis simulation are checked agamst observed piezometry and found no 51gmflcant
difference between the results of dally basis and 10 day basis simulations. To save time the
subsequent runs are performed on 10 day basis data. The parameters selected from the final

calibra-tion run are shown in Table 6.7.

Table 6.7 :A.Calibrated Values of the Parameters,

l Parameters Calibrated Values

—

Hyd. conductivity of upper aquitard . 0.0005  m/day
Hyd. conductivity of upper aquifer 15.0 m/day
Hyd. conductivity of lower aquitard 0.02  m/day
Hyd. conductivity of main aquifer ‘ 27.0  m/day
Urban Recharge ' - 30%
Storage coefficient of upper aquifer 0.0003

Storage coefficient of the main aquifer
0.0006

In Fig. 6. 24(a) the piezomettic head near BUET and Lalbag areas (node nos.
342,343,344) are presented. In the initial few time steps the results show some dev1at10n
This is mainly because of some discrepancy in initial condition setting in the internal nodes
due to lack of sufficient observation wells in the simulated area. Subsequently after few time
steps, this inconsistency dlmlmshes rapldly to have a balanced condition of pressure head
distribution in the domain. In Fig. 6.24(b) simulated piezometry of some other locations are
shown. From these (Figs. 6.24), it is clear that in a certain x (the established coordinate -
system for simulation, Fig.6.21) , if we g0 towards the river (e; g., from node 342 to 343
to 344 efc.), the piezometric levels are at higher levels showing higher gradients towards the

city. At the nodes near the river (e.g., node 202,203 etc.) the piezometric levels fall and rise
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almost with the river water level but this tendency reduces rapidly away from the river (e.g.
node 622, 342 etc). This supports the fact that the river effect on the annual piezometric level
fluctuation is upto approximately 3 km away from the river (the node 342 is'apl‘)roximately
2.5 km from the river).. Frmﬁ the shapes of the curves it is seen that the declining trend with
time of the piezometers away from the river are rapid with maximum piezometric leve] fall

in the most remote nodes at a value between 0.8 and 1.2m.

After fulfilling the calibration requirement the water balance of the domain is shown

in Table 6.8 for time period March, 1992 to next year end of February 1993,

’i‘able 6.8 : Different Components of Flow Balance

Components Volume (m*)
Abstraction - _ 41.62 x 108
Top surface (Atmospheric face) *4.06 x 10%cumulative outward)

2.47 x105 (cumulative inward)

Difference of flow between river

side and city side (net inward) 25.55 x10¢8

Return flow from water supply 12.84 x 10°

Storage reduction in upper

aquifer 5.20 x 10°

Seepage face 0.60 x 10¢

* value mdlcates loss of water from the surface when no pondmg of water on the surfacc exists

!
i.e., evaporation loss from ponding water mstantaneously after heavy precipitation is excluded,

i

From the above water balance, it is seen that the abstraction of water is mainly
compensated in the domain by the boundary flow from the riverside which is reflected i in the
third item in the Table 6.8. But it should be clear here that this volume of water. is not only

‘contrlbuted from the river itself but from the high water table of the surrounding area (from
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the other side of the river) also. The volume of water entered to the soil domain from the
direct precipitation is only 5.92 percent of the abstraction volume but later from sensitivity
analysis it is found that this volume does not instanitaneously contribute to the aquifer storage
and consequently this has less direct effect on the piezometric head decline of the zone. Most
part of the precipitation gets evaporated and lost by surface runoff due to the low hydraulic -
conductivity of the upper aquifer. Another important reason for less direct contribution from
rainwater is that the maximum part of the upper layer below surface remains in saturated
condition by urban leakage throughout the simulation time 50 that downward hydraulic

gradient becomes very smatl.

The storage reduction volume shown in the table are of the total moisture volume both
in the saturated and unsaturated zone. The storage volume of upper layer vary with the
surface or atmospheric events, i.e., evaporation and precipitation and also by river water
level. But the storage of the main aquifer does not change with time indicating full saturation
at all the simulation time. It is the upper aquifer which is subjected to storage change with
the lowering of the piezometric level. In the time period mentioned, the storage volume
reduced is given in the table. This volume is 1.79 percent of the initial storage volume of the .
upper aquifer and 0.53 percent of the initial storage of the total domain. When compared
to the abstraction volume of the area, this reduction is 12.46 percent of the total abstraction

volume.

6.5.6 Sensitivity Analysis

After the calibratibn of the model, sensitivity analysis of the parameters are performed
by the simple perturbation method. The purpose is to define the poorly calibrated parameters
to their realistic confidence limit and analyze the variation or sensitivity of the output to the
variation of the parameters. It helps to 1dent1fy the most 1mp0rtant parameter or parameters
which have relatively greater effect on the behavior of the simulated hydrogeological system.

In the sensitivity analysis the modeI is run sequentlally by perturbing one paramcter setting
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its value to the highest or lowest value while the other parameters in the same run are kept
constant. Then the simulated piezometric head profiles are compared with those of the
calibrated output. A total of 13 sensitivity runs are carried out and the ranges of the -

parameter tested is shown in Table 6.9.

Table 6.9: Sensitivity Runs and Perturbed Parameter Values

Run No.. Paramétérs Lower Value Upper Valie
SRO1 and Hydrautic Conductivity of Upper 0001 m/day - ' .001 m/day
SRO2 aquitard '

1 SRO3 and | Hydraulic conductivities of upper and Upper aquifer: 10 m/day 18 m/day
SR04 lower aquifers . : Lower aquifer: 20 m/day ' 35 m/day
SROS and Storage coefficient of upper aquifer 0.0003 0.05
SR06
SRO7 and Storage coefficient of lower aquifer 0.00b3 | 0.0008
SR08 ' |
SRO9 and | Retumn flow 0% 40%

SR10 |

SER11 Precipitation is made zero throughout the simulation period

SER12 River water level is reduced by 1.5 m throughout the simulation period
SER13 River water level is kept constant at low level (1.2 m PWD) throughout

Sensitivity Analysis Results:

The piezometric head profiles from different sensmwty runs are plotted in Flgs
6. 25(3) to 6.25(e) for some selected nodes. In these figures, each box contains simulated
piezometric head profiles of two nodes; the upper one is nearer the river than the lower

curve. Same nodes are used for each parameter with same scale of the axes so that from the
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Sensitivity Analysis : Run-SR07 & SR08
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Sensitivity Analysis : RUN-SR09 & SR10
Parameter : Urban Recharge
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visual inspection one can immediately identify deviations of the curves from the calibrated

plots and compare with one another.

In Fig. 6.25(a), the hydraulic conductivity sensitivity of the upper aquitard is shown. -
The upper value is 0.001 m/day which is higher than the calibrated vélue and the lower -
value is 20 percent of the calibrated value. But the curves _show that the piezometric levels
are more sensitive in the upper value. This is due to the fact that at higher value of hydraulic
- conductivity, water from the upper aquitard easily transfers to the upper aquifer and
contribute to the piezometric level resulting into lower drawdown. But in the lower value of
this parameter, water movefnent is retarded. The problem with the upper range is that if this
high value is allowed, the upper aquitard dry out quickly and continuation of saturation is
not possible in this case. The curves of the nodes 202 and 203 show lesser effect than the
other distant nodes. This is mainly because these nodes are nearer the river than the other
nodes so that the piezometric level near the river are mostly controlled by the river water

level.

Similarly Fig. 6:25(b) shows the variation of upper and lower aquifers’ hydraulic

conductivities on the piezometric levels. Here it is observed that nearer the river the effect - -

is lower (node 202, 203) and the upper and lower hydraulic conductivity curves are nearly
parallel to the calibrated curves showing less effect on the storage. But at the nodes which
are at relatively larger distance from the river (nodes 342, 343, 622, 623) and where
abstraction rate is high, the effect is clear enotigh with continuously increasing drawdown and
subsequent separation from the calibrated curves. Thus an additional piezometric head change
of 0.2-0.4 m at the end of simulation period are observed in the specified range of aquifer
hydraulic conductivities. This reveals the fact that the hydraulic conductivities of the aquifers

have significant effect on the ultimate lowering of piezometric levels.

The variation of storage coefficient for upper aquifer have different type of effect on
the piezometric level as shown in Fig. 6.25(c). In the simulated domain, the upper aquifer
has different water level position and moisture condition at different locations. At nodes
where high abstraction rate exists and relatively at longer distance from the river, the upper -

part of the aquifer is unsaturated (piezometric level upto -14 m PWD as per data base). So
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water level lowering in these locations occur with subsequent drainage of the upper part. But
near the river, due to high water level at the river (1.2 to 5.0 m PWD), most of the upper
aquifer remain saturated throughout the simulation time. In this situation, for sensitivity
analysis the high value of storage coefficient is fixed at a value which is in between the range
of values of storage coefficient and specific yield. The low value is at a normal minimum
confined storage coefficient value of 0.0003 with an intermediate value 0.003. From the
curves it is seen that at the lower range, the simulated piezometric head shows a little
variation from the calibration values in all locations of the domain. But at the high value, the
plotting shows significant deviation from calibrated profiles and drawdowns are reduced by
0.3 to 0.7 m at the end of simulation. It indicates that to maintain piezometric level at their
observed values, the storage coefficient should be as close as possible to the lower range.
This phenomena expresses that unsaturation of the domain in the upper aquifer is only at the

remote nodes and near the river it remains saturated from the river water flow.

The simulated piezometric levels are less sensitive to the storage coefficient of lower
: aqﬁifer (Fig. 6.25d). Here as usual, less value of S, shows high drawdown and higher value
Jess drawdown but variation is very small. Due to the high value of hydraulic conductivity
, water readily flows from the river side to the main aquifer keeping itlfully saturated at all
time and at all nodes. So this less sensitive nature against the high hydraulic conductivity is

expected.

The sensitivity of urban recharge is shown in Fig. 6.25(e). For the city area where
domestic and industrial water supply exists, this is an important contribution to the storage
buf correct quantification of this is tough. In the present simulation whole area is not
contributed from urban recharge uniformly due to variation of abstraction volume at different
locations. The nodes in the low lying area near the river,.thi‘s kind of return ﬂ()\?v is not |
applied at all. Within the confidence rahge 10 percent and 40 percent, the curvés show
expected response, i.e., high decline at low return flow and vice versa. But when applying
high return flow percentage, an important phenoména is that rejection of water by the soil
with outward flux at the surface nodes of the respective locations are obvious.’ Tﬁis water
contributes to the evaporation loss also. This phenomena reduces the return flow contribution

to the aquifer and is observed at some nodes at the present simulation. Due to time
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constraint, this rejection pattern and quantity is not analyzed here in detail which mighi-be

helpful for the proper estimation of this highly uncertain and important paramete‘r.

Direct contribution from the precipitation to the groundwater body in the simulated
domain is less which is shown by the water balance. In the sensitivity analysis, program run
SERI11 is done with the precipitation value equal to zero at every simulation time level. ‘The
- output piezometric profiles are shown in Fig. 6.26 and shows that the curves with no rainfall
are very close to the calibrated curves. A little additional declining is observed from the m1d

of the simulation penod upto the end of simulation.

From the simuiated curves of Figs. 6.24 and 6.25, it is observed that in almost all
the curves, there is a rapid fall at the initial period of simulation and then at the mid period
of the simulation (at monsoon) the declining rate is reduced or rising is observed followed
by rapid fall at the end of the period. The purpose of the extra run SER13 is to identify the
effect of monsoon rlse of the water level in the rlver ; whether the stated pattern of
pxezometnc head is maintained to some extent by other source such as high precipitation rate
at the same period and the additional declining of piezometric levels that might occur without
such monsoon rise in the river. So in this run a constant water level (1.2 m PWD) in the
river, a value almost equal to the initial value at the starting of simulation, is applied
throughout the simulation time. The resulting piezometric levels show that the rising pattern
at the monsoon is almost disappeared but no high addmonal drawdown is observe w1thout
such river water level rise. At the end of simulation, piezometric levels fall less than 0.10
m near the river (nodes 203 ,343,523 etc. ) are observed but away from the river the values
are further reduced. This again indicates less effect of river water level to the plezometrlc
head declme al remote locations (node 342,622 etc.). Thus it is proved that stated particular .
nature of the simulated curves is controlled only by the river water level and not by the high
preéibitation of the same period. The results of extra runs SER12 and SER13 are p:resented
in Figs. 6.27(a),(b).

In run SERI12 the condition setting and output are somewhat different from SER13.
Here the river water level is rediiced by 1.5 m from the existing values at all simulation

times including the monsoon rise. Here the curves has declined from their calibrated
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positions to a sigpificant amount showing increasiﬁg;l fall of pie\zometric head-With time.
Again the effect is higher near the river and reduced by the monsoon water level rise in the
river. The maximum amount of piezometric head decline is 0.6 m near the river and 0.25
m at other remote nodes are observed. So it may ’be stated hefe that low level in the river
in a year without rise in monsoon: are not causing large drawdown in the piezometric head
of the simulated area buit if river water level is reduced throughout the year (say, by pumping .
of water from the river for any other purpose) then the effect is more detrimental for the -

aquifer systems.
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" CHAPTER SEVEN

CONCLUSIONS AND RECOMMENDATIONS
FOR FURTHER STUDIES

7.1 Conchisions

Using Galerkin type finite element method a three-dimensional model has been
developed for variably saturated groundwater flow simulation. To check the model behavior
and accuracy of the algorithm under different auxiliary conditions six hypothetical problems
are used. Finally a real hydrogeological situation of Dhaka city along the east _bank of the
river Burhiganga has been analyzed. Conclusions from these'applications and testing are

stated below.

7.1.1 Schematized Problems

Prob. 01 & 02 : Unsaturated flow ; Soil-Moisture Infiltration in a Soil Column under

Dirichlet and Neuman Boundary Condition

~ (a) Simulated pressure head and moisture content profiles shows smooth nature and excellent
agreement with published results (Philip’s analytical solution and Solution by Paniconi et al.,
1991) |

(b) Vertical flux profiles are exammed as con51stent nature but a httle disturbances

at the front in Dirichlet boundary condltion is observed.

(c) No severe fluctuation and convergence difficulties encountered in three-
dimensional solution approdch which are reported by some researchers in one-

dimensional solution.
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Prob. 03 : Fully Saturated Steady Flow with Known Surface Flux

in a Confined Aquifer

" (a) The solution converges in few iterations in steady state mode.

. i , . '
(b) Simulated results of pressure head (avéraged over depth) profile along the flow

direction are perfectly close to the analytical solution.

‘Prob. 04 : Flow under Variable Atmospheric Influences
(a) High precipitation after initial and prolonged dry condition produced ponding on the
surface with rapid infiltration in initial stage but very slow infiltration after that due to near

hydrostatic pressure head distribution.

(b) This saturation process is mostly controlled by the unsaturated soil characteristic functions’
and hence shows the importance of proper parametetization of the unsaturated soil properties

of the upper layer of the soil.

(c) The time interval of -the input data (1'” day) and the time steps of the computation are
(always less than 0.5 day) different because in handling eamrated-unsamrated flow very small
time steps are required for corivergence. an adjustiment in the time step of the program and
input data may be useful to reduce abrupt changes in the input values (e.g.,high precipitation

after long dry spell) and thereby in the model responses
Prob. 05 : Transient Drainage from ajDomain with Seepage Face

(2) Sudden lowering of water level in adjacent surface water body resulted formation of

seepage face.

(b) Simulated transient position of the water table and seepage face by iteration method show

high gradient near seepage face.
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(c) At the beginning few time steps of simulation, the drainage volumes through the seepage

face computed by different models show some variation.

(d) Near the seepage face finer discretization, i.e., smaller nodal spacihg is required to take

care of high pressure head gradient.

Prob. 06 : Drainage-Replenishment due to Fluctuating Water Level in River

(a) High Darcian fluxes occur in the periods of rising river hydrograph, especially in the

vicinity of groundwater table and slightly above it.

(b) The intensive fluxes disappear when all parts of the flow region are either saturated -or

at least wet enough during a prolonged high flood or constant water level.

(c) The phase of recéding hydrograph is most dangerous for the stability of the river bank

which are recognized from large velocity vectors.

‘(d) The pressure head contours in the saturated zone below the groundwater table are at all

times effectively parallel to the groundwater table.

(e) The behavior of the unsaturated contours indicate a difference in time scale between
saturated and unsaturated movement with unsaturated movements being much slower.
7.1.2 Dhaka City Strip Modeling

(a) The program converges within a satisfactory maximum iteration at each time level for

both 10-day and daily basis input data.

(b) After a long dry spell when a high precipitation enters as input in the computation, then

this works as a high impact which is encountered in the program by automatic time step
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reduction. This time consuming process improves sufficiently in daily basis run due to lower

magnitudes of stated input data.

(c) The simulated piezometric profiles near the river show pronounced rise and fail with the -
river water level but this trend diminishes rapidly at locations approximately 2.5 km away

from the river.

(d) Inone ye-ar cycle (March to next year end of March), the piezometric levels don’t return
to their original position in the remote areas from river and a maximum of 0.8 to 1.2 m of

unrecoverable piezometric head decline is observed in areas of high abstractions.

(¢) Main component of recharge is by the flow from the river side boundary (approximately
60 percent). Urban recharge contribute to the aquifer as near as 30 percent of the abstraction

volume.

(f) Among the four simulated layers, the upper aquifer shows ultimate storage reduction

estimating above 1 percent of the initial storage of the layer.

(g) Direct effect of rainfall through infiltration has negligible effect on the piezometric head

profiles of the area.

(h) In the sensitivity study, nydraulic conductivities of the aquifers are identified as important
parameters. Hydraulic conductivity of upper aquitard and urban reéharge control the

declining trend of the piezometry of the area.

(i) Without the monsoon rise of the rivet water level, the addltlonal drawdown is very stnall
but if the water level is reduced throughout the year to a certain value, the effect on the

aquifer may be hazardous.

(j) Imposed high percentage of urban recharge causes rejection by the upper aquitard at some
locations and rise of water level at surface nodes leads to the conclusion of the necessity for

detail analysis of this paramete‘r for correct assessment.
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7.2 Recommendations for further Studies
7.2.1 Improveinent of the Algorithmi

Present model can be improved into a more.user-friendly and competitive one by
modifications through new subroutines and supporting programs which are summarized as

follows :

(a) To facilitate data generation for three-dimensional domain, which is identified as
relatively tedious job in three-dimensional case, existing mesh generator can be modified so
that it can easily discretize irregular domain from a less number of input geological structure
data with an easy means of editing this data by visual interaction and some sophisticated
interpolation technique: may be incorporatéd to allocate hydrogeological data to each node
properly. In this connection GIS softwares and macro language may be regarded as important

tools.

(b) To increase the efficiency and speed of the algorithm the existing solver can be changed
by the optimization type conjugate gradient solver which will be very suitable for regional |
scale simulation. Another modification and change in the main code can be done by changing
the elements type used and a provision for combination of multiple type of elements to

define irregular boundary properly and for a more efficient model.
(c) Present model can be coupled with a two-dimensional surface runoff model which will
take into account the runoff water from the heavy precipitation and thus the model may be

transformed to a more physically based model.

(d) A hydrodynamic river flow model can be coupled with the present one to :simurlaie

riverine area in an integrated approach.

(e) Effect of hysterisis and plant growth with time is not considered in the model. So further

modification may be referred to these points.
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7.2.2 Dhaka City Detail Modeling

With respect to the Dhaka city detail mbdéling,fj-he suggestions are :

(a) A complete database of the area should be developed for soil layers of the different
Jocations or geotechnical subareas, their hydrogeological characteristics and the piezometric '

levels of the observation wells.

(b) For proper quantification of vertical leakage contribution from surface total paved and
unpaved areas, the water level conditions in the lakes, and unsaturated soil characteristics of
the upper two layers should be examined and defined correctly from field inveStigation and

data analysis.

(c) To estimate urban recharge component properly, the soil saturation condition along depth
upto the base of the upper aquitard should be examined in sufficient number of locations and
then a detail sensitivity study of the parameter could be done by considering the rejection

pattern at different percentage of this inipOSéd volume.

(d) To know correctly the river leakage to the aquifer system only, a number of observation

wells should be established in both sides of the river.
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APPENDIX A

SIMPLIFIED FLOW CHART

( START )

[OPEN INPUT AND OUTPUT FILES]

READ Data
Material characteristic parameters '
Time increament, expansion and reduction factor

-

, r
Z Read node numbers array and boundary-condi_tions/

, - i ' :
/Fiead element connectivity matrix /

Creat table for parameters
Calculate K,C,0 for each node

Read" River water level, Precipitation
Evaporation data

R

Set initial time c]eﬁén’déni boundary conidition

/ Read parameters for Smk t_e_rrr_1/

)
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Read initial seepage face nodes and
adjust with river water level

Print nodal pressure head and moisture
‘ content for initial time

co—

\

Calculate K,C,0 for each node corresponding
to new pressure head

i

Calculate element matrix and vector elements
and assemble them to form global matrix equation

Modify boundary conditions in seepage face and
face exposed to the atmosphere depending on
new pressure head and flux computed

{

Modify the global matrix equation for imposed
Dirichlet boundary condition and solve

No

Is the

convergence criteria >-
~Juttilled ?

Calculate nodal fluxes with computed
pressure head values

©
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" No Print time

reached 7

Print pressure head and moisture content
for each node

7

P

]
Compute mass balance

No'

<~ Next time leval

of input reached ?

‘Update time dependent Boundary condition

End time level of Yes

~Simutation reached 7

Reset current time
- increament, At

Extrapolate pressure head for next time level
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