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ABSTRACT

Forecasting the future demand of eny kind of products of the business
companies 1s a very important and critical activity for all kinds of business
crganizations. For a relail chain store, demand forecasling is the major activity in their
whole supply chain nerwork. Demand has to be accurately forecasted in order to
fulfifl the customer requirements and in order to suecessfully run the business. An
efficient and accurate demand forecasting system can play a major role in minimizing
different kinds of costs and in increasing customer service. That means overall quality
of the organization can be increased. There are hundreds of different techniques have
been invenled so far for efficient demand forecasimg, Some arc qualitalive and some
are quantitative mcthods. There are also some methods which are combination of
both. Custorner comes to chain retail storc in order to buy products. Making products
avallable for the customer for buying is ihe objective of the management of the
company. Hundreds of varieties products are available in a chain retail store. There is
vanous demnand influencing factors for different kinds of products, It is very much
difficult to include the quantitative effects of the infllucncing factors in the demand of
any kind of item by applymg lhe existing forecasting algorithms. Though, the current
algorithms use both quantitative and qualitative methods .in thelr forceasting
techniques, there some limuations of the cxisting algonthms. There are such
influencing factors in the demand of the ilems available in a chain refail store whose
effects can not be quantified by the existing algorithms. Neural network is a very
promusing tool in the field of forecasting. It is a data driven method. It can identify
patiem in the past data and base on that pattern it can predict or forecast the future
data. Though, il 15 a quantitalive method, judgmental decisions can be apphed Lhrough
this method. Forecasting using artificial neural network techmique is the most
advanced procedure in any kind of forecasting fietd. Applymg atificial neural
network algonthm 1o retail storc demand forecasting is a very challenging task. In this
study, the artificial neural network algorithm has been applied for forceasting future
demand of a fast moving item in a chain retal store. Previous years demand ¢lata has
been used in developing the algorithim. The demand pattern of the selected itern has
been studied imitially. Network architecture has been created by using the
observations of that study. The result has found to be very much encouraging. At the
beginning of this research, 1t has been reviewed that in the retail sector the error of the
cunent forecasting algorithms is the range of 20% to 25%. The algorithm that has
beent developed n (s study the error is about 8% to 10%. The reduclion of
forecasting emor will delinitely contribute n1 Lhe development of the chain retail stores
and achieving higher profit and custowner satisfaction level,
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CHAPTER 1
INTRODUCTION

1.1 INTRODUCTION

An efficient demand forecasting system is very mﬁch necessary and crucial for
any kind of business organizations. It is also very imporlant for any kind of non-
business organizations also. Demand forecasting in any organization means {o predict
about the future demand of (hat organization’s product. The product can be goods,
service, information, place, property, organizalions etc. So,.an cfficient demand
forecasting process 1s 1mporlant for a manufacluring organization, a service
organization, a merchandizing organization or any other kind of organization. It is
very important for a manwfacturing organization or a merchandizing organization.
The efficiency of whole supply chain 1n these types of organizalions mostly depends
on a perfect and effective demand forecasting sysiem. Demand forccasting play a
major role in a complete mamufactuning plauning. A merchandizing organization
purchase products from the market or directly from lhe manufactuning organizations.
They sell the product to the buyers. So, demand forecasting for thesc orgamzalions is

the most crucial in their business planning.

. _. . Chain retail store 15 a well.established .concept in the developed countries.
There are thousands of chain retail stores or chamn super stores in the developed
countrics. All most every kind of products for daily necessity is available on those
stores. (rocery 1tems, househeld items, food items, cosmetic items, cloth items, el
are the some common type of products that are available mn the chain sup;er store. The
market share of these super stores in the total selling market is very high, In a
developing country like Bangladesh super store concept is not very old. This concept
has yet not established countrywide. Tt 15 established mainly in the one or two big
¢ifies like Dhaka, Chittagong. This concept is just beginning to spread countrywide.
Historically, the Bangladesh) retail sector hasl heen dominated 'by smmall independent
players such as tradilional, small grocery stores and others. Recently organized, multi-
outlet retail concept has gained acceptance and has since then accelerated. Driven by

changing lifestyles, strong mcome growih and favorable demographic patterns,
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Bangladeshi retail is expanding at a rapid pace. In Dhaka city, there arc ahout 35
chain super stores of dillerent brands. Chain rctainr stores Inamed Agora, POS,
Nandon, Family Needs, Sapno elc. are well established. TIn such a siote about 2000
varielies of products are available. All the super stores buy most of therr products
from outside. They are just sclling the products. Recently, they are trying to develop
their own brand in a very few variety of products. So, for these stores demand
forecasting of their producits is very necessary in order to make their businesses run

efficient!y.
1.2 RATIONALE OF THE STUDY

Dermand forecasting 1s a very important part in the whole business plan of any
kind of organizations. Forecasting is a very important topic in Ihe operations
management field. Demand forecasting is the activity of estimating the quantity of a
product or service that consumers will purchase. Demand forceasting involves
techniques including both infonnal methods, such as educated guesses, and
quantitative methods, such as the use of historical sales data or current data from test
markets. Demand forecasting may be used in making pricing decisions, in assessing
future capacity requircments, or in making decisions on whether to cnier a new
markef. In today's demand-driven supply chain, being successful means finding the
right balance between supply and demand. Poor forecasting can lead to inaccurale
demand plans, which causcs excess inventory, or even more costly, mventory stock-
outs. In fact a recent 2006 AMR Rescarch note reponed that a 5% improvement in
demand fm:ccush-ng au:-curacy mrrela-tes tl:-} 'ﬂ-. 10% improvement in perfect orders [1}.
AMR goes further W show a 10% improvement in prefect orders can vield 50 cents
better carnings per sharc. Demand planning and forecasting serve as the foundation
for marshalling resources lo cost-eflectively respond to furure demand and oplinizing
invesiments. In order (o ensure optimal demand forecasting, those in distribution-
intensive industries must capitalize on wsing the most appropriate forecasting model
and methods that best serve the unique dynamics of their business at a speeilic
moment in time. One size does not fit all—nor are market dynamics static such that

one model that fits today's conditions will be equally suilable tomorrow.



Some imporant decisions by functional orea that arc based on demand

forecasts are as follows:

« Production: Scheduling, inventory conlrol, rggregate planning.
* Marketing: Sales-force allocation, promations, now product introduction,
* Finance: Plant/equipment investment, budgetary planning.

* Personncl: Workforee planning, hiring, layofTs.

Most manufzcturing and merchandizing companies in developing countries
d:lcrrnme prnducl demand forecasts nnd pmductmn pians usirig subjective and
mtu:twc judgﬂ‘ltl‘lls This mny be ane. fnr:tnr that leads to production inefficiency. An
tr:cumcy of - the-.démand f‘or:tast slg,mﬁr:nnﬂy alTects Saﬁ:ty slock and mw.:ntary
Tevels, lm-'t'l][ﬂl'} holdmg cns:s :md custnmcf service levels. When the demand is
highiy st.nsonnl inis unl:kcly that an nccumtf: forecast can bé obtained without the use
of an nppmpnnte forecasting model. The dcmand forecast is one among severa
cnhc:] mpuls of a production pIm‘Imng process. When the ﬁ:rmcnst Is inaccurate, the
obtained. pmductmn pla.n.wﬂ! bc um!mh!a and may result in over or under stock
problems. To avoid them;: a smlahlc amnum of safety stock must be provided, which
mqum:s add:tmnal mxtsrm:nl m lmcntnry’ und msults ‘in an m:n:asad inventory
hnldmg msls Oﬂm forcca_'.tmg dtmn.nd 15 cnnfumd with fnr:caslmg salca. But,
I':nlmg io fnrccnsl dcm:md ignores iwo important phenomena [2]. There is a lot of
debate in thc demand plnnmng literature as how to measure and represent historica!

dc-rnnnd since the historical dcmand forms the has:s of forecasting.

mar  dAmi ala m o= Aot wmmieeias mmp oo B - - -
'

P - .

Stock- Fﬂ'er.ts It is 1ht cﬂ'cc:s that inventory levels h:we on sales, In the
) r:xtrtmt case of stc-ck-uuts demand coming into store is not converied to sales due 1o
a nck of availability. Damand is also unlappcd when sales for an item are decreased
duc to 2 poor display location, or because the desired sizes are no longer available.
For example, when a consumer eléctronics retailer docs not displaya particular fat-
screen TV, sales for that model are 1ypically lower than the sales for models on
display. And in fashion retailing. once the stock level of n particular sweater falls to
the point where standard sizes m no longer available, sales of that item are
diminished. -

Market Response Effects: 1t is the effect of market events that are within .

and beyond a rewiler's control, Demand for an item will likely rise if & competitor
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increases the price or if the item is promoted in weekly circular. The resuliing sales
increase reflects a change in demand es a result of consumers responding to stimuli
that potentially drive additional sales. Regardless of the stimuli, these forees need to
be factored inlo planning and managed within the demand forecast. In this case
demand forecnsting uses lechniques in causal modeling. Demand forecast modeling
considers the size of the market and the dynamics of market shere versus compelitors
and its cffect on firm demand over a period of time. In the manufacturer to reiailer
medel, promotional evenis are an important causal factor in influencing demand,
These promotions can be modeled with intervention models or ust s tonsensus
process {0 aggrepate intelligence usiug internal collaboration with the sales and

markeling functions,

A sotall retailer may not need and afTord a full-fledged demand foreeasting
analysis. However, with increasing number of bigger retailers cntering the market
demund forecasting becomes feasible. Firms face a multitude of challenges due to the

following factors:

* scale of forccast (how many goods to inctude in the foreenst?)
* sporndic demand (erratic sales for many jterns in the store)
+ introduction of ncw goads

+« chanmng prices and promotions

A big retailer may have thousands of items per shop. Since forecasting is an
important yet expensive task, the retailer can not foreeast for all goods it sells. Thougl:
it is infensible to manually forecast the demand of all the produets, it is possible to use
wutomated teols to do so. In most cases, quality forecasts can be obtained from the
automated tooi and the expert analysts can be employed to forecast few of the most
important products {3]. This reduces the burden rom the humans but requires lot of

computling power available.

Forecasting models classically fall into one of two types: qualitative and
quantltative. The primary difTerences between the two include the type of input data

and the mathematical and statistical methods employed to generate forecasts.

Qualitative models: Qualitative models rely on subjective inputs from
Inowledgeable personnel, such as salespeople, zccount managers, and the like. This

approach typicslly employs formal procedures for data review and consensus



approval for delennining the value of various forms of information, Aggregation of
individual estimates and Delphi-type structured polling methods may be used to

chiain consensus amonyg a group of forecasters.

Quantitative models: Quantitative models are siatistical ly driven, drawing
heavily on historical performance data as the basic data input. The calculating logie 15
dclined and operations are purely mathematical, Three basic model sub-types are used

to configure the calculations: ime series, derived and causal models,

A. Time series model: Employs a time-ordered sequence of observations of s
particular variable, and uses only the history of that variable to determinc future
values, For example, if examination of monthly sales volumes of lawnmewers sold in
Georga revealed a linear paitern, a linear trend model would likely provide the best

means for develeping the forecast of future demand.

B. Derived model: Bascs a new forecast on an existing forecast When an
item's forecast is thought to be fundamentally the same as an existing item,
characteristics of the old item can be copied to the new item with factoring up or
down by a percentage to express an associated forecast. This preserves the overall
trend and seasonal characteristics of the item, providing a good starling point for the
new item. For example, one might forecast new lawnmowers with five-horscpower

engmes bascd on the forccast for lawnmowers with iwo-horsepower engines.

C. Cavsal modei: Relies on correlation belween a particular time series
variable and other time scries factors.-If a causal relationship can be determiined; one
can then use that relationship to calculate the forecast. For example, causal lechniques
are useful in caleulatmg 'lift" ereated during promotional campaigns. The relationship
between base demand (demand without promotional activity) and promolienal causal
factors can be established through the use of sensitivity factors. For example, in
promoting a product with a price discount campaign, a forecasting system using
causa] relationships can detenmne what the 'lift' or increased sales will be. Additional
faclors can be used, such as end-cap displays, scasomality of the product, etc. Factors
are not additive but are used {ogether to calculate the expected lift for products for a

specified period, channel, or customer.

Most advanced forccasling systems use a combination of both qualitative and

quantitative lechniques to generate a reliable forccast. Statistical models using



historicat dala provide an objective base of information that OTEanizations may use as
the foundalion or baseline to more qualitative calculations gencrated by personnel
with knowledge of more intangible market factors, or perceptions regarding factors
impacting fulure market performance. During last few decades, various approaches
have been developed for lime series forecasting. Among them ARMA models and
Box-Jenkins modcl bulding appreaches are highly famous, But the classical tme
senes methods can not deal with ferecasting problems in which the valuesl of time
scries are lmguistic terms represented by fuzzy sefs [4], {5]. Therefore, Seng and
Chissom [6] presented the theery of fuzzy time seres o overcome this drawback of
the classical time series methods, Well established lime series models include- (1)
linear models, e.g., moving average, exponential smoothing and the autoregressive
intcgrated moving average (ARIMA); (2) nonlinear models, ¢ g., neural network
models and fuzzy system models. Recently a tendency for comibining of linear and
nonlinear medels for forecasting time series has been an aclive research arca [7]. The
recen upsurge in researcl activities inlo erificial neural networks {ANN’s) has
proven that neural networks have powerful pattern classification and prediction
capubilities. ANN's have been successully used for a variety of tasks in many fields
of business, indusiry, and scicnce [8]. They have fast become a standard class of
quantitative modeling tools for researchers and practitioners. Onc of the mMajor
applicabon arcas of ANN's is forecasime. There is an increasmg  interest in

forecasting using ANN’s in recent years. Forecasting has a long history and the

miportance of this old subject is_reflected by _the diversity of its applications in - -

different disciplines ranging from business to cngineering. The ability to accurately
predict the future is fundamental to many decision processes in planoing, scheduling,
purchasing, strategy formulation, policy making, and supply chain operations. As
such, ferceasting is an area where a lot of cfforls have becn invested in the past. Yet,
it is still an important and active ficld of human activity at the present time and will
confinue to be in the future. Forceasting has been dominated by linear methods for
many decades. Linear methods are easy to develop and i'mplement and they are also
telatively simple {o understand amd interpret. However, lincar models have serious
limitation 1n that they are not able to capturc any nonlinear relationships in the data.
The approximation of linear models to complicated nonlinear relationships is not
always satisfactery. In the carly 1980s, Makridakis [9] organized a large-scale

forecasting competition (often called M-competition) where a majority of commonly



used hnear merthods were tested with more ihan 1,000 real time series data. The mixed
resulls show that no single linear model 1s glmi}aliy the hest, which may be interpreted
as the failure of linsar modeling in accounting for a varying degree of nonlinearity
that is common 1 real world problems, ANN’s provide a promising allemnative tool
for forceasters. The mherently nonlinear structurc of neural networks is particularly
useful for capunng the complex underlying relationship in many real wotld
preblems. Neural networks arc perhaps more versalile methods for forecasting
applications in that not only can they find nonlinear strucinres in a problem, they can

also medcl linear processes.

The focus of this research work is to apply artificial neural network technique
in forecasting the demand of varieties of products in chain retails stores and also
mclude the uncertainty factors in the forecasting system. The main purpose of this
study 1s to apply non linear models of forecasting in predicting the demand which is
tradiionally predicted by linear models and where different factors influencing the

demand have been neplected so far,
1.3 OBJECTIVES OF THE STUDY

The specific objectives of the present research work are as follows:

a. To classify the calegory of items from the broad catcpory of selected daily

used iterns.

b. To identify lhe influencing factors, analyze and quantify their effects on

the demand level- - ccco;oeceo- s ooio — oo o Lo
¢. To address uncertainiy 1n the dernand.

d. To develop a heuristic optimization algorithm lo efficiently forecust the

demand level.

e. To compare the proposed algorithm with some existing alporithms.

Possible outcomes are:

4. A new heuristic forecasting model which can address the stochastic
pararneters.

b. A comparative analysis belween several c}iisting algorithms with the
proposed one.

¢. A computer program to ferccast demand for classified catcpgory of items.



1.4

the

OQUTLINE OF METHODOLOGY

Study the demand pattern of the daily vsed items.

Identify all the parameters that affect the demand pattem and level.
Analyze the existing algorithms along with their limilations.

Develop a heuristic optimization algorithm (o build a forecasting model
step by slep.

Incorporate the uncertainty nature ol demand ihrough neural network
logic.

Develop computer softwarc to solve such algorithm.

Perform a comparative study wilh respect o existing algonthms to

evaluate the performance of the proposed model.



CHAPTER 2
LITERATURE REVIEW

2.1 INTRODUCTION

Foreeasting is {he process of eslimation in unkntown situations. Prediction is a
similar, but more genern! term., Bath con refer to éstimation of time series, cross-
sectional or longitudinal data Usige ¢an differ between areas of application: for
example in hydruingy. the terms-"forecast” Ii.-nd "forecasting” are sometimes reserved
for estimates of values at certain 5pecil'll:r future times, while the term “prediction” is
used for more general estimates, such as the number of times Noods will occur over a
long penod. Risk end uncenninty are central to forecasting and prediction.
Forecasting is uséd in the.practice of customer demand planning in every day business
{orecasting for manufacturing or merchandizing companies or any other types of
companies. The discipting of demand planoing, alse sometimes referred to as supply
chain forecasiing, embraces both stetistical forecasting and n consensus process.

Farecasting i$ commonly used in discussion of time-series daia.

Forecasting product demand is crucial to any supplicr, manufacturer, or
retniler. Forecasts of future demand will determine the quantities thai should be
purchascd pmduced and :h:ppcd Demand fnrccu.!ls arc necessary since the basic
npcrauuns process, moving Emm the suppliers’ raw materials to finished goods in the
customers’ hands, takes tme. Most firms cannot simply wait for demand to emerge
and then react to it. Instead, they must anticipate and plan for future demand so that
they can react immediately to customer orders as they occur. Lo other words, most
manufacturers “muke 1o siock” rather than "make to order™ — they plan nhead and then
deploy inventories of finished goods into ficld locations. Thus, once a customer order
materializes, il can be fulfilled immediately ~ since most customers are not witling to
weit the ume it would iake o actualty process their order throughouwt the supply chain
and make the product based on their order. An order cycle could take weeks or
months to go back through part, item or raw material suppliers and sub-assemblers,
through manufacturing of the product, end through 1o the eventual shipment of the

order to the customer. Firms that ofler mpid delivery fo their customers will tend 1o
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force all competitors in the marke! 1o keep [mished pood inventories in order to
provide fasi order cycle times. As & result, virtually every organization involved needs
to manufaclure or at least order parls based on a forecast of furure demand [10]. The
ability to accurately forecast demand also alfords the firm opporiunities to conirol
costs through leveling its production quantities, rationalizing its transportalion, and
generally planning for efficient logistics operations. In general practice, accurate
demand forecasts lead to cfficient operations and high levels of customer scrvice,
while inaccurate [(orecasts will mevilably lead to incificient, high cost operations
and/or poor levels of customer service. In many supply ¢bains, the most important
action 1t can be taken to improve the efficiency and effeclivencss of the loyislics

process is to improve the quality of the demand forecasts.

2.2 FORECASTING DEMAND IN A SYSTEM

Logistics professionals are typically interested m where and when customer
demand will materialize. Consider a retailer sclling through five superstores in
CGulshan, Dhanmondi, Shantmagar, Mirpur, and Uttara. Tt is nol sufficient to know
that the total demand will be 5,000 units per month, or, say, 1,000 units per month per
slore, on the average. Rather it is imporant to know, for example, how much the
Gulshan store will sell in a speeific month, week or day, since specific stores must be
supplied with goods at specific times. The requirainent might be to forecast the

menthly demand for an item at the Gulshan superstore for the first three months of the

next yea. Usmg avariable htstoncal data, mthcrut any further .-'11'1211}515 thﬂ best guess

of 1 monthlj,r  demand in the COMINg mc}nths wuuld probabl}' be the average monihly

sales over lhe last few years. Same thing applies for the months and days sales also.
The analylic challenge 1s to come up wilh a better forecast than tlus simple average.
Simce the logmstics system must salisfy specific demand, 1n other words what is
needed, where and when, accurate forecasts must be generated at the stock keeping
unit (SKUJ level, by stocking location, and by {ime period. Thus, thc logistics
information system must often gencrate thousands of mdividual forecasts each weck.
This suggests ihal useful forecasting procedures must be fairly "automatic”; that is,
{he forecasting method should operate without constant manual intervention or analyst

input.
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In practice, however, most firms have found that the planning and operation
of an effective logistics system requires the use of accurate, disaggregaled demand
lorecasts. The manuiacturing organization may necd a forecast of total product
demand by week, and the marketing organization may need to know what the
demand may be by region of the country andl by quarler. The lﬁgistics organization
néeds 1o store specific SKUs in specific warehouses and to ship them on particular
days to specific stores. Thus Lhe logistics system, in conirasl, must ofien generats
weckly, or even daily, forecasts at the SKU level of detail for each of hundreds of

individual stocking locations, and in most firms, Lthese are generated nowhere elsc.

An imporlant 1ssue for all forecasts is the "horizon;” that ig, how far into the
futurc must the forecast project? As a general mile, the farlher into (he future it will be
looked, the morc clouded the vision becomes - long range forecasts will be less
accurate that shor range forecasts. The answer depends on what the forecast is used
for. For planning new manufacturing facilities, for example, it may be needed to
forecast demand many vears into the future since the facility will serve the finn for
many years. On the other hand, these forecasls ean be fairly aggrepale since they need
not be SKU-specific or broken out by stockade location. For purposcs of operating the
logistics system, the forecasting horizon needs to be no longer than the cycle time for
the product. For example, a given logistics system might be able to routinely purchase
raw materials, ship them to manufactunng locations, generale Imished goods, and

then ship the product (o its field locations in, say, nincty days. In this case, forecasts

.~ --_0f SKU -_level customer. demand which can teach minety days inlo the future can tell. . .

everything it is needed to know to direct and control the en-going logistics operation.
It is also important to note that the demand forecasts developed within the logislics
syslem must be generally consistent with planning nmnbelrs genetated by the
production and marketing organizations. I the production department 1s planning to
manufacture two million units, while the marketing depariment cxpeets to sell four
million units, and the logistics forecasts project a total demand of one million units,

semior management must reconcile these very different visions of the fulure.
2.3 DEMAND FORECASTING PROBLEM

Forecasting meeds arise in a variety of fields and applications. Whether
forecasting future expenses and revenues in corporate accounting, planning

manufacturing productlion timme and cost, predicting retail sales trends or deriving an
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optimal trading slralegy for scourilies, analysts are faced with the challenge of
managing increasingly large and complex data sets. Thesc data sets can conlan
thousands of vanables making it impractical {o use manual forecasting processes,
where each vanable 1s handled individually. Tn order to efficiently leverage the vast
amount of information that exists in a dala set collectively, an analyst needs [leaible
and scalable forecasting solutions built around a robust, reliable and accurate set of

numerical algorithms.

Companies and supply chain managers should be aware of the following tics

of furecasts:

s Forecasts are always wrong and should thus include both the expected
measure of forecast error.

¢ Long-term forecasts are usually less accurate than shori-term forecast
long-term forccasts have a larger standard deviation of error relative to the
short-term forecasts.

» Apgregate forecasts arc usvally more accuratc than disaggregate forecast,
agpregate forecasts tend to have a smaller standard deviation of etor

relative to the mean than short tenm forecast.

Since inventory 15 material obtainzd in advance of need, any inventory control
policy must be based on seme anticipation or belicf about which iterns will be needed
in the fulure, hew much will be nceded, and when the need will arise. In other words,

inventory conlrol must mmlw SOTE forccast of future demand, Whl.’:thbl' crude or

sophisticated, explicit or rmph-:lt Even a szban S}fstem inv uives some i'orccastmg,
in that the size or desired quantity in the Kanban centainer 1s based on a consideration
of the amount of demand which could occur over the re-supply tine inlerval [11]. In a
vory real sense, the ability to forecast demand and re-supply times accurately will set
an upper limit on how successful or eflicient the inventory control policy will be. In
many cases, the most effective way to impmﬁ the inventory performance in a [irm
may not involve changing the inventory contrel algorithin, but rather wonld focus on
improving the demand forecasts (hat drive the existing inventory system. That having
been said, there is far more to effective inventory control than simply forecasting
demand “accurately”, and it is ofien impossible o obtain truly accurate demand

forecasts. An appropriate invenlory comirol will accept the available inventory
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[orecasts and aperale as elficienlly as 1s possible given the inherent inaccuracies of

ihe forocasts,
2.4 FORECASTING PROCEDURE

Forecasting involves the generatien of a number, set of numbers, or scenario
that cormesponds to a future occurrence. It is absolutely Iassential to short-range and
long-range planmng. By defimtion, a forecast 1s based on past data, as opposed to a
prediction, which is more subjective and based on instinct, gut feel, or gucss. For
cxample, the evening news gives the weather “forecast” not the weather "prediction.”
Repardless, the terms forecast and predictions are often used inter-chanpeably. For
gxample, definitions of regression—a techmique sometimes used in forecasling—
generally slate that s purpose 1s to explain or "predict.”. In ihe below figure,

forecasting procedure and need has been showed.

Market and
category forecasts
! I ¥
Actions of N Actions of
outsiders (e.g. ’. insiders (e.g.
competitors, marketing mix)
government)

l

i

- Market share

b

Demand

4

Figure 2.1: Needs for marketing forccast.
Forecasting is based on a number of assumptions:

1. The past will repeat itsell. In other words, what has happened in the past

will happen again in the future.
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2. Asibe forecast horizon shorlens, forecast aceuracy increascs. For instance,
a forccast for tomorrow will be more accurate than a forecast for next
month; a forceast for next month will be more accurate than a forecast for
next year; and a forecast for next ycar will be more accurate than a forceast
for ten years in the future.

3. Forecasting in the aggregate is more acourate than forceasting individual
itemms. This means (hat a company will be able (o forccast iolal demand
over its cntire spectrun of products more accurately than it will be able to
forecast mdividual stock-keeping unils (SKUs). For example, (eneral
Motors can more accurately forecast the tolal number of cars needed for
next year than the total number of white Chevrolet Impalas with a certain
option package.

4. Forecasts are scldom accurate, Furthermore, forecasts are almost never
totally accurate. While some are very close, few are "rfight on the money.”
Therefore, 1115 wise to offer a forccast "range.” If one were (o forecast a
demand of 100,000 units for the next monih, it is extremely unlikely that
demand would equal 100,000 exactly. However, a forecast of 90,000 to

110,000 would provide a much larger target for plarming.

William J. Stevenson lsts a munber of characteristics that are common to a

good lorecast [12]:

_.*» Accurale—some degree of accuracy should be detcrmined and stated so

that companson can be made to alternative forecasts.

o Reliable—the forecast method should consistenily provide a good forecast
1f the user is to establish some degree of conlidence.

# Timely—a ccrain amount of lime is needed to respond to the forceast so
the forceasting horizon must allow for the time necessary to make changes.

+ Easy to use and undersland—users of the forecast must be conlident and
comforiable working with it.

¢ Clost-effective—the cost of making the forecast should not outweigh the
benefits obtained from the forecast.

All firms forecast demand, but it would be difficult to find any two finns that

forecast demand 1n exacuUy the same way. Over the last few decades, many different

-14 -



forecasting techniques have been devcloped in a number of different application
areas, mcluding engineenng and economics [13]. Many such procedures have been
apphed to the practcal problem of forecasting demand in a logistics system, with
varying deerees of success. Most commercial software packages that support demand
forecasling in a legistics system include dozens of different forecasting algorithms
thal the analyst can nse (o generate alternalive demand forecasts. In one sense, all
forecasting procedures involve the analysis of historieal experience into patterns and
the projection of those patterns into (he future in the belief that the future will
somehow rescmble the past. The dilferences n the various approaches are in the way
this "search for pattem” is conducted. Comhined forecasts noprove accuracy and
reduce the likelihood of large crrors. Tn a meta-analysis, Armsirong found an average
error reduction of about 12% across 30 EDl‘l‘lpﬂIIiSGDS [14]. They are especially useful
when the coinponent methods differ substantially from onc another. For example,
Blattberg and Hoch [15] ohlzined unproved sales forecast by averaging managers’
judmnental forecasts and forecasts Fom a guantitative model. Considerable rescarch
suggests that, lacking well-simictired domain knowledge, unweighted averages are
typically as accurate as other weighting schemcs [16]. Tudgmental and statistical
methods should be integrated. Armstrong and Collopy [17] summanze research in Uns
arca. Intcgration is effective when judgments are collected 11 a systemalic manner and
then used ag inputs to the quantitative models, rather than simply used as adjustments

to the oulputs. Unforlunately, the latter procedure is commaonly used.

. William J. Stevenson lists the following as Lhe basic steps in the forecasting

PrOCess:

e Determine the forecast's purpose Factors such as how and when the
forecast will be used, the degree of accuracy needed, and the leve! of detail
desired determmine the cost (time, money, employees) that can be dedicated

to the forecast and ihe Lype of forecasting method to be utilized.

s Establish a time horizon. Thig occurs alier gne has determimed the purpose
of the forecast. Longer-term forecasts require longer time honizons and vice
versa. Accuracy is again a consideration.

s Select a forecasting techmque. The techmgue selecled depends upon the

purpose of the forecast, the ime honzon desired, and the allowed cost.
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Gather and analvze data. The smnount and type of data needed is governed
by the forecast's purpose, the forecasting techﬁiqua selected, and any cost

constlerations.
Make the forecast.

Monitor the forecast. Evaluate the performance of the forecast and modify,

if necessary.

Factors appropnate for people to weight forecasts based on expenience and

expertise include:

Required forecast form

Forecast horizon—period and interval

Data availabilily

Accuracy-level required

Behavior or demand patiemn of process being forecast
Cost of development, installation and use

Ease of operation

Level of comprehension and cocperation of vested partics

The choice of a forecashng methodology is only one component of a

comprehensive approach to demand forecasting. All parties in the supply chain should

reach consensus regarding forecast assumptions, techniques, and fnal forecast

numbers. With consensus, all plans within the supply chain are consistent and are able

_to _suppori each other. The following basie, six-stepy approach to_forecasting helps an

organization to perform effective forecasting:

1. Understand the ebjeciive of forecasiing

2. Imtegrate demand planning and forecasting

3. Idemtify the major factors lhat influence the demand forecast

4, Tnderstand and identify custonier segmenis

5. Determine Lhe appropriate forecasting {echnique

6. Establish performance and error measures for the forecast

2.5

FORECASTING METHODS

Forecasting lechniques range from the simple to the extremely complex. These

techniques arc usually classified as being qualitative or quantitalive. The prumary
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differences between the 1wo include the type of input data and the mathematical and
statistical methods employed to generate forecasts. No demand forecasting method is
100% eccurate. Combined forecasts improve accuracy and reduce the likelihood of

large ermors.
1.5.1 QUALITATIVE METHODRS

(ualitalive forecasting techniques are genernlly morc.suhjcctivc than their
quantitative counterparts. These techniques are more useful in the carlier stages of the
product life cycle, when less past dala exists for use in quantitotive methods. These
models rely on subjective inputs from knowledgeable personnel, such as salespeople,
account managers, and the like, These spproaches typically employ formal procedures
for data review and consensus approval for determining the value of various forms of
information. Aggregation of individual estimates and Delphi-iype ‘structured potiing
methods may be used to obtain comsensus mmong a group of forecasters [18].
Chialitative forecasting methods are based on :du{:an‘:d opinions of appropriate

persons.

2.5.1.1 DELPHI METHOD

_The Délphi techniqué uses'a pnriel of experts to p}oduc: a foreeast. Each
cxpert is asked tn pmudc a fur:tast Spm:ll"r: 1o lhc need dt hand. Afler the :mtlal
fortcam ore mndr: cach :xp-m rr:nds whnl mcry D'lht‘l' txpcn wrote end is, of cuurse,

mﬂu:nc::d b} th:lr views. A sub_u:qucnt fur:cut Js then ‘made by cach cxpert Ench

expert then rcnds agam what every ulhc'r :xpcrt wn:-tc and is ngain infllbenced by the

perceptions ut' the others: This process repeats llsclf until each expert nears agreement
on the needed scmﬂnu or. numhm; Thc Tiimé "Dciptu" derives from the Oracle of ,
Dtlpht Tht Dclphl mcthod is ba.s::d on-thé u.ssumplu:ln thal grnup Judgments are more
vn]ld I.hn.n mdmdu:ﬂ Jjudgments; Thé Dt]]]hl mﬂh-ud wiig d:vc]npcd ol the beginning
of the cold war to forecast lhl: lmpacl uf technology on worfare."in 1944, General
chn H. f\mu]d ordered the crcauun ui' the n:-p-nn for the LS. Air Fun:c on thc
future te:chmloglcal capab:lltlcs thnt m:ght be used by the rmhtu.r}f Two years latcr
Dﬂuglas A.lrcm[t Cump:m}' starltd Pm_]m RAND to study "the broad subject of
inter-continental warfare other than surface™, Différent approaches were tried, but the
shoricomings of traditionn] forecasting methods, such os theoretica! lrppr-:fnch,

guantitalive models or trend extrapolation, in areas where precisce scientific laws have
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not been cslabhshed jﬂ.‘:l qumkly became apparent, To combat these shuncommgs, the
Delphi: method was: dev :]optd by Project RAND during the 195&1960& by Olaf
Hclmtr, Norman Dalkey, and Nicholas Rescher {19]. It has been used cver since,
1ogether wilh various- I'I:'lDdlﬁL':ltIDnS nnd refannulalmns, such as the Imcn Delphi

pmccdurc

The -i‘olluwiﬁg'kc}'_chf-::_ictcris'tic‘sj of the Delphi method help the participants to
focus on the issues ot hand and sr[.mﬁlt Delphi from olher methodologies:

Structuring of Information Flow: The initial contributions from the experls
are. collected in the form” of-answers; to- 'qu'f:stiun.nuirts' Their commicnts to {hcse
u.nsu-m nn: also: cullu:ll:d The pnnclrdlr:clur cuﬂuuls the -interactions among Lhn

paniclpmﬂs by pmccssmg Lh: mfurmahun and filtering ot 1rrcltvanl content.

Regular Ferdh:ck Pamclpanls cummcnt on their own forecasts, the
n:pnns#s of ul.h:rs and on. the: pmg,rtss of the pancl as o whole, At any moment thi.':}'

can revise their carticr siatements.

;*muu\ mm' nl' the I‘nrt[cipanti Usua!l}' all pammpanls rn'untam EnonyTity.
Thnr idenlity.is not revealed. even aner thc cumplclmn of the final report. This stops
them from d::‘:mmqtmg others in the p;‘qcus.u?lng lht}r. authority or personality, frees
them to some extent from théir pmuqal'b’insu. mi‘rﬁi-hiz_e.!.lthc ';bélndaagon efTect” or
"hato effect”; and au'.:.w_a.-s them'to freely express (heir opinims.

Role of the Faciliiator: The person cmrdmanng the Delphi method can be
known as &- ﬁlc:llnntor and: facilitates the responses of their panel of experts, who-are -
seiect_cd for a reaton, usually tl_mt thq ‘hold knuwlcdgc on an upu‘uon or view. The
fifcilillamr sends out quéstionnaires, surveys eic, and if the pane] of expers accemn,
they follow instructions and present their views. H consensus is not reached, the
process continues (hrough thesis and antithesis, to gradually work towards synthesis,
and building consensus by duplicating the protedure several times until a consensus

cmcrgnd

Flrﬂ applications of the D:lphl m:thnd were in Lhe ﬁ:ld of science and
technotopy forecasting {20§. One of the first such reports, prepared in 1964 by Gordon
and Hetmer [21], assessed the directien of long-term trends in science and technology
development, cm'cnng such :upms as_scientific breakihroughs, population control,

automation, space progress, war prevention and weapon systems, it was also zpplicd
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sgn:a:qsﬁilly and with high aceuracy in business forecasting, For example, in one case
reporied hy_Bisu and Schroeder [22], the E:'c]i:hi method predicted the sales of a new
product doring the first' two }"l::'l.l's 1.1."ith' inaccuracy of 3—4% compared with actual
sales. Q‘un.nl:tnln: m:thu-ds pmdur:nd :rmrs of Iﬂulﬂ%. and tredilional unstructured
furu:nst m:tho-ds had errors of ehout 2004. ’ '

Dvera]l lhc_Lrack record of the Dclphj method is mixed. There have been hany
cases when the method produced.poor rnultsr It must also be realized that in arcas
such s’ 5¢1:ncc and 1echnolngy If‘otecnsung the degres of uncertainty is so great lhet
cxact and a]w;ys cc-ntct pr:dmhons are 1mp-ombl¢, L h:gh degree-of crror is 1o be

cxpécied.

Another particular ‘wegkness of .the .Delphi methad " is that future

dcvclnpmtnts are net u]ways predicted cnntct!y by consensus of experts.

“The issue: nf lg:nﬂnmce ls 1mpor'lant if p;ml:hsts are mtSmfm‘mtﬂ abaut &

tnpm the use ofDl:Iphl may add only conﬁdence to their i lgnomnc:

Sumchmcs unmnvemmnal Lh:nkmg n!' amat:ur oulsldcrs may be supt:nur

r.c- c*{p:ﬂ lhml-.mg

Dnc of ihe mmal pmbicms of 1]1e mtthnd was its inabihity to make
:omplﬂ: i'nn:a:asls with mulupl: fictors.. Putcnhal future outcomes were

-usmﬂy considered a5 if th«e;.‘r had no efTect on each ather.

*5till the Delphi meihnd can be fsed most successfully in forecasting single
scalar ‘indicators. D¢5p|m Lhcst: shnnmmmgs, tndny Lhc De!phl rnclhod isnh w:dtl}r

- Gav B A e et e s [P

acccptnd furccnslmg 100t :md hns bcen sed EUccﬁsfully !br lhnu.'.nnds of sludles in
areas varying from tcchnblug}' fum:nsung to drug abuse. ' '

2.51.2 UNAIDED JUDGMENT

It is common practice to ask experts what will happen. This is a good

procedure to use when -

» experts are unbiesed

» large changes nre unlikely

s relationships are well understood by experts (e.g., demand goes up when
prices go down)

e cxpens possess privileged information
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e experls receive accurate and well-summanzed feedback about their

forecasts

Unfortunately, unaided judgment is often used when the above conditions do
not hold, Green and Annstrong [23], for example, found that experts were no better than
chance when they use their unaided judgment to forecast decisions made by people in

conflict situations.
2.51.3 PREDICTION MARKETS

Prediction markets, also known as beiling markets, information markets, and
futurc markets have a long history. Between the end of the US civil war and world war II,
well-organized markets for betting on presidential elections correctly picked the winner in
cvery casc but 1916, alse, they were highly suecessful in identifying those elections that
would be very close. More recently, in the four elections prior to 2004, ihe Iowa
Electronic Markets (TEM) has performed betler than polls in predicting the margin of
victory lor the presidential election winner. In the week leading up to the election, (hese
markets predicted vote shares for the Democratic and Bepublican candidates with an
average absolute ermor of around 1.5 percentage points. The final Gallup poll, by
companson, vielded forecasis that erred by 2.1 percentage points [24]. Despite numerous
attcmpts since the 1930°s, no methods have been found o be superior to markets when

forecasting prices.

2.5.1.4 STRUCTURED ANALOGIES

} The outcomes of stmilar sitaalions from theé past {analogies) may help a
marketer to forccast the outcome of a new ({target) siluation. For example, the
miroduction of new products in US markets can provide analogies for the outcoines of the
subsequent release of similar products m other countries. People oficn use analogres to
make forecasts, but they do not do so in a structured manner. For example, they might
searcl: for an analogy that suils their prior beliefs or they might stop searching when they
ilentify one analegy. The structured-analogies method uses a fonnal process to overcome
biased and mefficient use of information fom: analogous situations. To use the stmchured
analogies method, an admimistrator prepares a description of the target sifuation and
sclects experis who have knowledge of analogous situations preferably the one with dircet
experience. The experis idenlify and desenibe analogous situations, rate their sinmlarity to

the larget situation, and match the outcomes of their analogics with potential outcomes in
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the larget situation. The admimistralor then derives forecasts from the information the
experts provided on their most similar analogies. Green and Ammstrong [25] found that
structured analogies were more accurate than unaided judgment in forecasting decisions

in sihzations with cight confliets.
2.5.1.5 GAME THEORY

Game theory has been touted in texthooks and research papers as a way to
obtain better forecasts in situations involving negotiations or ather conflicts. Despite a
vast research effon, there is no research that directly tests the forecasiing ability of game
theory. However, Green [26] tested the ablity of game theorsts, who were urged to use
game theory in predicting the outcome of eight real {but disguiscd) situations. In that

study, game theorists were no more accurate than universily students,
2.5.1.6 JUDGMENTAL DECOMFPOSITION

The basic 1dea bemnd judgmental decomposition i1s to divide ihe forecasting
problem into parts that are easier to forecast than the whele. One then forecasts the parts
individually, using methods appropriate to each parl. Finally, the parts arc combined to

obtain a forecast

Cme approach is to break the problem down into mulliplicative components.
Fer example. to forecast sales for a brand, one can forecast industry sales volume, market
share, and selling price per unit. Then reassemble the problem by mulliplying the

components together. Empirical results indicate thai, in general, forccasts from

_ decomposition_are more accurate_than those_from a global approach [27]. In particular, . .. _ _ .

decompositien is more accurate where there is much uncertainty about (he aggregate

forecast and where large numbers (over one million) are involved.
2.5.1.7 JUDGMENTAL BOOTSTRAPPING

Tudgmental bootstrapping converts subjective judgments into struciured
procedures. Experls are asked what information they use to make predictions about a
class of situations. They are then asked to make predictions [or diverse cases, which
can be real or hypothetical. For example, they might forecast next year's sales for
alternalive designs for a new product. The resulting data are then converled to a
model by estimating a regression equation relating the judgmental lorecasts lo the

information used by the forecasters. The general proposition seems preposterous. Ii is
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that the model of the man will be more accuratc than the man. The reasen is that the

model applies the man’s rules more consistently.

Judgmental bootstrapping models are most useful for repetitive complex
forecasting problems where data on the dependent vadable are not available (&g,
demand for a new telecommunications device) or data does not vary sufficiently for

the estinalion of an econometric model.

Once developed, judgmenial bootstrapping models provide a low-cost
procedure for making forecasts. The review in Armstrong [28] found that judgmental
bootstrapping was more accurate than unaided judgment (the normal method for thlese
situations) in & of the 1] compansons, with two tests showing no difference, and one
showing a small loss. The typical error reduction was about 6%. Judgmental
boolstrapping also allows experls to see how they are weighting various factors. This
knowledge can help to improve judgmental forecasting. For example, with respect to
personnel selection, bootstrapmng migﬁt reveal that some faclors, such as height,
weight or looks, are used, even though they are not relevant for ‘Lhe job. Bootstrapping

also allows for estimating effects of changing kﬂ}-’ variables.
2.51.8 EXPERT S5YSTEMS

As the npame 1mplies, expert systeins are structurcd representations of the riles
experts use to make predictions or diagnoses. For cxample, “if local houschold
incomes are in the bottom quartile, then do not supply premium brands’. The forecast

is 1m|:-11-:1t 111 Lha foregomg cnndﬂmnal actmn statement: i.e., preminm brands are

unlikely to make an acceplable return in the locale. Ru]es are oflten created from
protocels, whereby forecasters talk about what they are doing while makiug forecasts.
Where empirical cstimates of re]atin:-nshj;;s from stmuctured analyvsis such as
cconomerric studies are available, expert systems should use that information. Expert
opinion, conjoint analysis, and bOOtSH’&]}]}lIlIg can also aid in the development of
expert syslems Expert systems forecasting invelves identifying forecastmg rules used
by experts and rules learned from empirical research. One should aim for simplicity
and compieteness in the resulting system, and the system sbould explain forecasts (o
uscrs. Developing an cxperl system 18 expensive and so the melhod will only be of
interest 1n siuations where many forecasts of a similar kind are required. Expert

gyslems are feasible where problems are sufficiently well-stractured for niles to be
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identified. Collopy, Adya, and Anmstrong [29], in their review, found that expert
systems forecasts are more accurale than those from unaided judgment. This

conclusion, however, was based on only a small number of studies.
2515 CONJOINT ANALYSIS

By surveying consumers about their preferences for alternative product
designs m a siructured way, it is possible to infer how different featurcs will influence
demand. Potential customers might be presented with a serics of perhaps 20 pairs of
offerings. For example, various features of a personal digital assistant such as price,
weight, battery life, screcn clarity and memory could be varied substantially such that
the features do net correlate with one another. The potential customer is thus forced to
make {rade-offs among various features by choosing one of each pair of o[Terings in a
way that is representative of how they would choose in the markctplace The resulting
data can be analyzed i:r}' regressing respondents’ choices against the product features.
The method, which is similar to bootstrapping, is called ‘conmjoint analysis® because
respondents consider the product features jeintly. In general, the accuracy of forecasts
from comjoint apalysis is bkely to increase with inereasing realism of the choices
presented to respondents [30]. The method 15 based on sound principles, such as using
cxperimental design and soliciting independent intentions from a sample of polential
customers, Umfortunately however, there do not appear to be siudies that compare

conjoint-analysis forecasts with forecasts from other reasonable methods.

2.5.1.10 NOMINAL GROUP TECHNIQUE

ml;Iuminal group tcclmiqué: is-si-x-riil-ar- to ﬁ-le D-elphj-technique In that it utilizes a
gioup of participants, usually experts. After the participants respond to forecast-
related questions, ihey rank their responses in order of perceived relative irnportance,
Then the rankings are collected ant aggregated. Eventually, the group should reach a

consensus regarding the priodtics of the ranked 1ssues.
2.51.11 SALES FORCE OPINIONS |

The sales stail is often a good source of mformation regarding future demand.
The sales manager may ask for mput from each sales-person and aggrepate their
responses into a sales force composite forecast. Caution should be exercised when
using this techmque as the members of the sales force may not be ahle to distinguish

hetween what customers say and what they actually do. Alse, if the forecasts will be
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used to establish sales quolas, the sales force may be tempted o provide lower

estimates.
2.5.1.12 EXECUTIVE OPINIONS

Somctimes upper-levels managers meet and develop forecasts based on (heir
knowledge of their areas of responsibility, This is sometimes referred to as a jury of

executive opinion.
2.5.1.13 MARKET RESEARCH

In market research, consumer surveys are used te establish poteﬁtial demand.
Such marketing research wsually involves constructing a qucs'tiunnajre that solicits
personal, demographi¢, economic, and marketing information. On oceasion, market
researchers colleet such mformation in person at relail outlets and malls, where the
consumer can oxpenence—taste, feel, smcll, and see—a particular product. The
researcher musl be careful that the sample of people surveyed is representative of the

desired consumer target.
2.5.2 QUANTITATIVE METHODS

Quantitative forecasting techniques are generally more objcctive than their
qualitative coumlerparts. Quantitative forccasts can be lime-series forccasts (ie, a
projection of the past into the future} or forecasts based on associative models (ie,
based on onc or more explanatory variables). Time-series data may have underlying

behaviors that nced o be identified by the forceaster. In addition, the forecast may

* néed to identify the causcs of the behavior. Some of these behaviors may be patterns

cr simply randem variations. Amony the patterns are:

s Trends, which are long-term mevements (up or down) in the dala.

» Scasonality, which produces short-term variations that are usually related to
the time of year, menth, or cven a parlicular day, as witnessed by retail
sales at Christmas or the spikes in banking activity on the first of the month
and on Eridays.

* Cycles, which wavelike vanations are lasting more than a year that is
usually f1ed 10 economic or political conditions.

» Trrepular vanations that do not reflect typical behavier, such as a penod of

exireme wealher or a2 umon sinke.
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+ Random vanalions, which cncompass all non-typical behaviors not

accounted for by the other classifications.

2.5.2.1 NAIVE FORECAST

Among the time-series models, the simplest is the naive forecast. A naive
forecast simply uses the actual demand for the past peried as the forecasted demand
for the next period. This, of course, makes the assumption ihat the past will repeat. Tt
also assumes that any trends, seasonality, or cycles are either reflected in the previous
peniod's demand or do not exist. An cxample of naive forecasling is presented in table

2.1.

Table 2.1: Nafve lorecasting

[ Period [[Actual Demand (000's)|[Forecast (000's)
|.Ianua_ry| 43 _H

s I
| March [_ 72 l[ 60

58 | 72

{ May 40 | 58 .

1 June | || 40

2.52.2 MOVING AVERAGE

Anocther simple technique is the use of averagmg. To make a forecast using

averaging, one simply takes the average of some number of periods of past data by

- summing each period and dividing the result by the number of p:eriods.-This techaque

has been found to be very elfective for shon-range forecasting,

Variations of averaging include the moving average, the weighted average,
and the weighted moving average. A moving average takes a predetennined number
of periods, sums their actual demand, and divides by the number of penods to reach a
forecast. For each subscquent penod, the nldest period of data drops off and the latest
period is added. Assuming a threc-month moving average and using the data from
tahle 2.1, one would sunply add 43 (January), 60 {Fcbruary), and 72 (March) and

divide hy three to arrive at a forecast for April:

45+ 60+ 72=177+3=50
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To arnive at a forecast for May, one would drop January's demand from the
equation and add the demand from April. Table 2.2 presents an example of a three-

montl moving average forecast.

Table 2.2: Three month moving average forecast

Period |[Actual Demand (000's)[Forecast (000's)
o R —

February] 60 T

March | 77 .
April | 58 | 59 |
May | 40 ] 63 |

K E——
— —

2523 WELGHTED MOVING AVERAGE

A weighted average apphes a predetcrmined weight to each month of past
data, sums the past data from each peried, and divides by the total of the weights, If
the forecaster adjusts the weights so that their sum is equal to 1, then the weights are
multiplied by the actual demand of each applicable period. The rcsults are then
summicd to achieve a weighted forecast. Generally, the more recent the data the higher
the weirht, and the older the data the smaller the weig}}t.,Us.mg the demand example,
a-weighted average using weights of 24;23; .2, and 1 would yicld ihe foracast for Ting -

s,
60(.1) + 72(.2) + 58(.3) + 40(.4) = 53 8

Forecasters may also use a combination of the weighted average and moving
average forecasts. A weighted movmg average forecasi assigns weighis to a
predetermined number of peniods of actual data and computes the forecast the same
way as described above. As wilh all moving forecasis, as each new period is added,
the data from the oldest period is discarded. Table 2.3 shows a three-month weighted

maoving average forecast utilizing the weights .5, .3, and 2.
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Table 2.3: Three monith weighted moving average forecast

Period 'Actual DemandTEﬂﬂ's) Fﬂrecast_{-_[iﬂl]‘s)
January [ a5
February ____6_{]
March 72 | i
Apnl . 58 [ 55
May 40 63 |
Tune D Bl )
2.3.24 EXPONENTIAL SMOOTHING METHOD

A more complex form of weighted moving average is exponential smoothing,
so named because the weight falls off cxponentially as lhe data ages. Exponeniial
ém(mLhing lukes the previcus period's forecast and adjusts it by a predelermined
smoothing constant, a {called alpha; the value for alpha is less than one) muliiplied by
the difference in the previous forecast and the demand that actually occurred during
the previousty flotecasied penod (called forecast crror) Exponential smoothing is

--—expressed formulaically as such:- -~ -2 - - -2 - - - -

New forecast = previous forecast + a (actual demand — previous forecast)

or an-;,- = Fprg + [1{1"!'13.: - Fpn:)~

Exponential simoothing requircs the forecaster to begin the foreeast in a past
period and work forward to the peried for which & current forecast is nceded. A
substantial amount of past dala and a beginning or initial forecast are also necessary.
The initial forecast can he an actual forecast from a prcvious period, (he actual
demand from a previous period, or 1t can be estimated by averaging all or part of the
past data. Some heuristics exist for computing an injtial forecast. For example, the
heuristic N = (2 ~ a) — 1 and an alpha of .5 would yield an N of 3, indicalimg the user

would average the first 1hree periods of data to get an initial [orecasi. However, the
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accuracy of the initial forecast is not critical if one is using large amounts of dala,
since exponential smoothing is "self-correcting.” Given enough periods of past data,
exponential smoothing will eventually make enough correciions to compensate for a
reasonably inaccurate initial forecast. Using the data used in olher examples, an initial
forecast of 50, and an alpha of .7, a forecast for February is computed as such:

New forecast (February) = 50+ 7(45 - 50) =41.5

Next, the forecast for March;

New forecast (March) = 41.5 + 7(60 — 41.5) = 54.45

This process continues until the forecaster reaches the desired period. In table
2.4 this would be for the month of June, since the achual demand for June is not

known,

Table 2.4; Exponential smoothing technique

]E Actual Demand U]=[I'FU'5} Furec;lT[ﬂl}ﬂ‘s)
@ 5 50
W 60 || 4ls
March 7 54.45
April 58 66.74
May T ?.62
B I a9

An extension of exponential smeothing can be used when time-sedes dala
extubits & linear trend. This method is known by several names: double smoothing;
rend-adjusted cxponential smoolhing; forccast including trend (FIT); and Holt's
Model. Without adjustment, simple exponential smuc:lhir.lg results will lag the trend,
that ig, the forecast will always be low if the trend is increasing, or high if the uend is
decreasing. With this model there are (wo smoolhing constants, @ and 8 wih [

representing the trend component.

An extension of Holt’s Model, called Holi-Winter's Method, takes into
accounts both trend and seasonality [31]. There are {wo versions, multiplicative and
additive, with the multiplicative being the most widely used. In the additive model,

seasonalily 15 expressed as a quantity to be added to or subtracted from the seres
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average. The mulliplicative model expresses scasonalily as a perceniage—known as
seasonal relatives or seasonal indexes—of the average (or trend). These are then
mukiplied times values in order to incorporate seasonality. A relative of 0.8 would
indicate demand that is 80 perceni of the average, while 1.10 would indicate demand
that is 10 percent above the average. Detailed information regarding this method can
be found in most operations management textbooks or one of a number of books on

forccasting.
1.52.4.1 SINGLE EXPONENTIAL SMOOTIING

This is also known as simple exponential smoothing, Simple smoothimyg 15
used for short-range forecasting, usvally just one month into the future. The model
assumes that the data fluctuates around a reasonably stable mean (no trend or
conststent pattern of growth). The specific formula for simple exponential smoothing
15;

Si=aX;+ () S {1}

When applied recursively to cach successive observation In the serics, each
new smoothed value (forccast) 15 computed as the weighted averape of the curent
observation and the previous sinoothed observation; the previous smoothed
observation was compnted in turn from the previous observed value and the smoothed
valuc hefore the previous observation, and so on. Thus, in effect, each smoothed value
is the weighted average of the previons chservations, where the weights decreasc
exponentially depending on the value of parameter (If it is equal to 1 {one) then the

~==----e— - —prEVious observations are-ipnored-entirely; if it is equal to 0 (zero), then the current- -—-- - - -
chservation is ignore:d entirely, and the smoothed value consists entirely of the
previous smoothed value {which in tum is computed from the smoothed observation
before it, and so on; thus all smoothed values will be equal to the initial smoothed

value Sg). In-between values will produce intermediaie results.

The imtial value of 8, plays an important role in computing all the subsequent
values. Selfing it to ¥y 1s one method of imtialization. Another possibility wonld be to
average the first four or live observations. The smaller the value of a, the morc

mmpottant 15 the selection of the initial value of S,.
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25242 DOUBLE EXPONENTIAL SMOOTHING

This method s used when the data shows a trend. Exponential smoolhing with
a trend works much like simple smoolhing except that two components must be
updated each penod - level and trend. The level is a smoothed estimate of the value of
the data at the end of each period. The trend is a smoothed estimate of average srowth
at the end of each penod. The specifie formula for simple exponential smoothing is:

St=ay e+ (1=} * (S + ), 0<a<l {2)

be= ¥ {8 =S+ (1 —y)*by, 0=y <1 (3)

Note that the current value of the series is used to ‘calculate its smoothed value
rcplacement in double exponential amoothing,

Initial ¥alues

There are several methods to choose the initial values for 8, and b,

5 15 in general set to ¥.

Three suguestions for by are as follows:

by =2 — ¥ (4)
by =[{y2— )t iyi—ya) +(ysa—¥)]3 (5}
by ={y, ~ y1)/ (n—1) (6)

25.24.3 TRIPLE EXPONENTIAL SMOOTHING

Often, time senes data display behavior that is seasonal. Seasonality is defined
to be the tendency of time-series data to exhibit behavior that repeats itself every L

periods. The term scason 15 used to represent the penod of thme before behasior

beging to répeal itself. Lastherefore (he season length in periods. For example, anoual

sales of toys will probahly peak In the monlhs of November and December, and
perhaps dunng Lthe summer (with a much smaller peak). This pattern is likety to repeat
every vear, however, the relative amount of imncrease in sales during December may
slowly change from year to year. For cxample, dunng the monih of Decamber (he
sales for a particular toy may increase by 1 million dollars every year. Thus, we could
add to our forecasts for every December the amount of T million dollars (over the
respective annual average} to account for this seasonal {lugtuation. In this case, the
seasonality 15 additive. Alternatively, during the month of December the sales for a
particular toy may increasc by 40%, that is, increase by a factor of 1.4. Thus, when
the salcs for the toy are generally weak, then the absoluate (dollar) increase in sales

dunng December will be relatively weak (hut the percenlage will be constant). if the
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sales of the toy are strong, then the absolute {dollar) increase in sales will be
proportionately greater. Again, in this case the sales Increase b}f a certain factor, and
the seasonal component is thus mulhplmatwe n naturf: (i.e, the multiphcative
seasonal component in this case would be 1.4). In plots of the series, the
dislinguishing characteristic betwecn these two types of seasonal compenents is that
in the addive case, the series shows stcady seasonal Muetuations, regatdless of the
overall level of the setcs; in the mmltiplicative case, the size of lhe seasonal

Mucivalions vary, depending on the overall level of the series.
2,5.2.4.4 Multiplicative Seasonal Model
This model s used when the data exhibils multiplicative seasonaliiy.

In this model, 1t is assumed that the lime serics is represented by the model
below: .

Yi={b; +bat}5 +g {7)

where,

by is the base signal also called the permanent component

by is a linear trend component

8115 a multiplicative seasonal factor

g 15 the random crror component

Let the length of the season be L periods.

The seasonal factors arc defined so that they sum to the length of the season,
Le.

IS-L | - ®)
The trend component by if desmed unnccessary maybe deleted from the

model.

2,525 BEGRESSION ANALYSIS

In statistics, regression’ analysis refers’ to. techniques for modeling and
malyzmg scveral vanables, when- the focus is on the rtelalionship between a
dependent variahle and one or more independent varables. More specifically,
regression analysis-helps to understand how Lhe typical value of the depcndent
vanable changes when any one of the independent vanables is varicd, while the other
independent varia-bleé are lield fixed. Most commonly, regression anatysis estimates

tHe conditional cxpectation of the dependent variable given the independent variables.
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Less commonly, the focus is on a quantile, or other location parameter of the
conditional distribution of the dependent variable given the independent variables, In
all cases, the estimation farget is a [unction of the independent variables catled the
regresslon function. In regression analysis, it is also of interest to charmclerize 1he
variation of the dependent varioble around the regression fuhction, which can be

described by a probability distribution,

Regression analysis is widely used for prediction (including forecasting of
time-serics data). Regression nalysis is also used to understand which among the
independent veriables are related to the dependent variable, and to explore the forms
of these relationships. In restricied circumstances, regression analysis can be used to

infer causal relationships between the independent and dependent variables,

Familiar methods such as linear regression ond ordinary least squares
regression are parametric, in that the regression funclion is defined in terms of o [nite
number of unknown parameters that are esimated from the data. Nonparametric
regression refers {o technigques that allow the .rl:gn:-ssion function to lic in a specified

sel of functions, which may be infinite-dimensional.

The performance of regression analysis metheds in prectice depends on the
form of the data-generating process, and how it relates to the regression approach
being used, Regression analysis depends to some extenl on making assumptions about
this process. These assumptions mre sometimes {but not zlways) lestable if a large
amount of data is avilable. Regression models for prediction are often useful even
when the assuinptions arc moederately violated, although they may not perform
opumally. However when carrying out inference using regression models, especially
involving small effects or questions of causality based on observational data,

_regression methods inust be used cautiously as they can easily give misleading results,

Classical assumptions for regression analysis include:

* The sample must be representative of the population for the inference
prediction.

* The crror is nssumed to be a random variable with a mean of zero
conditional on the explanatory variables.

« The independent variabies are error-free. If this is not so, modeling may be

done using crmors-in-venables model techniques.



» The predictors must be linearly independent, i.e.’it must not be possible to
CXprTss any predfctnr a3 a lincar-combination of ihe others. The CITOrS are

" uncorrelated, that is, the '-'n.ril.l:mc-covm"iance matnx of the emrors is
diagonal-and cach [On-2¢r0 :]tmml 15 the vannnce of the &mor.

¢ The--variance .of the eror :s conslum across abservations (homa-

* scedasiiciiy). If not, weighted least 5quares or other methods might be used.

These are sufficient (but not nll necessary) conditions for (he least-squares
ﬁt:mamr 1o possess desirnble pmp:mﬂ, in particular, these n.ssurnpunns imply that
the par:uh-:icr csumnt:s will he unbmscd mnszstcnt and-efTi icient in the cliss of linear
unh:ucd mmamrs Man}' of ihesc nssumptmns mny be: .relaxed in more ndvant:ed

m:nunmu.
I.Intnr Regrtssiun

In Imta: rcgrcsslon thie modé specification is-that the dependent vma‘hlt Y
is a hn:ur comhmahon of the p:'.ramctm {but need not be lingar in the mdcp:ndr.'nt
mnnblcs] F I:lr c:nmple Jinsimple lincar regression for modeling N data pmnts there
is onc mdcpcndcm variable: X, rnd iwo pmmnm, Ao and P

. Stfai'glru_'li_nc: Y;“ﬂﬂé*:ﬂ;}:#n.iﬂ l 2,3, N {9}

In ‘mulii[.ﬂé Iinc;rl regressions,” thete nre several independent variables or
!'uncuuns of independent’ miablcs For :xnmplc, addirig a term m X 10 the pmccdmg
rngrcismn gives:

Parabola: Y;nﬁu+ﬂ|:\ +B1‘~. +a.,:-=l 1,3, veepkd {10}

This is stitl Iml:nr rcgr:ssmn allhnugh the cxpn:ssmn on the ri ght hand side is

quadratic in the md:p:nd:nt variable Y., it'is linear in the pammeters B, By and Py,

_ " In bath cuses, & is &n error term zind the subscript i indexes a particuler
nbun'almn {iven a m.ndnm sample from the population, we estimate the population

pnramelcrs and obtain rhc s.mnpl: lmear regression model:-
YimPot fiXite, | (1)
1,526 EXTRAPOLATION-

In mathernatics, extrapolation is the process of constructing new data paints
outside a discrete set of known data points. It is similar to the process of interpolation,

which construcis new points between kmown points, but the results of exirapolations

.33.
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arc often ess meaningful, and are subject to greater unceriaiply. It may also mean
cxtension of o method, assuming similar methods will be applicable. Extrnpolation
may also apply to human experience to project, extend, or expand known cxpertence
into an erea not known or previously experienced so 1s (o amive ol a (usually

conjecturnl) knowledge of the unknown.

" Extrapolation methods _

A sound choice of which extrapolation method to apply relies on a prior
knowledge of the process that created: the cxi_su'ﬁg data points. Crucial questions wre
for example if.thc-data can’ be a'.rssumrfﬂ 10.be confinuous, smooth, possibly periodic
e AR 1 . T ; |

 Ligear rﬂrnﬁﬂlnliun .

Linear, cxtnpninuon means cr:aung & tangent line at the end of ‘the known
daia u.nd cxltndmg it bc}'nnd thal llmn Linear exirapolation wilk only provide good
results when used-to extend the graph of an approximately linear function or not (oo
far hc}'nnd ke known dala, .

| If the two data pumts .nearest the point x + to be cxtrnpalal:d are (Xy -1, }1 1}
-and (x;. ) linear exirapolation gncs thr.- functmn (1dcnt1cal to l:ncar ml:rpulauun if
Xe-1 *:X < Xk), _ O
Y esa+ e - na) /(- xa) . (12}
It is possible 1o includ¢ more than 1o points, and av: cmgmg the slope of the

Imcur :nttrpul:mt h}' rcgr:ssmn Tike lech.nlqul:s

2527 ADVANCED TIME SE.R] ES MODELS
Futwii ——
[
Uncarininty
1 2 3 4 | ] 4 T 4

Figure 2.2: Base, trend, seasonal and cyclical effects.
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In the figure 2.2 various clements of time series models has been showr,

» Base Level Model: (no Trend/Seasonal/Cyclical patlemn)

Fix = By {iorecast for the Ky, period made at period t) {13)
Updainig afier A, kmown:

B,=B. +alA-B.) (14)

+ Base and Linear-Trend Model: (no Seasonal/Cyclical patiern )

Fix=B +K-T, (13)
Updating aftcr A; known: |

Bi=(Bu+Tu)+a[A—-(B.+ T} (16)

Te=Tu +P[(Bi-Bur) - Tup)] ' (17)

[} 1s the Trend Smooth Coustant (0 < B < 1)
Base and Scasonal Model: (no Trend/Cyclical pattern)

Fix=Be- ST {18)
Updating after A; known:

By=Bu: + a{Ay/Sluy~ By (19)

Sleng = STy + 7(A/B: - Shin) {200

¥ 15 the Scasenal Smooth Constant (0 <y < 1)

Base, Trend, and Seasonal Model: {(no Cyclical pattern)

Fuo=(B.+k-T) STw {21}
Updating alter A, known:

Bi=(Biy + Tur) + 2| AdSles - (B + Tuy)] - (22)

Ti=Te1 + fI(Bc- Bey) — Tet)] {23)

Slewy = SLisy + y(A/B; - &l {24)

(e, B, and v; three smoothed constants in this model)
2528 AUTOREGRESSIVE MOVING AVERAGE (ARMA) MODEL

(nven a time serics of data X, the antoregressive moving average model
(ARMA), somelimes called Uie Box-Tenkins mode]l after {reorge Box and G.M.
Jenkins, is used as a tool for understanding and possibly predicting [ature values in
the time senes. The ARMA is typically applied to time seres data. The model
typically comsisis of two parts, an autoregressive (AR) part and a moving average
(MA} parl The model is usually then refarred to as an ARMA {i::,q} model where p 1s

the order of Lhe auntoregressive part and q is the order of the moving average pait .

-135.



Autoregressive model

The notation AR{p) refers to an autoregressive model.of order p. Thus, an
AR(p) model is written as:
Xi=met+tyoXy+e,i=1,2,3, ... B! ' (25)

where, 1,92, ..., (pp are the parameters of the model, ¢ is a constant and £ 1%
an error tenn. The constant term is omitted by many authors for simplicily.,

Exarnple: An AR(1) mode] is given by ~

Ne=c+ o X +g (26)

An sutoregressive modcl s essentially an infinite mpulse response filter with
some additional interpretation placed on it. Some constraints are necessary on the
values of the parameters of this model in order that the model remarns stationary. .

Example: In an AR(1) model, if |g3) > | then the model will not be well
behaved. .

Miwving average model

The notation MA{q) refers to a moving average model of order q- This is

given by —
K= e te,i=1,23,......... | (27
where, the 8y, ..., 8, are the parameters of the model and the Et, £41.... ALE 23 iN

the AR model, the error terms. A moving average model 1s essentially a finite impulse

response filter with some additional interpretation placed on it.

Autoregressive moving average model ___ S

Taking the AR model and the MA model, the ARMA model can be built. The
notation ARMA(p, q) refers to a model with P auforegressive terms and q moving

average lerms. This model subsumes the AR and MA models,

Xo= 6t 2 gi Koo+ Z O e, (28)

for q,i=1,23,.... P

brd,i=1,2 3, ... »q

The enor tetms £, are .generally assumed to be independent identically-
distobuted random variables sampled from a normal distribution with zero mean: g~
N(0.6;} where g; is (he variance. These assumptions may be weakened but daoing so
will change the properties of the model. In padlicular, a chauge (o the iid assumplion

would make a rather fundamentai difference. ARMA models general can, aller
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choosing p and g, are fitled by least squares regression to find the valucs of the
parameters which minimize the crror lerm. It is generally considered cood practice to
find the smallest values of p and q which provide an acceptable fit to the data. For a
pure AR model then the Yule-Walker equations may be used to provide a fit. The
dependence of X; on past values and the emor terms T, is a.ssurnled to be lmear unless
specified otherwise. If the dependence is nonlinear, the model is specilically called a
nonhinear moving average (NMA), nonlinear autorcgressive (NAR), or nonlinear

autoregressive moving average (NARMA),
2.52.9 BOX - JENKINS MODEL

The Box-Jenkins approach to modeling ARIMA processes was described 1 a
highly influental book by statislicians George Box and Gwilym Fenkins in 1970 [32].
Al ARIMA process is a mathematical model used for forecasting. rBDx-JcnkinS
modeling involves idenlifying an appropriate ARTMA process, fitting 1t to the data,
and then using the fitted model for forecasting. One of the atiractive features of the
Box-Jenkins approach to forccasting is that ARTMA processes are a very rich class of
possible models and it is usually possible 1o find a process which provides an
adequate description to the data. The original Box-Jenkins modeling procedure
involved an iterative three-stage process of model seleclion, parameter estimation and
model checking, Recent explanations of the process {33] oflen add a preliminary stage
of data preparation and a final stage of model apphication (or forecasting}.

The Box-Jenkins ARMA model is a combination of the AR and MA models:
=0+ QX +0aXep t A p Xt A AL - BpA,- . - B g (29)

Here the terms in the cquation have the same meaning as given for the AR and
MA model.

Data preparation involves transformations and differencing. Transformations
of the data (such as squarc rools or logarithms) can help stabilize the variance in a
serics where Lhe variation changes with the level. This oflen happens with business
and cconomic data. Then Lhe data are differenced until there are no obvious patterns
such as trend or seasonality left in the data. Differencing meauns taking the difference
between consecutive observations, or bctween observations a year apari. The

differenced data are oflen easier to mode! than the original data.
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Model selection in the Box-Jenkins framework uses vanous graphs bascd on
the iransformed and diffcrenced data to try to idents fy potentsal ARIMA processes
which might provide a good fit to the data. Later developments have led to other

model selection tools such as Akatke’s Information Coterion,

Parameter estimation means finding the values of the model coefficients
which provides the best fit to the data. There arc sophisticated computational
algonthms designed 1o do this.

Model checking involves testing the assumptions of the model to identify any
areas where the model is inadequate. If the model is found to be 1nadequate, 1t is

necessary to go back to mode] selection step and try to identify a belter mode].

Forecasting 15 what the whole procedure is designed to accomplish. Once the
mulel has been selected, estimated and checked, it is usually a siraight forward task to
compule forecasts. OF course, this is done by computer. Although originally designed
for medeling time scries with ARIMA processes, the underlying strategy of Box and
Jenkins is apphcable to a widc vatiety of statistical modcling situations. It provides a
converlent framework which allows an analyst to think abount the data, and to find an
appropriate slatistical model which can be used (o help answer relevant questions

ahout the data.

2.6 SELECTION OF FORECASTING METHOQDS

Practical forccasting problems have been given in the below. A forecastin g
method selection depends on the abibty of the chosen methed 1 solving the issues
given below,

Practical problem issues with forecasling methods arc:

* Inaccuracy

» Inconsistency .

+ Cost and Accuracy Tradeoff (simple model mayl perform better than

coniplicated omes)

e Dala Unavailabihty

* Fitness and Predictability

+ A medel that-best "fils” the past data may not be the best  "Predictive” one

- for-the future, due to demand-pattern changes



Criteria for Selecting a Forecasting Method

Cost and Accuracy:

A trade-off between cost and accuracy- more accuracy af a cost.

* High-accuracy with disadvantages of: need more data/data may be difficult
to obtamm/models arc more eostly to design, implement, and operate/take

lomger time to use.

» Low-Cost approaches- statistical models, historical analogies, executive-

commiitee Consensus

+ Iigh-Cost Approaches- complex econometric models, Delphi, and markel

research
Data Availalbity:
¢ s the daila available/or be economically obtained?
¢ For a new produect, a customer survey may not be practical.

Time Span:

« Whal operations resource be forceasted and for what purpose?
» Short-term best be forecast with simple time senes modcl.

» Long-term best be predicted with regression or similar models.
Mature of Products and Services

¢ Is the producl/service high cost or high velume?
e Where is the product/service m s fe cycle?
* Does the product/service have seasonal demand fluctuations?

Impulse response and noise dampening

* A appropriate balance must be achieved between:
e How responsive the model to change 1 the actual demand data

. Desire lo suppress undesirable noise in the demand data
Technigues ta Support Betler Forecasting

Normally associated with numbers and formulas, forecasting is a kind of

magic box that uses certain inputs to determiine the produects that the market expects.
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There are more than 104 different quantitative forecasting methods available, which

all begin with the simple assumption that the past will repeat in the future.

Time-series methods extrapolate existing trends and include seasonal and
cyclical indices, if necessary. They also assume (hat the trend, season, or eycle will
have a predictable and similar effect every time. Complex econometrie and
regression-based methods fiy to isolate the individual compenents causing demand
in order to create a forccasting model. But lhese models have an inherent Inmitation in
the number of factors they use because it is impossible to include all the key data.
Moreover, somellung thal seems insignificant oday all of a sudden may become a key

driver.

There is no doubt that forecasting is critically imporiant; however, relying
solely on these mumerical forecasting methods to drive business would be an excreise

in corporate hara-kiri.

Getting the Best Forecast by Combining Judgmental and Statistical
Methods

Accurate forecasting always has been a critical organizational capability
for effective business planning. Good forecasts are cssenfial for identifying and
new market oppoitunities, anticipating future demands, effectively scheduling

production, and reducing invenfories.

Information technology has cnabled {orccasts o drive- entire supply chains
and-enterprise resources plannming-systems. Simultaneously, global competition has
crealed an environment characlerized by uncertainty, rapidiy shilting markels, and
commpressed cycle times. Custemers are demanding increasingly shorler response
times, improved quality, and greater product choice. The result has been a sharp
risc in forccasting's complexity and bistorical data that are often of limited vahue

for predicting the future.

Relying on statistical forecasts alone can be.ineffective in ihis highly
complex environment. Consider the case of Nike's 3400 million failure in 2000
with demand forecasting software. According to the July 15, 2003, 1ssue of CIO
[34] magazine, nin¢ months after implamﬂnt}ng a much publicized 12 system, Nike
leaders acknowledged that they would be taking a majer inventory write-off due to

inaccurate forecasis from the automated system. Nike had entirely toe much
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inventory of slow-moving items and a major shortage of popular sellers. The
problem, as it turned out, was thal Nike executives rtelied exclusively on
antomated forecasts without any judgmental checks, and the automnated ferecasts
simply were nol accurate enough. Unfortunately, Nike's experience wiih

automated statistical forecasts is not an isolated case.

When making forecasts, managers can choose from either judgmental
forecasting methods, which are based on opinions, or statistical forceasting
methods, based on mathematical modeling. Each category has unique strengllis
and weaknesses, The best forecasting approach is one that leverages the strengths
of both methods. Increasingly, this is something that managers fOnd to be
effective, and it is supporied by numerous research siudies. However, combining

judgmental and statistical forecasting requires well-established rules.
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CHAPTER 3
THEORETICAL BACKGROUND

3.1 KEY FACTORS IN DEMAND FORECASTING

Sales or demand forecasting is a management funciion that compames oficn
fail to recogmize as a key conirbulor to corporate success. From a top-line
pemspective. accurate forecasts allow a company to provide high levels of customer
service. When demand can be predicted accurately, it can be met in a timely and
efficient manner, keeping both channel partners and final customers satisfied.
Accurate forecasts help a company avoid lost sales or stock-out situations, and
prevent customers from going to competilors. At the bottern line, the cffect of
accurate forccasts can be profound. All the types of items of the companies can be
purchased much more cost-effectively when minute, spot market purchases last can he
avoided. Such expenses can be eliminated by accurately forecasting production needs.
Similarly, Jogistical services can be obtained at a nuch lower cost through long-term
contracis rather than through spot market arrangements, However, these contracts can
cnly work when demand can bef predicted accurately. Perhaps maost important,
gocurate forecasting can have a profound impacl on a company's inventory levels. In a

sense, inventory exists o provide a buffer for inaccurate forecasts. Thus, the more

accurale the forecasts, the less inventory that needs-to be carried; with the entire well - === - -

understood cost savings lhat brings. The ultimate effects of sales forecasting
excellence can be dramatic. Mentzer and Schroeter [35] describe how Brake Pars,
Inc., a manufacturer of automolive altermerket parts, improved its bottom line by $6
mullion per month aficr launching a company-wide effiort {o improve sales forecasting
effectiveness. Nevertheless, [irms ofien fail to recognice the importance of this critical
management function. The firms have leamed about sales or demand forecasting from
working with hundreds of other companies, and the seven key focus points
(summanzed in table 3.7} that will help any company improve its forecasting
performance has been given below, AthDﬁgh no managemenl funclion can be

reduced to seven keys, or 70 keys for that matter, the hope 15 that the ideas presented
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in the table will inspirc senior management to look closely at their own sales

forceasting practices and recogmize opportunities for improvement.

Table 3.1: Seven basic keys of forecasting

Keys Issues and Symptoms Actions Results
Understand | o Computer  system Establish forecasting An  environment in
what as focus, rather than proup which forecasting is
forecasting management acknowledged as a
: p Implement management " .

18 and 1s processes and entical business
¢control systems before .
notl. controls . ) function.
selecting forecasting
* Blurring of the soltware Accuracy emphasized
distinclion between . and : lay
melion Derive - plans  from ¢ game  paymg
forecasts, plans, mirumized
forecasts
and goals
Distinguish between
forecasts and goals
Forecast = Shipment history as Ideni:fy  sources  of Itmproved capital
demand, the  basis  for information planning and customer
lan forecash and i fice
Eupply casting dem Buwld systeins to capture sen
' + Too accuratc key demand data
forecasts
Communic | e Duplication of Establish CI05S- All relevant
ate, forecasting eflort functional approach to information  uscd  to
cooporate, . forecastin 1erate forecasts
an dp e Mistrust of the or £ get s
collaborate “oflicial” forecast Establish  1independent Forecasls trusted by
e e — = | forecast . group  that users - - -
» Little tnderstanding .

. sponsors eross-functional .
of the impact collaboration Islands  of  analysis
througheut the firm ehminated

More  accuratc  and
relevant forecasts
Ehminate » Mistrust aud Build a single More accurate,
islands  of inadequate "forecasting relevant, and credible
analysis. mforniation leading infrastructure" forceasts
differen rs to . . .. .
b ouse Provide training for both Opiimized investments
create their own P ¢ . inf ) ;
(orecas(s users and developers o m 1r1_nnnatmn
forecasts communication
systems.
Use tools| e Relying solely on Integratc quantitative and Process improvement
wisely, qualitative o1 qualitative methods inefbciency and
guantitative effectiveness

identify  sources  of
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tnethods

Costbenefil af
additionat
information

improved accuracy. and
increased error

Provide mstruction

Make it No  accountability Training developers to Developers taking
umportant. for poor forecasis under-stand implications forecasts senously
Developers not of poor forecasts & striving for accuracy
understanding  how Includc forecast
lorecasts are used performance 1n Mﬂn? aecuracy  and
L credibility
individual  perfonmance
plans and reward systems
Measure, Not knowing if the Establish mult Forecast performance
measure, frm  is  getting dimensional metrics can be included in
measure. better Incorporate multi  level individual performance
Accuracy not neasures ' plans
measured at Measure accuracy ‘when Sources of errors can
relevant  levels of ever  and  wherever be isolated and largeted
aggregation forecasts are adjusted for improvement

Inability to isolate

Greater confidence in

sources of forecast
EITor.

forecast process

7 should be very low—one would think. But that is not (he case. Studies have shown

Recent estimates from the U.S. Commerce Depariment indicate that, in (he
Umted States, S1.1 trillion in invenlory supports $3.2 tnllion in annual retar] sales.
This mventory is spread out across the wvalve chain, with $400 billion at retml
locations, %290 billion at wholesalers or distributers and $450 billion with
manufacturers. With this larpe stockpile of inventory, stock-outs at the retail level
that 8.2% of shoppers, on average, have failed (o find their preduct in stack. These
stock-out events represent 6.5% of all retail sales [36]. Even afler recouping some of
the loss with sales of allemalive product, retailers bas suffered net lost sales of 3.1%4.

This takes an cnormous toll on retail margins, not to mention customer poodwiil.

A demand cham 1% a nerwork of trading partners that cxtends from
manufacturers to end consumers. The partners exchanpe infonmation and finished
goods flow through the network’s physical infrastructure, The physical facilities
include manufacturers’ warchouses, wholcsalers’ disiribution centers, retail chains’
warehouses and retail cutlets. A demand chain can include multiple busimess

enterpnises, As product Nows through the network, the partners incur costs—but they



also enjoy revenue ns product changes ownership between business enlerprises. it's
possible to optimize the demand chein for each tading partner’s portion of it, but total

optimization requires a common objective that may ar may not exist.

Demand chair optimization (DCO) can impact enterprise value in any ways.

It can produce:

+ Higher customer service levels, which lead to greater revenue and net
income.

* Higher inventory turnover, which frees up working capital.

+ Higher warker productivity, which lowers opernting expenses.

* Higher capacity utilization, which increases the return on assels.

*» Lower logistics costs, which decreases operating expenses.

* Lower costs of goods sold, which increases net inceme.

Each one of (hese will increase an enterprise’s return on assets. That, in turm,
teads 1o increased reiumn on equity and shareholder value. The efTecis of DCO are
broad, influencing the overslt financial haalth of the enterprise; however, the business
detisions that drive DCO are ukimately made at the stock keeping unit (SKLU) level.
A 5KU is & specific product at a specilic location. SKU management requires many
decisions, such as; When SKU should be replenished? What gquantity should be
ordered? What customer service objective is approprinte for the sclected SKU? From
whom t0 be ordered? Could the inventory for this SKU be belter utilized nt another
location? Should this SKU be stocked? What will happen to demand if the SKU's
price is changed?

3.2 ACCURACY MEASURES

The forecast error is the difTerence between the acteal value and the forecast

value for the corresponding period,

E.=Y,-F, (30
where, Eq is Lhe forecast error at period £, Y, is the actual voiue at period 1, and
Fi is the [orecast for period t. There are many types of occuracy measures of
forecasting, A suitable measure of accuracy for a given problem is not universaliy
accepted by the forecasling acadenicians and practitioners. An accuracy measures is

often defined in 1erms of the forecasting error which has been mentioned above. There
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are o number of measures of accuracy in the forecnsting literature and each has some

advaniages and some disadvantages. The most frequently used measures of

forecnsting accuracy has been mentioned in the teble 3.2

;I‘nh_lr: 3.2:-Measures of forecasting accuracy

I = — — — — — ——
Mean Absolute Error (MAE) MAE=(y E)/N.t=1,2,3,....... N \

m—py. -y — —

| Mean Absolute Percentage Ermor (MAPE) || MAPE= (T (E/Y))/ N, t=,2,3,.....

N

Percent Mean Absolute Deviation (PMAD) {f PMAD = (¥ E\J /(T Y, ), t=1,2, 3...

N l

—
— —

|M:anSquderrnr{MSE) MSEH{EE‘I}!NJ-I,E,J, ....... N
Root Mean Squared Error (RMSE) | RMSE=Y({(TE}/N),t=1,2,3,....... N II
Emm Skill (58) 58 = 1 — (MSExeccan / MSEpg) ‘

Armong the sbove all accuracy measures, some are used more oflen. Those
have been described below:

Mean Foreeast Error (MFFE): Forecast emmor is & measure of Fdw nécurate
our forecast was in a given time period, It is calculated as the actual demand minus

ihe forecast, or
B2 A-F

Forecast error in one.time period does not convey much information, so it is
neoded to Jook at the accumulation of errors over time. The average value of these
forcenst errors over time (i.e., 2 Mean Fn::ccnst Error, or M F:E) ¢an be calculated.
Unfortunately, the zccumulation of the B, values is not always very revealing, for
some of them will be positive emrors and some will be negative, These positive end
négative errors cancel onc another, and looking at them alone (or looking at the MFE

over time) might give a falsc indication.

I
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. Mean Absolute Deviation (MAD)Y or -Mean Absolute Error (MAE): To
cllmmat: the problem of pns:mc eITorS canc:lmg ncganvc €170T5, 4 simple measure is
on: that looks at the nbmlute \aiuc of the emar (s:zc of the dewmmn regardiess of
s:gn} When the mgn is d:sregnrdcd aod only the size of the error is considered, this
dm'mhorn ls referred - as the absoliite: dcwmun If these absolute deviations are
accumulaled over lime and the average value of these absclute deviations has been

found out, 1his measure is reférred as the mean absolute deviation (MAD).

Mean Squared Error (MSE): Another way (o ¢liminate the problem of
positive errors canceling :;cgaltivc &Tnm 15 10 square Lthe i‘orccn;t error, Regardliess of
whether the forecost error has a positive or negative sign, the squared error will
always have a positive sign. If these squared ermors are accumulated over time end the
average value of these squared errors is determined, this measure is referred os the
mean squared error {MSE}. The question often arises as to why the more cumbersome
MSE would be used when the MAD calculations are a bit simpler. MAD does have
the advantage of simpler calculations. However, 111;:11: is an ndvantage to the MSE
method. Since this method squares the emmor term, Jarge ermors tend 1a be magnified.
Consequently, MSE places o higher penalty on large crrors. This can be useful in
situations where small forecast errors don't cause much of & problem, but large errors

can be devastating.

-. Mean _.duhédl_uté--Percengngt-Ermr-{hﬁPE): It is'a measure of nccuracy in a
HE “time scn:-.-; ;'al_uc:. iny statils_tics;.;pcciﬁcnlgy_ rending. It wsually expresses
accuracy as:a percentage. The dill:réilcn;c b:m*ccl{ ‘2ctud] valie Ay and the forecust
value F,, 15 dividt;:l by the actual value A;:again. The absolute value of this caleulation
is summed for cvery fitted or forecast pn.:l.int-in time and divided again by the number
of fisted fmint.'r;-n'_ -This makes it ‘8 percentage €Iror 50 one can compare Lhe emor of
:.ﬁm:ﬂ: time senes® -lhm difTer in level, For measuring the accuracy of time series

forecasting MAPE is oflen-used as benchmark.

Although the concept of MAPE sounds very simple and convincing it has two

major drawbacks in practi¢al application:.

+: If there are zero values (sometimes happens for n:an;plc in demand series)

-Lthere will be o division bj’r 2E10.
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When having a perfect fit, MAPE is zero. But in regand 10 ils upper levei the
MAPE has no restriction. When calculating the avernge MAPE for a number of time
series there might be 2 problem: a fei numbers of series that hnve & very high MAPE
might distort a comparison between the averapes MAPE of time series fitted with one
method compered 1o the average MAPE when using another method. In order to avoid
this problem other measures have been defined, for example the sSMAPE (symmetrical

MAPE} or a relative measure of accuracy,
Al NEURAL NETWORK

demnnnlly, the tmn nnurnlnnemurk had been uscd to refer to a network or
r:ln:un of bmlnglcal ncumns Thi: mo-dcm usage uf the tcrm "oflen refers to anificial
n:uml nctw.-.-orks “hl{:h are compusnd ni‘ nrh ficial neurons or nodes, Thus thc l:rm has

two distinct usngr_-;

1. Htolﬂglcul nrural nedworks ere made up of real biological neurons that
. are conncctcd or functmnall}' rclnlcd in.the pcnphcm! MNErvous sysiem or
'thc cerlrdl ncrvous sys-[cm n. the licld of n:uromcncr: they erc often

.. identilied BS groups ‘of n:urnm that pcrfarm a s;:ml'c physiological

' fum:l:un in Iabumlury nnnlyms

1 _'Arlil'icifnl-'ncuml"hetwnrki n'n.': made' up.of intcrmnhccting orificial
- "ncuruns (pmgmmmmg construtls “that.mimic- -the pmp:mcs of biclogical
'I:m:umns] ﬁrl:l' cial Heural nttu.ur!a may cither be used 10 gain an
_ -understanding _of 1b10|DEICa] ,,m:qmlﬂnrm orks, _ qr_.for _snh'mg adificial. ... . ..

. _int_élligcncc‘prph!nns without necessarily creating a mnodel of real
biological Eﬁlém. The real, b%u!logical nervous system is highly complex

- and i@c!ud:s somc:ﬁ:atﬁl‘? that ‘mey: s¢em- superfluous based on an
und:mlmding pi‘ artificial networks: A simple artificial nevral network

structure has been shown in the figure 3,1,
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hgure 3l Szmpllf cd view nf a feed fnrwnrd nn‘.:l‘ cml nevral network.

331 OVERVIEW |

' In general a biclogical neural network -is ccmpor;ed:of' & group or Eroups ;:f
chcmmall} connceted or functionally associated ncurons. A single ncuron may be
cunn:r:ted to many olher neurong and l.hc totnl number nl‘ neurons and comneetions in
2 nefiwork .may b extensive. Ccmnccuons ‘called sy napsn, are u:mn!l:,fr l'orrn:d from
axons 1o dendrites, though dendrodendritic microcircuits -and other connu:tmns are
passible. Apart from the elecirical ng;naling. there are other forms of signnling that
mrise i‘rnm ncumtmnsmlttcr difTusion, which have en ciTect on tl:clncul slg,naimg As
such, ncuml n:hn-nrks are’ c:r.remcly cﬂmp!ﬂ Artificial’ mt:lllg:nc: and cognitive
nmdehng iry to simulalc some properties of neurnl nefworks. While similar in their
.t-;.chnii:;uc.s, the -I'onnéT_ has the aim ofsi:lv’ing j:;lrticulnrtr.asks, while the latter aims to

build malhmazicat mud:ls of biological ncurul §ystems.

- - -|.a-u---—-—l--ur-..ua—roiu-a---nﬂd.-n-—v-wq“-n+r [l

I lh¢ um!' cml mttlhgtnc: field, mlﬂcml neural nctworks have been opplied
EI.ICCI:SSfu]l}' to speech recognition, image n.nalysis and adaptive control, Mast of the
currently empioyed oriificial ncuml networks for artificial intetligence are based on
statistical estimation, optimiZzdtion and.control theory. The cognitive modeling fiekd
involves the physical or mathémétical modeling of the behavior of neural systems;
ranging from the individuat ncural level (e.g. n:mdclihg the spike response curves of
neurons to n stimulus), throligh the neural cluster lavel (¢.g. modeling the release nnd
effects of dopamine in the basal ganglia) to the complete organism {e.g. behavioral

modéling ofthe organism's respanse to stimuli).
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3al - HISTORY OF THE NEURAL NETWORK ANALOGY

The concept of neural ncm'urks started in the latc-]Eﬂﬂ s as an cffon to
dtﬁ.‘l"‘lbt how ‘the human mind pﬂfonmd These -ideas starled being applied to
compulational models wlth'Turlngls B- t} pe machines and the perceptron. In early
1950's, Friedrich Hayék was-one of ihe first to -p-:;ﬁt the idcq of s;nomnn:;uus order in
the brnin arising out of dcccntf'nlizad nct:wurks of simple units (neurons). In the late
19405 Donald Hebb made -otic of the first h}pothts:srt'ﬂr & mechanism of neural
plasticity {i.c. l:ammg} [37] n.nd 1l is cnlied Hehhlnn learnlng. Hebbian l:armng is
considered to be o ly‘plcal* unmpﬂ'ﬂsnd I:ammg rule and it (nnd veriants oflt) was an

caﬂ:,r moxiel for long tcrrn p-ntcnhauun

The: pcfceptmn is; css:ntm]l:,r . linear classifier for t:ln_-'.sif}-ing data (x ¢ R"}
specified by pararncl:rs Tw € R®, b E R] and an. nutput function f = w'x + b, Its
parameters are’ m:laptcd wﬂh an rad- huc rule similor to nnchn.stm stupcﬂ gfadlmt
descent. Because the inner pmduc1 is" o linear operator in the input spacc the
p:rcc-ptmﬂ cin unly pcrt'ccll} cluslf}' u s.ct of data for which difTcrent classes are
tinearly separable in 1'.hc mput spacc whileit oflen fails cmnpletcly for non-sepirable
data. While the’ d:vc]ﬁpmml uf the 1lgnmhm inilially generated snmc enthusiosm,
panly because of its apparent rchlmn 10 biologicai mechanisms, the later discov ery of

this madcqua-:}' caused sach- mod:]s tb b: abandoned until the introduction of non-
linear models.into the ficld. '

Thie cngnitrnn [38] was an i:u.rlr}' ‘multilayered neural network with o training

LI LY -ulllu-l-ll- -k

N Ly et A b A w W der

algumhm Thr, actual suucturc of -the network and the methods used o set the

interconneétion weights change:- from:one neural strategy to enother, each with its
advaniages and disadv nntagcs Networks can propagate- m['onnalmn i one-direction
only, or they can Bounce back and forth until sdt'-acuvntmn at a node occurs and the
rietwork setiles oh-a final state. The ability for bi-difectional ﬂaw of inputs between
neurons/nodes was produced with the Hopileld's netwark [39], and specialization of
these node layers for specific purposes was inlroduced through the first hybrid

network,

- The parallel distributed processing of the mid-1950s became popular under
the name connectionism, The rediscovery of the hack-propagation algorithm was

probably the main reason behind the repopularization of neural networks after the

-50-



L

L ]

publication of "Leaming Imcrﬁal'chr:Smtatiﬂns 'by Error . Propagation” in 1986
(thnugh back-propagation ﬂulf t.'l.ntcs fmm ]9?4) The original nctwmt ulilized
multlp]: ln}":rs uf“ cight-sum umls oflhe l}'pe f= g (w'x + b}, where g was a sigmoid
funcugn_ur luglsl.n: function such as us:q in logistic rl:'gt"euién. Training wa!: Idonc h:;'
a form of slochastic steepest gradient.descent. The employment of the chdin rule of
diﬂ'crcntiatiuri in deriving the aﬁpmﬁﬁaf& pamﬁc‘tﬂ updates- results in an algorithim
that seems ‘1o ‘back pmpagalc errors’, hcncc the. nomenclature, However it is
:ucntmlly 8 t‘nm1 of gradlcnt descent. Dﬂ:rm:mng the opumal paremeters in'a model
of this type is not ln'ﬂal ‘and slccp:sl gmdn:m ‘descent mcLl'm-ds cannot be relied upon
to give 'the coluiion. unthnul a go-od sf.nmng pumt [n recent times, networks with the
5Ame mhucctur: -0s -the -back- prnpagntmn network ore rcfmd to ds multi. -layer
perceptrons. Thns nam< does not 1mpusc any l:muanuns on’ the 1ype- of slgorilhm

used for !:n.mmg

The bacl-.*pmpagmmn nth\mk gtn:mtnd much’ :nthuslasm ut lhl: time and
:hm: was much cuntm\. ey ubum “hlﬂh;r such ]:n.m.mg cuuld be umplcmcnl:d in the
brain or not; panly hecause » mnch:.msm i'ur rev trs: mgnﬂlmg v.as not nbuuus at the

time, hut mosl lmpormmly hecause there whs ru? plauslblt source for the ‘tcachmg or

‘largct SIgnnl

333 - "1 HE BMI\. I\FURAL hi‘l’wﬂﬂh M\n CD‘\II‘UTERS

‘quml n:lwurks,*as uscd in - afiifi cml mtclhgcncc ha'-t Lrndltmnnily bef.'n

viewed as. :lmphﬁcd models of ntuml proctsnng in: tht -brain, even Lhuugh the

n:lutlun betivetri 1his modéland hmm bmluycnl nn:hltccturl: is debated "A's u'uhj of

cum:nt rescarch in d':mr:ucn] neuroscience is the question m.umundmg the degree of
cumpltx:t}' and the properlies thit mdmdual :1ruml clcmcm.s shuuld have 1o

rq:lm-duc: sumtthmg mmblmg amrnal miclllgcncc

Hlstuncall}', computers evolved from the Van INtr:u imm;'l ‘Ar;'h'iteﬁu're (40},
which is based on sequential :pmc:sshig and c:im:uu'un of :xf:licit instructions, On the
uthrr hand, the ongms of neural networks are based on efforts to model mformm:on
pmcssmg in hlnloglr.:al s}'st:ms, which may rely In.rgely on parellel processing as
well as implicit insiructions based on recognition of patterns of ‘sensory’ inpul from
extenal sourtes. In other words, a1 its very heart a neural network is a complex

statistical processor (is oppased to being tasked to sequentially process and cxlncutc).
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Neural networks -md artiflcinl intelllzence: An artificinl neural network
(ANNK), also called a. simulnted neural nemurh {SNN) or commonly just neural
network (NN) is an mt:rcnnncctcd grnup ni' nm!‘:c:al ncurons ‘thal uses a
mmh:matlcal or mmputmmnal modcl for mfurrnntmn processing based on a
cunnu:tmty appmm:h to cumputalmn In most cascs 2n ANN is en adaptive system
that’ r:hnngf:, i§ stmctum based on external or internat information that flows lhmugh

the networll

ln more pmcncal ttrms neura] nt:tv-orks are nnn-lmcn.r stalistical data
m-:)-dtlmg or.decision rnakmg tools. Thl:j" can bn used'to mﬂdci complcx relationships

between mputs and cutputs or to ﬂn-d pattﬁns in dnm

" An u.ruﬂr:ml neural ne'lwurl». mvulvcs a nctwoﬂ: of ‘simple prn-cn:ssmg clements
{nmﬁclal ntumns) whmh chn I:Ihiblt complcx global bchawor determined by the
cnnncctmns bctwtcn thc- pruc:ssmg elr,mcnts :md clcmmt parameiers, Artificial
nr.uruns wcn: first prnpnscd in 1943 by: Wam:n McCuIIn-ch a n:umphysmlnglsl nd
Wnlttr Pms, n MIT logician [41].. One classical typ-t: of n.mi' cial neural netw urk is

the Hopﬁeld net.

~ In a-neural’ nctu.ork model simple nodes, -which. ean be called ‘variously

: nnuuns nnlmdcs ;- pm-ccssmg eln:mcnt (PE] or umts .are conn:ctcd together

to. i'm'm at n:twork of' noddes w hmc: thl: ‘term neum! nr.:twork“ Whll: a néirn)
nctwnrk docs not have to be ndaptw{: p:r se, ils pmcncal usr: comes Wlt]‘l algorithms

desipned 1o zlter the strength (weights) of r.h: connections in lhc: nctwork io pmduca a

T R A, R " o mma e " L . ., Lo - —

-

dcsxrpd slg;r}n] flow,

In modem?'s-‘:'::ﬂwa.r: implementitions of nrlt.iﬁcial néurel networks the approach
inspired by biology has more or less been shandoned for.s more pructical approach
b:m.:d on statistics and si il processing. In some of these si.rstcms. neural networks,
or parts of neural networks {.m.lch as artificial neurons), are used as compenents in
larger systems that combine both adaptive and nor;-udaptiw: ctements. The concept of
a ncurnl-r;chmrk appears to have firsi bn:n ﬁm;.:-i.:nlsed' b}'r:A[:.m Turing in his 1948
paper "Intelligent Machinery™ [42]. . , o

334 APPLICATION

The utitity of antificial neural network models lies in the fact that-they can be

used to infer a function from observations and also 1o use it. This is panicularly useful
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'in oppli¢ations where the camplexity of the data or task makes the design of such o
functmn by hand ‘impractical: Real, hfe :pphnuons of a.rh ficial neural network have
b::n uscd in lhe ﬁ:lds bclou.

Thc tusLs tu whlch amﬁcml ncura] ncmurks nre appl:ed tcnd to fall within the
following bmnd catcgonei

. 'Funclinn',npproﬂmntlnn ot regression analysis, including time series
. prediction ond mudtlmg | '
-: Clnssu'mtinn lnciudmg paltcm md sequenice n:r:ognmon nov :lt}r detection
fot and scqucntml dccmon makmg. .

" Data- prncening mciudmg ﬁltr:nng_ clusttnng, hlind signal separation and

camprﬁsmn

Applumtmn :m:ns mclude S}ﬂcm Jdcntlﬁcauonrund conird] (vehicle: controt,
prnctss contml} gu.mt: pln:.-mg nmi :i'cnsmn ‘making [backgammon, chess, @cing),
paucrn rcc{:-gnnmn [mdn.r systcms t‘ace‘ 1dmt1!' ¢ation, object recognition, etc.),
scquence mcognttion (gesture, spm:h - handwritten - text recognition),. rncdlc.al
d1ag|10$1$ ﬂnnnrl:m! apphcatmn.s data mmmg {or Lnﬂwl:dgc discor ery in databascs

"'I\DD“J wsuahzatmn nnd c- mall 5pﬂm ﬁltcnng
34 ‘QFURAL NET’WORK mn FORFCAS rmc

The recent upsurge in rescarch activities into an:ﬁmal neural nelworks
(ANN’s) has proven that neursl networks hzwe powerful pattern elassification and
*=e= ==ee-scprediction capabilities"ANN's have ‘been succcuﬁ.ﬂl}"ﬂiéd “ford Viriety BF EiE T T
many ficlds of business, indusiry, and science [43]. They have fast become 2 standard
class of quantitative modeling tools for rescarchers and practitioners. Inicrcsi in neurnl
networks is evident from the growth in the number of papers published in joumnals of
diverse scientific disciplines. Onc of the major application arcas of ANN's is
forecusting. There is an increasing interest ir: forecasting using ANN"s in recent years,
Foreeasting has a tong history and the importance of this old subject is reflected by
the diversity of its applications in different disciplines ranging from business 1o
engineering. The ability 10 accurately predict the future is fundamental to mony
decision processes in planning, scheduling, purchasing, strategy formulation, policy
making, ard supply chain operations. As such, forecasting is an. arca where a lot of

efforts have been invested in the past, Yet, it is stiil an importiant end active field of
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human activity al the present time and will continue to be in the future. A survey of

research needs for forccasting has been provided by Armstrong [44].

Forccasting has been dominated by linear methods for many decades. Linear
methods are easy to develop and implement and they arc also relatively simple to
understand and interpret. However, linear models have sericus limilalion in that they
arc not able to capture any nonlinear relationships in the data, The approximation of
lincar models to complicated nonlinear relationships is not always satisfactory. In the
carly 1980s, Makridakis {45] organized a large-scale forecasting competition {oflen
called M-competition) where a majority of commonly used linear melhods were
tested with more than 1,000 real time series data. The mixcd results show that no
single linear medel is globally the best, which may be interpreted as the failure of
linear modeling i accounting for a varying degree of nonlinearity that is conimon in

real world problems.

ANN’s provide a promising aliernative lool for forecasiers. The inherently
nonhnear slructure of neural networks s particularly useful for capiuring the complex
underlying relationship in many real world problems. Neural networks are perhaps
more versalile methods for forecasting applications in that not onty can they find
nonlinear structures in a problem, they can also model linear processes. For example,
the capability of neural networks in modeling linear time serics has been studied and

confinned by a number of researchers [46].

In addition to the nonlinear modeling capatnlity, ANN’s also have several

"olher features that make them valuable for forecasting tasks.

e First, ANN’s are data-driven nonparametric methods that do not
require many restrictive assumptions on the underlying process from
which data are generated. As such, they are less susceptible to the
model misspecification problem than parametric methods. This “learn
from data or experience” feature of ANN’s is highly desirable in
various forecasting situations where data are usually easy to collect,
but the underlying data-generaling mechanism is not known or pre-

specifiable,

* Secend, neural networks have been mathematically shown to have the

universal fimctional approximating capability in that they can
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accurately  approximate many {ypes of complex fonctienal
relationships. This is an important and powerful characieristic, as any
forecasling model aims to accurately capture the functional
relationship between the varable to be predicted and other relevant

factors or vanables.

The combination of the above-mentioned characteristics makes ANN's a very

general and flexible modeling loof for forecasting.

Resgarch efforis on neural networks as ferecasting models are considerable
and apphications of ANN’s for forecasting have been reporied in a large number of
studies. Although seme theoretical and empirical issnes remain unsolved, the filed of
neural network forecasting has surely made signilicant progress during the last
decade. It will not be surpnsing o see even greater advancement and success in the

next decade,

35 ARTIFICIAL NEURAL NETWORK

Ariificial neural nctworks {ANN’s} are computing rm:lndcls for mformation
processing and pattemn identification. They grow out of research interest in modeling
biclogical neural systems, espeeially human brains. An ANN is a network of many
simple computing units called neurons or cetls, which are highly interconnected and
organized in laycrs. Each neuron performs the simple task of information processing

by converting received inputs into processed outputs, Through the hnking arcs among

_these neurons, knowledge can be_generated angd stored regarding. the strength ol the_ .

rclationship between differcnt nodes. Although the ANN models used in all
applications are much sumpler than actual neural systems, they are able to perform a

vanety of tasks and achicve remarkable results.

Over Lhe last several decades, maﬂy types of ANN models have been
developed, each aimed at solving different problems. But by far the most widely and

successfully used for forecasting has been the feed forward type neural network.

Figure 3.1 shows the'architecture of & (hree-layer feed forward neural network
that consists of neurons [cirlcles) organized in three layers: input layer, hidden layer,
and ovipul fayer. The newrons in the input nodes correspond to the independent or
predictor variables (x} lhat are believed io be useful for forecasting the dependent

variable {y) which corresponds te the outpul neuron. Neurous in the hidden layer are
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connected to both input and output neurons and are keys to learnin £ the pattern in the
data and mapping the relationship from inpul variables to the output variable. Wilh
nonlinear transfer functions, hidden newrons can process complex informaton
received fromn input neurons and then send processed information to the output layer
for further processing to generate forecasts. In feed forward ANN's, the information
flow 13 one directional from the input layer to Lhe hidden layer then to the outpul layer
without any feedback from the ourput layer, In developing a feed forward neural
nelwork model for forecasting tasks, specifying its architecture in tenms of the number
of input, hidden, and output ncurens is an important task. Most ANN applications use
only one output newron for both enc-step-ahead and multi-step-ahead forecasting,
However, as argued by Zhang et al. [47], it may be beneficial to employ multiple
output neurons for direct rnulli-step-ahead forecasting. The input ncurons or variables
are very important in any modeling endeavor and especially imporlant for ANN
" modeling because the success of an ANN depends to a large extent on the pattcms
represented by the input variables. What and hu:rwI1rr1a;r13,rlr variables to use should be

considered carefully.

For a causal forecasting problem, i i; needed to specify a sct of appropriate
predictor variables and use them as the input variables. On the other hand, fer a time
series forecasting problem, it is nceded to identily a number of past lagged
observations as the inputs. In either situation, knowledge of the forecasting problem
as well as some cxperimenlation based on neural networks may be nceessary to

_ ... ____Getermine the best number of input neurons. Fmally, the number of hidden nodes is..._. ... .
usually unknown before building an ANN model and must be chosen dunng the
model-building process. This paramcter is useful for approximating the nonlimear
relationship between input and output vanables. Before a neural nctwork can be uscd

for farecasting, 1 must be trained.

Neural network training refers lo the estimation of conmeclion weights.
Although the estimation process is very similar (o that in hinear regression where the
sum of squared emors (SSE)} or mean squared emmor (MSE) or mean absolute
percentage error {MAPE) is minimized, the ANN training process 15 more difficult
and complicated due to the nature of nonlinear optimization involved. There are many
training algonthms developed in the literature and the most influential one is the

back-propagation algonthm by Werbos [48] and Rumelhart et al. [49). The basic idea
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of back-prepagation training is to usc a gradient-descent approach to adjust and
determine weights such that an overall error function such as SSE or MSE or MAPE
can he mimmized. In addition to the most popular fecd forward ANN's, many other
types of neural networks can alse be used for forecasting purposes. In particular,
recurrent neural networks [50] that explicilly account for the dynamic nonlinear
pattern can be a good altermative to feed forward type ANN’s for certain time series
forecasting problems. Tn a recurrent ANN, there are cycles or feedback connections
amang neurons, Qutpuls from a recurrent network can be directly fed back to inputs,
generating dynamic feedbacks on errors of past patterns. In this sense, recurrent
ANN's can model ncher dynamics than feed forward ANN’s in the same way that
linear autorcgressive and moving average (ARMA} models have certain advantages
over awtorcgressive (AR) models, However, much less attention has been paid to the
rescarch and applications of recurrent ANN's and the superiority of recurrent ANN'g
over feed forward ANN’s has not been cstablished. The practical difficulty of uéing
recarrent neural networks may lie in the facts that (1) recurrent networks can assume
much different architecture and it may be difficult to specify appropmate model
slructures to experiment with and (2} it is more difficult to train recurrent ANN’s due

to the unstable nature of training algorithms,

An MLP 15 typically domposed of scveral layers nodes. The Brst or the lowest
layer is an input layer, where exlemal information is received. The last or the highest

layer is an output laycr where the problem solution is obtained. The input layer and

The nodes in adjacent layers arc usually filly connected by acvelic arcs from a lower
layer to a lugher layer. Fig. 3.1 gives an example of a flly connected MLP with one

hidden layer.

For an explanatory or causal forceasting problem, the inputs to an ANN are
usually the independent or predictor variables. The functional relationship estimated

by the ANN can be written as:

Y=1(X;, Xz, xs,xn]s , (31)

where, X, Xz X35 o . X, are m mdependent variables and Y is a

dependent variable. In this sensc, the neural network is functionally equivalent (o a

nonlinear regression model.
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On the other hand, for an extrapolative or time series forecasting problem, the

mputs arc {ypically the past obscrvalions of the data series and the output 1s the future

value. The ANN performs the following function mapping:
Yo = 1Yo Yoo, Yoo Yin) (32)

where, ¥, 15 the observation at time t. Thus the ANN jg equivalent to the
nonlinear autorcgressive model for time series forceasting problems. It 1s also casy to
meorporate both predictor variables and time-lagged observations wnto onc ANN
model, which amounts to the gencral transfer function model. For a discussion on the

relationship between ANN's and general ARMA models.

Before an ANN can be used lo perform any desired tasb;, 1t must be raned to
do so. Basically, training is the process of determining the are weights which are the
key elements of an ANN. The knowledge learned by a network is stored in the arcs
and nodes in ihe form of are weights and node biases. It is through the linking arcs
that an ANN can camry out complex nonlinear mappings from its input nodes to its
output nodes. MLP training is a supervised one in that the desired response of the

network {target value) for each input patlem {example) is always available.

The training input data is in the fonn of vectors of input variables or training
patterns. Corresponding to each element in an input veetor is an in'put nodc in the
network input layer. Hence the number of input nedes is equal to the dimension of
mput vectors. For a causal forecasting problem, the number of input nodes is well

defined and it is the nomber of independent variables associated with the problem. For

a lime series forecasting problem, however, the appropriate number of input nodes is
nol €asy to determine. Whatever the dimension, the input vector for a lime series
forecasting problem will be ahnost always composed of a moving window of fixed ¢
length along the series. The total available data is usually divided mnto a training set
(in-sample data) and a test set {oul-of-samplc or hold-out sample). The training sei 1s
used for estimaling the arc weights while the test sei is used for measunng the

generalizaiion ability of the netwerk.

The traiming process is usually as follows. First, examples of the trainin g set
arc entered into the input nodes. The activation valucs of the input nodes are weighted
and accumulated at each node in the first hidden layer, The total is then transformed

by an activalion funclion into the nede’s activation value, It in turn becomes an input
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mie the nodes in the next layer, until eventually the output activation values are
found. The training algorithm is used to find the weights that minimize some overall
error measure such as the sum of squared error (SSE) or mean squarcd error {(MSE} or
mean absolute percentage error (MAPE). Hence the network training is aclually an

unconstrained non linear minimization problen:.

For a time series forccasting problem, & (raining pattern consists of a fixed
number of lagged observations of the serics. Suppose, there are N observations Y1, Y,
Ys,. ... . Yuin the training set and it is nceded for onc step ahead forecasting, then
using an ANN with n input nodes will have N-n training patterns. The first traming
paltern wiil be composed of Yy, Y2, Y3, . . .. ,Yy as inputs and You.  as the target
output. The second training pattemn will contain Y, Y Yi... .. .. Yo as inputs and
Yni2 as the target output. Finally, in the last training pattern the target output will be
Y '

3.6 ISSUES IN ANN MODELING AND FORECASTING

Developing an ANN medel for a particular forecasting application is not a
trivial {ask. Although many good software packages exist to ease users’ effort in
building an ANN medel, 1t is still critical for forecasters to understand many
imporiant 1ssues surrounding the model building process. I is mmporiant to point out
that building a successful neural network is a combination of art and science and
software alone is not sufficient te solve all problems n the process, It is a pitfall to

blindly throw data into a soflware package and then hope it will automatically Bive a

-s:ﬁfi_s:_facmry solution.

An important point in effectively using ANN forceasting is the understanding
of the issue of learning and generalization imherent in all ANN forecasting
appheations. This issue of learning and generalization can be understood with (he

concepts of model bias and variance [51].

+ Bias and variance are important statistical properties associated with
any empirical model. Model bias measures the systematic error of a
forecasling model in learning the underiying relations among variables

or time serics observations.
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» Model variance, on the other hand, relates to the stability of models
built on different data samples from ithe same process and therefore

offers insights on generalizability of the prediction model,

A pre-specifed or parametric model, which is less dependent on the data, may
mistepresent the true functional relationship and, hence, cause a large bias. On the
other hand, a flexible, data-driven model may be too dependent on the specific data

set and, hence, have a large variance,

Bias and vanance are two conflicting terms that impact a model’s usefulness.
Although it is desirable to have hoth low bias and low variance, it may not be pessible
to reduce both terms at the same tume for a given data set becanse these iwo goals are
con(lictng, A model that is less dependent on the data tends to have low vanance but
high bias if the pre-specified model is incorrect. On the other hand, a model that fits
the data well tends to have low bias but high variance when applied to difTerent data
sets. Hence, a good predictive mode] should have an “appropriate” balance betwcen
model bias and model vanance. As a model-frec approach to data anal ysis, neural
netwaorks often tend to it the training data well and thus have low bias. But the price
to pay is the potential over fitting effcet that causes high variance. Therefore, attention
should be paid to address issues of over [itting and the balance of bias and variance in

neural network maodel building.

3.0.1 MA.JOR ISSUES

The major decisions a neural network forecaster must make include data

~ " preparation, input variable selection, choice of network type and architecture, transfer
function, and training algorithm, as well as model validation, evaluation and selection.
Some of these can be solved during the model building process while others must be

considercd before actual modeling starts.

Data Preparation: Neural networks are data-driven techniques. Therefore,
data preparation is a critical step in building a successfu! neural network maodel
Without a good, adequate, and represenialive data set, it is impossible to develop a
useful, predictive ANN model. Thus, the reliability of ANN models depends to a large

extent on the quality of data,

There arc several practical issues around the data requirement for an ANN

modcl. The first is the size of the sample used 1o build a neural network. While there
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is no specific rule that can be followed for all situations, the advantage of having large
samples should be clear because not only do neural networks have typically a larpe
number of parameters {0 estimate, but also it is often necessary to split data into
several portions to avoid over fitting, select model, and perform model evaluation and
comparisen. A larger sample provides a better chance for neural networks to
adequately approximate the underlying data structure. Although large samples do not
always give superior performance over small samples, forecasters should strive to get
a5 large of a sample as they can. In time series forecasiing problems, Box and jenkins
[52] have suggested that at least 50 or, even better, 100 observations are necessary to
build linear ARIMA models. Therefore, for nonlinear modeling, larger sample size
showld be more desirable. Tn fact, using the longest time serics available for
developing forecasting models is a time-tested principle in forecasting [53]. Of
course, if data in the samplc are not homn::-gcnf:ou;s or the underlying data generating
proccss m a time series changes over time, then a larger sample may even hurt

performance of static neural networks as well as other traditional methods.

Data Splitiing: The second issue is data splitting. Typically for neural
network applications, all available data are divided into an m-sarmnple and an out-of-
samplc. The in-sample data are used for inodel fitting and selection, while the out-of-
sample 1s used to evaluate the predictive abilily of the model. The in-sample data
sometimes are further split into a training sample and a validation sample. Because of
the bias and vamance issue, 1t is crtical to test an ANN mode] with an independent

_out-of-sample_which is nol used_in the neural network .training -and ‘model- selection--- - - — -
phase. This duvisien of dala ineans that Lhe true size of sample used in model building
1 smallcr than the initial sample size. Although there is no consensus on how to split
tite data, the general practice is to allocate more dala for model building and selection.
That is, most studies in the literature use convenient ratio of spiitting for in- and out-
of- samples such as 70%:30%, 80%:20%, or 90%:10%. It is impgrlant to note that in
dafa splitting, the issue is not about what proportion of data sﬁould be allocated m
cach smnple. But, rather, it is about sufficient data points in each sample to ensure
adequate learming, validation, and testing. Granger [54] suggests that {for noniinear
modeling at least 20% of the data should be held hack for an cut-of-sample
evaluation. Hoptroff (53] recommends that at least 10 data points should be in the test
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sample while Ashley [56] suggests that a much larger out-of sample size is necessary

m order to achieve statistically significant improvement for forceasting problems.

Dala Preprocessing: Data preprocessing is another issue Lhat is often
recomniended to highhight important relationships or to create more uniform data to
facilitale ANN Iearning, meet algorithm requiremcnts, and avoid computalion
problems. Azoff [57] sunmarizes four methods typically used for input data
normahization. They are: along channe! normalization, acrogs channel normalization,
mixed channel normalization, and external normalization. However, he necessity and
effect of dala normalization on network learning and forecasting are still mot
universally agreed upon. For example, in modeling and forccasling seasonal time
series, some researchers (58] believe that data preprocessing is not necessary because
lhe ANN 15 a universal approximator and is able lo capture all of the underlying
pauems well. Recent empimcal studies [39], however, find that pre deseascnalization
of the data is critical in improving forecasting performance. Zhang and Qi [60] further
demonstrate that for tme series containing both trend and seasonal vanations,
preprocessing the dala by both detrending and deseasonalization should be the most
appropriate way to build ncural networks for best forecasting performance. Neural
network design and architecture selection are important yet difficult tasks. Not only
are lhere many ways to build an ANN modet and a large number of choices to be
made during the model building and selection process, but also numerous parameters

and issues have to be estimatcd and experimented with before a satisfactory model

_.. _may_emerge. Adding_to_the _difficulty is the lack of standards in the process. - . ..

Numerous rules of thumb are available, bul not all of them can be applied blindly to a
new situation. In building an appropriate model for the forecasting task at hand, some

experiments are usually necessary. Therefore, a good experiment desien is needed.

Network Architecture: A feed forward ANN is characterized by its
architecture and determincd by the number of layers, the number of nodes in cach
tayer, the transfor or activation function used in each layer, as well as how the nodes
in each layer are connected lo nodes in adjacent layers. Although partial connections
between nodes in adjacent layers and direct conmections from input layer to cutput
layer are possible, the 1nost commonly used ANN is the so-called “fully connected”
nerwork in that cach node at one layer is fully connected only to all of the nodes in the

adjacent layers.
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Qutput Node: The size of the output layer is nsually detennined by the nature
of the problem. For example, in most forecasliing problems, one output node is
naturally used for one-step-ahead forecasting, although one output node can also be
employed for multi-step-ahead forecasling, in which case iterative forecasling mode
must be used. That is, forecasts for more than two steps ahead in the time honzon
must be based on earlier forecasts. This may not be effective for multi-step
forceasting as pointed out by Zhang et al. [61), which is in line with Chatfield [62]
who discusses the potential benefits of using diflerent forecasting models for different
lead times. Therefore, for multi-siep forecasting, one may either use multiple output

nodes ot develop multiple neural networks each for one parliculer step forecasting.

Input Node: The number of inpul nodes corresponds o the number of
variables in the inpul vector used to forecast future values. For causal forccasting, the
number of 1npuis is usually transparent and relatively easy to choosc. In a lime series
forecasting problem, the number of mput nodes corresponds to the number of lagged
observations used to discover the underlying-pﬂtlcm in a {ime series and lo make
forccasts for fulure values. Howoever, currently there is no suggesied svstematic way
to determing this number. The selection of this parameter should be included in the
mode! constructicn process. Ideally, 1t 15 desired o have small number of essential
nedes which can unveil unique features embedded in the data, Too few or too many

input nodes can affect either the learning or prediction capability of the network.

The number of input nodes is perhaps the most irnf_nortant paramcter for

- designing an effective neural network-forecaster~For causal forecasting problems: it -

comrcsponds 1o the number of ndependent or predictor vanables that {orecasters
believe arc imporiant m predicting the dependent variable. For univanate lime series
forecasting problems, it s the number of past lagged observations. Detenmining an
approprale set of input variables is vital for neural networks to capture the essential
undetlying relatiouship that can be used for successful forceasting. How many and
what variablcs to use in the input layer will directly affect ihe performance of neural
nctwork n both in-sample fitting and out-of-sample fﬂrccasting, resulling in the
under-leamming or over liting phenomenon. Empirical results [63], also suggest that
the input layer is more important than the hidden layer in time series forecasting
problems. Therefore, considerable attention should be given to detennine the input

vanables, especially for ime series forecasting.
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Hidden Layer and Hidden Node: The hidden layer and hidden nodes play an
nnporiant role for many successful applications of neural networks. It is the hidden
nodes in the hidden layer that allow neural networks 1o deteci the feature, to capture
the pattern in the data, and to perform complicated nonlimear mapping between input
and oulput variables. Although there is substantial Mexibility in choosing the number
of hidden layers and the number of hidden nodes in each layer, most forecasting
applications use only one hidden layer and a small number of hidden nodes. Two
hidden Jayer networks may provide more benefits in some type of problems.
Srinivasan [64] had used two hidden layer and this result in a morc complicated
architeclure which achicves a higher efficiency in the traming process. Using two
hidden layer may give betler results for some specific problems, especially when one
hidden layer netwotk is over laden with too many hidden nodes to give satisfactory
results. In practice, the number of hidden nodes is olten determined by expermentmg
with a number of chowces and then selected by the cross-validation approach or
performance on the validation set. Although the number of hidden nodes is an
important factor, a number of studies have found that forceasting perfonnance of
netral networks is not very sensitive to this parameter [65]. The 1ssue of determining
the optimum number of hidden nodes is a ¢rucial yet complicated one. In general,
nchwork with fewer hidden nodes are preferable as thcy usuaily have betier
generalizations ability and less over Ntting problems. But nchwork with too few
hidden nodes may not have enough power io model and learn the data. The most

commen way in determmmg the number of hidden nodes is via trial and error. Several

rule of thumbs have also been proposed, such as, the number of hidden nodes depends
on the number of input pattens end each weight should have at least ten input
pattems (sample size). In the case of one hidden layer network, several practical
gwdelines exist. Thesc include 2n+1, 2n, 112 where n is the sum of number of input

nodes and output nodes.

Transfer Function: The activation function is also called the transfer
function. It determines the relationship between inputs and outputs of a node and a
network. In general, the acuvation function introduces a degree of nonlinearity that is
valuable for most ANN applications. Chen and Chen [66] identify general conditions
for a continuous function to qualify as activation function. Loosely speaking, any

differentiable function can qualify as an activation function in theory. In practice, only
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a small number of ““well-behaved™ (bounded, monotoricaily increasing, and
diffcrentiable} activalion functions are used. These include:

The sigmoid (logistic) function:

Fi(x) = (1+ exp(-x))”

The hyperbolic tangent function;

Fix) = (exp(x)-exp{-x)}/(exp(x)+ cxp{-x))

The sine or cosine function:

F{x} = sin{x) or F(x) = cos{x}

The linear function:

F{x}=x
Among them, the logistic transfer function is (he most popular.

There are some heuristic rules for the sefection of the activation function. For
example, Klimasauskas [67] suggests logistic activation Fanctions for classification
problems which invelve learming about average behavior, and to use the hyperbolic
tangent functions i{ the problem involves learning about deviations from the average
such as the forecasting problem. However, it is not clear whether different activation
functions have major effects on the perfonmance of the metwoerks. Generally, a
network may have diflerent activation functions for different nodes in the same or
different layers. Yet almost all the networks use thc same activation functions
particularly for the nodes in the same layer, While the majorily of researchers use

logistic activalion functions for hidden nodes, therc iz no consensus on which

activalion function should be used for output nodes- - ~— - =—-r v oo

For forccasting apphications, the most popular iransfer function for hidden
nades is either fogistic or hyperbolic and it is the linear or identity function for output
nodes, although many other choices can be used. If the data, especially the output
dala, have been normahized 1nto the range of [0, 1], then logistic function can be used
for the ourput layer. In general, differcnt choices of transfer funclion should not

umpact much on the performance of a neural network model.

Following the convention, a number of authors simply nse the logistic
activation functions for all hidden and output nodes [68]. De Groot and Wurtz [69]
and Zhang and Hutchinson [70] use the hyperbolic tangent transfer functions in both

hidden and output layer. Schoneburg [71] uses mixed logistic and sine hidden nodes



and a logistic output node. Notice thal when using thess nonlinear squashing
functions in the output layer, the target output values usually need to be normalized to
match the range of actual outputs from the network since the output node with a
togisiic or a hyperbolic tangent function has a typical range of [0,1] or [-1,1]
respectively. Conventionally, the logistic activation function secms well suited for the
owtput nodes for many classificabion problems where the target values are often
binary, However, for a forecasting problem which involves contimuous targel values,

it is reasonable to use a linear activation function for entput noedes,

Training Algorithm: Once a paniicular ANN architcetnre is of interest to the
forceaster, it must be Irained so that the parameters of the ncbwork can be estimated
from the data. Training a neural network can he treated as a nonlinear mathematical
optimization problem and different solution approaches or algorithms can have quile
different cffcets on the training result. As a result, traming with, different algorithms
and repeating with multiple random initial weights can be helpful n a getting better
selution to the neural nctwork traming problem. In addition to the popular basic hack-
propagalion traming algorithm, users should be awarc of muany other algorithms
These inclnde so-called sccond-order approaches, snch as conj ulgate gradient descent,

quasi-Newton, and Levenberg-Marquardt [72].

The most popularly used iraining method is 1he back-propagation algorithm
which i3 essentially a gradient steepest descent method. For the gradient descent

algonihn, a step size, which is called the learming rate in ANNs Hierature, must be

--specified: -The learming rates crucial for back-propagation leamning -algorithm-since it -

determines the mapnitude of weight changes. It is well known that the steepest
descent suffers the problems of slow convergence, . inefficicney, and lack of
robustness. Furlhermore 1t can be very sensitive to the choice of the leaming rate.
Swmaller lcaming rates tend (o slow the learning process while larger leaming rates
may caise network oscillation in the weipht space. One way to improve the ornginal
gradient descent method is lo melude an additional momentum parameter to allow for
larger learmng rates resulting in faster convergence while minimizing the tendency to
oscillation. The 1dea of introducing the mementum term is to make the next weighl
change in more or less the same direction as the previous one and hence reduce the
oscillation cffect of larger learning rates Yu et al. [73] describe a dynamic adaptive

opitmization method of the leaming rate using denvahve infonmation. They also show
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that the momentum can be eflectively determined by establishing the relationship

between the back-propagation and the conjugate gradient method.

ANN model selection is typically donc with the basic cross-validation Process.
That 18, the in-sample data js split into a training set and a validation set. The ANN
paramelers are estimated with the training sample, while the performance of the
model 1s evaluated with the validation sample. The best medel selected is the onc that
has the best performance on the validation sample. Of course, in choosing competing
modsls, the principle of parsimony must also be applied. That is, a simpler modcl that
has about the same performance as a more complex model, should be preferred.
Model selection can also be done with all of ihe in-s-ampie data. This can be done with
scveral m-sample selection criteria that modify the total error function to mclude a

penalty lenn that penalizes for the complexity of the medel.

In-sample model seleclion approaches are typically based on some
information- based criteria such as Akaike’s information criterion (AIC) and Bayesian
(BIC) or Schwarz information criterion (STC). Howevct, it is important to note the
finilation of these critcria as empirically demonstrated by Swanson, White, Qi and
Zhang {74]. Other in-sample approaches arc based on pruning methods such as node
and weight pruning [75], as well as constructive methods such as the upstart and

cascade correlation approaches [76].

After the modeling process, the [inally selected model must be cvaluated using
data not vsed tn the model-building siage. In addition, as ANN's are often used as a
nonliedr altémative 1o traditional statistical models, the performance of ANN's nceds
to be compared to that of stafisltical methods. As Adya and Collopy point out, *if such
a companson is not conducted, it is difficult to argue that the study has tanght us
much about the value of ANN's.” They further propose three evaluation criteria to
objectively evaluate the performance of an ANN: {1} comparing it to well-accepted
(traditional) models; (2) using true out-of-samples; and (3) ensuring cnough sanple
size in the out-of-sample (4) for classification problems am:‘l {3} for time senes
problems. It is imporfant to note that the test sample served as out-of-sample should
not in any way be used in the model-building process. If the cross-validation is used
for model selection and experimentation, the performance on Lhe validation sample
should not be treated as the trie performance of the model. Although some of the

above issues are unique to neural networks, some are gencral issues lo any forecasting
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method. Therefore, good forecasting practice and principles should be followed. Tt is
beneficial to consult Armstrong’s publication which provides a good source of

infonmation on useful principles for forecasting model building, evaluation, and uses.

Data Normalization: Nonlinear activation functions such as the logistic
function typically have the squashing role in resiricting or squashing the possible
output from a nede to, typically, (0, 1) or (-1, 1}. Data noomalization 15 often
performed hefore the training process begins. As mentioned earlier, when nonlimear
transter funclions are used at the output nodes, the desired autput values must be
transfonned to the range of the actual outputs of the network. Even if a linear output
transfer funclion is used, it may still be advantageous to standardize the outpuls as
well as the inputs avoid computalional problems. Four methods for mput

nonmnalization are swnmarized by Azoff[77]:

¢ Along channel normalization: A channel is defined ag a set of elements in
the saune position over all input vectors in the training or test set. That is,
each chanmel can be thought of as an “‘independent’” input varjable. The
along chaunel nonmalization is performed column by colummn if the input
veclors are put into a mainx. In other words, it normalizes each input
variable individually. |

* Across chunnel normalization: This type of nermalization 15 performed
for each input vector independently, that is, normalization is across all the

elements In a data paticm.

T ommeems s = =+ e -Mixed channel ‘normalization: As the ‘name snggests, this wethod Uses ™~ " -

some kind of combinations of aleng and across normalization.

+ External mormalization: All the training data are nermalized inlo a

specilic range.

The choice of the above metheds usually dcpeﬁds on the composition of the
input vector. For a time series forecasling problem, the external normalization is often
the only appropriate normalization procedure. The time lagged obscrvations from the
same source are used as input variables and can retain the structure between channels
as in the onginal series. For causal forecasting problems, however, the along channe!
normalization method should be used since the input varables arc typically the

independent variables used to predict the dependent variable.
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Training Sample and Test Sample: Training and test samples are typically
requircd for building an ANN forecaster. The training sample is used for ANN model
development and the test sample is adopled for evaluating the forecasting ability of
the model. Somctimes a third one called the validation sample is also utilized to avoid
the over fiing problem or to determine the stopping point of the training process. It is
common to use one test set for both validation and testing purposes particularly with
sinall data sets. In view, the seleclion of the training and test sample may affect the
performance of ANN’s. The first issue here is the division of the data into (he (raining
and test sets. Although there is no general solution 1o this problen, several factors
such as the problem charactenstics, the data type and the size of the available data
should be consiudered 1n making the decision. It is critical to have both the training and
test sels representabive of the population or underlying mechanism. Inappropriate
separation of the rmming and test sels will affect the seleclion of optimal ANN
gtucture and the evaluation of ANN forceasting performance. The hiterature offers
little guidance in selecting the (raining and the test sample. Most authors select them

based on ihe rule of 3% vs. 10%, 80% vs. 20% or 70% vs. 3004, ete.
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CHAPTER 4
PROBLEM FORMULATION

4.1 RETAIL DEMAND FORECASTING PROBLEM

One of the greatest problems faced by many companies within the retail sector
is to know when, what and how much should be distributed to the point of sale.
Clearly, understanding the underlying demand patiems {or a particular product means
that outlets can be re-stocked in sufficient time to cope wilh Ichanges in consumer
demand. For preducts that are perishable or have a very short shelf-hfe, this issue is

more critical than for slower moving products with simaller demand requirements.
Commaon problems created by poor demand forecasting are:-

Sell-Outs & Missed Salcs

Increased Waste

Markdown of Prices

Lower Availability across product lines
Customer Dissatisfaclion

Loss of Market Share

e i e

Historically, much demand forecasling has been performed using anthmetic
calculations such as moving averages, historical sales figures andfor throngh the
application of practical business rules. This was usually because of a lacI; c-}f available
experlise, technology and raw computing power. For products with oghly stablc sales
patterms these approaches can achieve, on average, a sulficient level of accuracy to
not wartant more powerful techniques. However, when markets are more volatile, and
goods have a shorter shelf-life, basic arthmetic techniques simply do not yield
sufficiently accurate resnlts, cn a day-to-day basis, lo prevent sell-outs and low
availability in some slores and increased wastage and repeated markdown of prices in
others. In recent years many companies have moved to more sophisticated statistical
models to help with their demand fﬂre-:ﬂsliné problems. Ofien complex models have

been built that allow retailers to forecast the demand for any product, in any store, for

any given day. The commen problem with these modcls is that all stores have
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different historical demand patterns for many products, depending on consumer
demographics, storc layout and other interventions like marketing campaigns. A

single model is oficn teo generic fo be accurate in all cases.

Retailers face several challenges when it comes to forccasting:

s Scalc of the problem (large number of stores and items to forecast).

¢ Intermittent demand {slow and ervatic sales for many items at the store level).

¢ Assoriment instability {frequent new-item introductions and seasonal
assortment changes).

s Prcing and promotional activity.

Given these challenges, it is hmporiant to recognize where forecasting can
enable better retail processes, and where forecasting alone will not solve the business

problem.

Modern demand-forecasting systems provide new opporunities to improve
retail performance. Although the an of the individual merchant may never be
replaced, it can be augmented by an efficient, objective and scientific approach to
forecasting demand, Large-scale systemns are now capable of handling the mass of
retail transaction dala — organizing it, mining it and projecting it inte future customer
behavior. This new approach to demand forecasting 1n relnl will contribute to the
accuracy of future plans, the satisfaction of future customers and the overall

efficiency and profitability of retail operations.

- -—---—Retailers  need to base their «decisions-en--customer- insight -and- customier -—---—-
understanding in order to be successful and to differcnliate themselves against mega
relailers. The most common way to pgain customer understanding is to forecast
consumer demand measured by store sales as well as by consumption data through
other channels, such as shipment dala or aggregated sales order data. An additional
component of “demand modeling” is required before one can create forecasts or
perform optimization. The process of “Demand Modeling™ is execuled on sales data
{or other consumption data) prior to calculaung forecasts or optimizing prices, The
Demand Moedeling process is cnitical, as it takes sales history time ‘scries as an input,
and cleanscs the data before calenlating the parameler values used in the forecasting
and optimization functionality. Demand modeling docs not aiways need to ran as

frequent as thought. Oftcn, mode] parameters change slowly {e.g. price clasticity)
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compared to lhe weckly frequency of an optimization run. Therefore, the model
might be rtefreshed periedically, or triggered by a validation process, which
continuously evaluates model quality. The parameters of the demand modeling have
been given below:

s Price Elasticity

» Offer Elasticity

» Product Cannibalization

» Hato-Gffect (Affinity)

s Segmentation

s Demand Influencing Factors

« Customer Decision Process

¢ Reference Price

s Psycholopical Price Thresholds

s Agsortmeni/Face Elasticity

The eflcct of these parameters on the demand q-uamity of the product 1s very
hard to identify by only assuming linear relationship between thesc parameters and

demand quantity.
4.1.1 NEW OPPORTUNITIES AND CHALLENGES

From the viewpoinl of a demand forecaster, the key opportunity presented by
the new e-busincss environment is the abundance and availability of information,

dm en by the pmhferatmn of information technology globally among businesses and

consumers. . To axplmt such an opportunity, it is needed to be aware of the valne of

the different types of information and subscquent exploration of ths information.

1. Information on demand throughput: The most well-established
forecasting tcchniques are based on historical demand. In today's business
environment, changes in the marketplace are swifl and sudden, and may not foliow
(he historical pattern; hence future demand may not be predicted accurately by relying
on past demand alone. Historical demand information need not be information about
the past in Lhe traditional scnse, such as realized demand in the last month. Demand
information about the present is commenly available. For instance, predicting demand
in a time period when some customer orders are already placed can henefit from

information on the incoming orders, Take for example a manufacturer serving other
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buginesses. If the time period is a month, then a useful indicator mighl be the
cumulative, month-to-date shipment quantity, quantity sold, or quantity sold to end-

NaCKs.

2. Information on selling price and product promolion: Changes in the
selling price and the presence of product promotions are known to have a signilicant
effect on demand in many industries. Today, in large parl due to the proliferation of
information and other technologies, price changes are less costly. Price changes in
electronic business-io-business product calalogs or web-based retail businesses incur
little incremental cost. Even in traditional retail stores, the day will soon come when a
burton on a computer is pressed to issue & price change, and new prices will be
reflected on a Tiquid crystal shelf label in a physical store a few seconds later. Such
opportunities imply that price changes and promotion actions may be used very
frequently, and so (hey can no longer be analyzed separately from "normal” demand.
Product promotions are getting very sophisticated. Targeted marketing, and ultimately
one-on-one markeling, has created complications in the anatysis of promotion effects.
The traditional way of applying a general "lifl factor" to nominal demand when a
certain promotion is performed may not be adequate. At the very least, this "lift
factor" nceds to take into account the prometions target portion of the entire market, a

quantily to be estimated.

3. Informalion on product life eycle: One of the scrious challenges facing a
demand forecaster in the e-business environment 1s ever shortening product life
cycles: In many industries, a product-can be-expected to-have a lfe-of at-most-one-—. - -
year. As is customary, it can inherit older history from its predecessor product, which
can in tumn inherit history from its own predecessor and so on. This means that m
order to get, say, two to three years history, a well-orgamized product map is needed
over time. At tlus pomt in time, it has been found that many organizations do not have
such product map data stored in a usable manner. The upcoming industry of product
life cycle management software will no doubt provide a better infrastructure to
maintain such information. However, cven with a product map, one would not go too
far back since the entire business environmenl wasg different. For many produets, there

are practically at most two or three of product history itself.

4, Information on the marketplace: As cconomelneians have long known,

detnand history is only one of many streams of information from which a forecast can
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be made. The e-business cnvironment presents at least two key opporiunities on
forecasi information. First, high level indicators of cconomic activities such as total
production output of an industry are more up-to-date than previously possible. Dala
are collected continuously and automatically in electronic transactions, and should
also be less error prone. This will be increasingly so as more and more business-to-
business as well as business-to-consumer transactions are performed electromcally.
This comment applies to retail store transactions as well, where the transaction is
performed electronically at the point-of-sale and will be recorded into some central
database, Second, more detailed economic data are available, such as those by product
types within an industry. Experience shows that detailed dala are more useful as a

predictor of the demand of a single product of an individual organization.

5. Information on consumers: End uscr sales or consumer demand is used as
a source of demand information. Demand history consisting of the quantily sold, and
perhaps selling price, is no longet the only piece(s) of information coming dircctly
from past consumers. Customer dalabase collected by-an orgamzation over time,
previously limited only to expensive products such as mainframc computers or
automobiles, 15 now likely to cover regular products such as end-user soltware
packages ar even children's products. Cuniously, for these two product types, end
users have vory different incentives to register with the manufacturer: for future
product apdates in the form of software downloads, or product recalls. As more

products incorporate elements of soltware that will go throngh a typical life cycle of

o - e —____.updatcs. customers are more likely to register with the product manufacrer. Thusthe

existing customer base is no longer characterized only by a fotal sales number, but

rather a dalabasc of mformation at the manufacturer's own request.

4.2 THE SCENERIO IN THE STUDY

A well established retail super store in Bangladesh has about 8000 diffcrent
types of producls in its enc store. It has been mentioned previpusly the necessity of
doing an crror free forecasting of the products for the item available in the store. But,
it is not a very easy job. The system apphed in most of the retail super store for
forecasting purpose is of time series quantitative methods. In the methods apphed by
the retarl companies in Bangaldesh, linear or close to linear relationship 1s assumed
between the demand quantity and the faciors influencing the demand quantity. Most

of the companies use weighted moving average or exponential smoothing techmiques
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of demand forecasting, There are lots of inaccuracies and errors in the systern that is
applied by the retail companies in Bangladesh for demand forecasting of their items.

The inaccuracies and errors have been mentioned below:

» First, the applied system can not identify the real factors that are actually

nfluencing the demand of the items 20ld by the compamies.

» Quantitative influences of the influencing factors are not delermined and

analyzed at all in the present system of demand forecasting,

+ Uncecrlainty in the demand of the items is not included at all in the present

SYSterl.
» The trend and seasonality are not analyzed and determined.

¢ The actual demand data of the carlier demand periods is not used

accurately with the real effect.

¢ The actual relationship between the demand influencing factors and the

demand quantity is not determined and analyzed.

Above mentioned Falures of the present demend forecasting system in the
chain rctain stores m Bangladesh are responsible for one of the major problems. Duc
to the above problems, the stores Joss therr market share, sometimnes there are cxcess
myventory and sometimes there are stock out of items, customer satisfaction level

decreases, cost increases etc. These problems have te be solved n order o exist in the

market. There arc lots of items_available in_a chain retail store. So, developing a__

demand forecasting algorithm or madel for all of the items will not be possible.
Because, different items will bave diffcrentldernand paitern, the trend and seasr;‘rnai
effect will also be different for varicties of products, the relationship bebween the
deinand influencing factors and demand quantity will be different for different
products, demand influencing faclors will be different. D'!fferent modcl of forecasting
have to be developed for different types of products. In order to start the solution of
demand forecasting problem in the retail store, one fast moving item has to select first
and for that item a accurate demand forecasting model has to be developed. Then the
resulting model will have to be cnstomized for different types of products. The major
problem m the present forecastiné methods applied by the chain retail stores is that

these methods can not actually quantify the effect of the influencing factors on the
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demand quaniity. Because, most of the mathc-;is assume either linear relation between
influencing factors and the demand quantity or they basc their forecasting on an
assumed non-linear relation which might not be rue. The present methods cannot
utilize the past actual demand data for determining the actual relation between the

demand wifluencing factors and the demand quantity,

Another major issuc is that the demand forecasting of any certain day has to
make before a certain mumber of day so that the rcquired order quantity can be
ordered and received within fime so that demand can be fulfilled effectively. During
the study perind, it has been found that fo place an order and received (hat order
around 10 days lead time 13 required. So, if the forecasting can be made about 15 days
before then customer order can be fulfilled efficiently. So, the proposed algorithin wiil
have to farecast the demand quantity for a day about 15 days before that particular

day.
4.2.1 PROBLEM SOLVING PROCEDURE

In order to solve the cxisting demand forecasling problem in the L;hain relal
store demand tnfluencing factors have io be identified first. Then, a model or
algorithm has to be developed so that the algonthm can identify the nonlimear relation
between the demand influencing factors and demand quantity of the item selected for
forecasting. The model has to be based on using past demand dala so that the accurate
effect of the deinand influencing factors can be identified and their eflects can be
quantified. The algorithin should also include the unceriainty factors in the demand

forecasting ol any item. The developed model hias to be compared with the exisling

mcthads i order to prove its supeniorty.
4.3 DEMAND INFLUENCING FACTORS

For developing an accurate demand forecasting algonthm for any kind of itcmf
one of the most impertant thing is to identify the influencing factors of that items
demand. To wentify all the demand influencing factors, the past demand data has to
be studied intemsively. Tt is also necessary to talk with the people in the chain retail
stores and also with the customers who are actually buying the itcms. It is imporiant
to determing the reasons behind the buying, T!na buying frequency of the cusiomers is
not same throughout any given time periods. The fI‘Eq‘I.LC[lC}; changes due to the

changes in the sifuation.
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In this study, a fast moving ilem in the retail store of Bangladesh has been
selected. The 1tem is noodles. There are different varieties of noodles. For analysis
purpose, it has been assumed that all of the noodles are of same brand and of the same
size. lu developing the whole model past demand data of the highest sold brand and
al! other brands has been used.

For identifying the actual demand influencing faciors past data of actual
demand has been analyzed. Three years data has been collected according to day to
Jay demand. That means toial of (365*3) 1095 days actual demand dala of noodles
has been analyzed. The amount of data is huge in order to identify the actual demand

influencing factors. The following factors have been identificd as demand influencing

factors:

» The period of the month 1s important. It has been found that the selected
ttem is sold at a hrgher rate at the starting of the month. Usually from 5 to
13 of any month the sale of the itein is higher than other days of the monih.

» Weekend also has an elTect on the demand of the item. The sale is much
higher at weekends compare lo week days. |

" Thesale of the item is higher in a holiday and any other day.

* Dunng a festival period the overall sale is much higher.

s The weather condiiton of a particular day has an effect on the ﬂelliﬁg of the
item. If the weather 15 eilher too hot or too much rain occurs on a particular

day, then the sale is much lower than day when the weather is normal.

price is reduced than the selling of the item ingereases and vice versa.

» The eflect of promotional programs on the actual demand ol the item is
very imporiant. The demand of the item increases during any kind of
promotional programs. There are many kirids of promolional programs.
Such as: free items offer, price reduciion offer, discount offer, lottery offer,
higher amount offer, free other items olfer etc. The effect of different types
of promotional programs is different. To exaclly guantify the effects of
promotional programs is very hard. But dunng the study it has been (ound
that offer like ‘get one free by buying two' has better effect on the demand
than an offer like ‘one any other item free by buying two’. Also offer like

“10% higher amount with the same pnice’ has also -v.eI}r posilive cffeet on
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the demand. So, it can be said that effect of different promoticnal programs
are different. Offer like “10% less price 1f buy 37 has a very positive effect
on the demand of the itemn.

» Therc arc different varielies of brands available for nocdles mn the markel.
The market shares of all the brands are not equal. Tt has been found that one
particular brand has the Inghest markst share. The availlaminty of this brand
is very imporiant factor in the demand of the item.

» Another important factor is that the number of people visits the store. When
the numbecr of people visit the store 15 high, then the selling of the Hem 1s

also high. Dut the relation is not linear.

All the above mentioned factors are the main demand influencing factors that
las been found in the study, These faclors actually determine what will be ihe demand

of the item in a particular day of the item along with the trend and other factors.
4.4 PROBLEM FORMULATION

Three veurs day to day demand quantity has been studied. It can be sasily
mentioned that the effcet of all the factors on the demand of the selected item 15 not
linear at all. There exists nonlinear relation between the factors and demand of that
item. Tt 15 almost mpossible to determine the relationship by applying tradibional
demand forecasling techmiques. So, new cvolutionary algorithm has te be applied 1n
order to detenmine the relationship. It has been mentioned previously that neural
network algonthm has a very good potential in any kind of forecasting application.

So, in this study neural network will be apphied for demand forecasting.

For applying neural network algorithm im the selecied demand forecasting
problcm, the network architeciure has to be, built first. That means the number of
output nodes, the number of input nodes, the number of hidden layer and hidden
nodes, he transfer function, the traimng algorithm, the bite size in the input nodes,
data normalizalion process, ratio of training sample and test sample has to be

determined first.

Input Node: Thelre are 11 input nodes in the developed neural network

structure. Demand influencing faclors have been divided inte 11 classes. They are:

1. The day for which demand will be forecasted 15 a weckend or not is @

mput node,
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2. The day for which demand will be forecasted is a holiday or not is an input

node.
3. Another input node is that whether the day falls in a festival season.

4. The types of promotional activity are an impertant demand influencing
factor. There are varefies of promotional activities. Dilferent kinds of
promotional activilies have been mentioned earlier. For promotional
activitics, there will be two input nodes. One will be for promotional
activities like free item offer, price discount and higher amount offer.

Anather one will be for free other items offer, lottery offer etc.

5. Availability of the selected item 15 also an important faclor. The stock
amount and amount that are displayed in the store play an important role in
building demand. So, for availability of the itcm there will be an input

node.

6. The prce also plays an impertant role in demand in a developing country
like Bangladesh. Prce has multiple ranges. Price can be low, medium and
high. There will be one node for price information. This node will have

ihree diflcrent combination of input information.

7. The demand of the selected item is higher during the early period of any
month because people receive their salary in that period. So, there will be
one input node for that input information whether the particular day falls in

o e eeeme— ——the starting of the month. cm . = & e e

8. The selected item is a fast moving item m the retall siore. Tts sales are
more or less proporiional o the number ol people visited the particular
relai] store. This information will be given mm another input node. There

will be three eombination of information tn this node.

9. The share of different brands is not same. One particular brand has the
larger market share. So, the availability of that brand is hnportant in the
selling of that itcm. There is one term called brand loyalty which 1s very
important in predicting demand or developing demand for any item. Se,
there will be another node for this mput mformation. It will have three

dilfereat combination of mput information.
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10. The 11™ node will be weather information, The number of people visit the
store has a definite relation wilh the weather condilion of that day. If the
weather is not pleasant, then there will be less number of customer visiling
the store end vice versa. In Bangladesh, the weather condition might be
normal, het, slight raining, heavy raining and cold. So, this information

will play an imporiant role in predicting demand ef the selected itcm,

Output Node: The number of output nede is one. It is not very diflicult to
deterrmine the number of ourput node for a forecasting problern. The output of the
proposed algorithm will be forecasted demand of a day. Generally there are two types
of forecasting: one step ahead and multi-step ahead. In the first type, the aumber of
hidden node will be one. In the second step there can two solution processes for
number of cutput nodes. In iterative type, the number of output node is one and in the
non iterative direct process the number of output nodes is more (han one. The
proposed neural nelwoerk algorithin has used iterative forecasting process wherc the
number of output node will be one. The developed algorithm ferecasts the demand for
15 days one by onc. That means 1t predicts the foreeast for the first day and then

second day and at last for the 15" day.

Hidden Layer and Hiddem Node: Tt i1s an hnportant {acior in building
efficient and effective neural network archilteclum for forecasting problem. From
previous studies it has been found that one hidden is adequate and effective for
forecasliﬁg problem. The more number of hidden layers will have more accurate

—————— ——mapping-of-the-nonlinear relationship among the input-nodes anid the vahie of the "~ — -
output nodes but will make the training process more complex and lime consuming. Tt
has been thought that in the selected study field onc hidden layer is enough for
delermining the accuratc rclationship mapping, The number of hidden nodes is n'2,
where n 18 the sum of number of input nodes and cutput nodes. Tt has been chosen
from some exisiing practical guidelines for deienninjﬁg the optimum number of

hidden nodes.

Transfer Function: The transfer function plays a critical role in mapping the
accurate relationship between input nodes and the valuc of the output nodes. The
hyperbolic tangent function has been used ag a transfer funclion between the input

nodes and the hidden nodes and also between the hidden nodes and the output node.



Training Algorithm: The sample data has been trained in order to identify the
relation form the value of the sample data. Back propagation training algorithm is the
most popular traming algorithm for neural nelwork. In this study also back
propagation algenithm with steepest gradient descent momentum has been used as a

training algonthm. Back propagation algorithm with gradient descent steepest method

has been used for training the data.

The Ratio of Training Sample Data and Validation Data: There exist some
guidelines for determining the training sample and the validation sample. 80% vs 20%
rule has been nsed in this sludy. That means 80% of the data has been used for
training the data and the rest 20% data has been used for va]idlaliun. The number of
test data 13 15. The developed algorithm has been tested by predicting the demand of
15 days and comparing the forecasted demand against the actual demand of those 15

days.
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problem into neural network structure. The network 15 of three layered feed forward

CHAPTER 5
SOLUTION APPROACH

5.1 PROBLEM SOLVING PROCEDURE

The objective of this study is to develop an algorithm using artificial neural
network technique for forceasting the future demand of a fast moving item sold in
chain retail store. An algorithm has been developed by appllying neural network
technique. The development of the neural network based algorithim has been made by
using MATLAB sofiware. 2008 version of MATLAB has been uscd in developing the

algorithm. The solving procedure 15 as follows:

At [irst, the experimental data have been tcsted wheiher the data is stalionary
or nol. Because, 1f the data is non-stationary then artificial neural network will give
poor result. Stationary means that there is no change effect in the data, Two demand
patterns have been plotied. Il has been found that there is trend and also seasonal
effect. So, il can be mentioned that the data is not stationary ai all. But because of
using large samples the non-stationarity of the'data has not cause very large amount of

CITOL.

The petwork architecture has been specified then in order to formulate the

nleum] nelwork where there 15 only one hidden layer and one ioput and output laycr.
The number of hidden node, output node, input nodé, transfer function, training
algorithm, training sample and test sample ratio used in the propared neural network
structure has been mentioned in the problem formulation section. 80% of the data has

been used for training and rest 20% data has been used for validation.

It has been mentioned in the earlier section in this study is that building a
neural network structure is an art. So, efficient neural nelwork: structure depends on
nature of the individuality of the selected problem. Lots of coinbinations are possible.
Trial and error method has to be applied in order to identify the optiiman neural

nehwork structure.
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Then the training data set has heen trained. The training set is uscd for
cetimating the arc weights while the test set is used for measunnyg the generalization
abulity of the networlk. The network training is actually an unconstrained nonlinear
minimization problem. The training process is as follows. Fimst, examples of the
lraining sct are entered into ihe input nodes. The activation values of the nput nodes
are welghted and accumulated at each node in the first hidden layer. The tolal is then
transformmed by an activation function into the node’s aclivation value. It in tum
becomes an input into the nodes in the next layer that means the output aclivation
values are found. The training algorithm has been used to find the weights [hat
mimmize some overall error measure. For training of the data, the back propagation

training algoriithm has becn used,

5.2 HOLT - WINTER’S MODEL FOR SEASONAL /
TRENDED DEMAND

It is often be the case that ilems in a logistics system exhibit decmand pattems
that include hoth trend and scasonality. It is possible to combine the logic of Holt's
procedurc for trended data and the seasonal index approach so as to forecast level,
trend, and scasonality. This approach is embodied in Winter's model for
trended/seasonal data, Each compeonent term of the -forﬁcast 15 estimated wilh
exponenlial smooilnng, and scparate smoothing ceefﬁcif:nts, i, 3, and v, can be used
for each estimate. In this study, the value of a, f, and ¥ -is .i0), A0, and 30

respectively. The equations have been given below. In this study, the neural network

forecasting algomithm that has been developed is compared with this Holi-Winter's
forecasting method for comparing performance. Because, the Holt — Winter's method
is regularly applied in the retail store for forecasting of items that have hoth

seasonality and trend effect.

L't = (Lrr + Tir) Sgpeetomg {33}
Lo =a (Zd Sgyg + (1-2} L+ Ty) {34}
T =B (Ley- L)+ (1-P) T, (35}
Sojer1] = ¥ (Zertf Lusn) + (19} Spipr1ong (36)

where, Z'v1) 15 the forecasted amount for the period t +1, Ly, is the base level

demnand for the period t +1, Tye is the trend levet for the period t +1, m 15 the number
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of periods in one year, Safr-17 15 the seasonal index for the petiod t +1 . Here, weeldly

demand has been analyzed and also weekly demand has been forecasted.

Developing reasonable initial estimates of the L. T, and 8 wvalues iz more
difficull i this procedure. Unless there are some good a priod reasons {o establish
these values, it will be needed at least two full seasons of historical data {usually two
years worth) to be able to dislinguish between trend and seasonality in the data. As an

cxample, a simple but approximate approach is as follows.

Given two years of weekly data (Z, through Z104), Y1 has been computed as
the average weekly demand of the first year and Y as lhe average weckly demand of

the second year. There are 52 weeks in one year. 80, no. of periods 1n one year is 52.

Since averaging over a vear de-seasonalizes the data, and also allows some of
the noise to cancel, the difference between Y, and Y, has becn mughly atiibuted to

ong year's accurnulation of irend, o an initial estimate of T bas been caleulated:
T=(Y:-Y1)/{No. of pericds in one ycar) (37}

The first year average, Y1, can be ihought of as the average of the initial level
pius fifly one weeks with increasing trend, In other words, il seasonaliy and noise is

1gnored then:
Y = {LHLAT)HLA2T+. ... HL+Hm-1]T/m (38)

The seasonal mfluence has been inifially estimated from the difference

hetween the actual demand observed m a period and an estimate hased only pn level

and trend. For each of the m periods in a year, there are two obsérvations to average,

501
8i = (1/2) / [{Z/ {L+ (-1)T} + {Zep/ {L + (m+i-1)T), fori=1 tom (39)

Due to the manner in which these indices have becn estimated, they will not
generally sum to m. They should therefore be normalized before they are used. Al] the
above principles and formulas apply if the period is day. Value of m will be 365 if the
period is day. Then also the forecasted demand can be determined by using the same

formuizs.
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CHAPTER 6
RESULTS AND COMPARISION

6.1 DEMAND PATTERN

The sales data of the 2006 and 2007 year has been plotted in order to identify
and nnalyze he demand patiern of the item. The sales date of the 2007 and 2008 also
has been plotted in order to examine the continuily of the demand pattern of the sales
dotn throughput different time periods. It has been observed that there is mend and
seasonnl effect in the demand. Also the demand Auctuates mndomly due 1o the effect
of the influencing faciors. The demand pattermns have been shown in the following

Demand Pottermn

Fipure 6.1: Demand patiern of the year 2006 and 2007.
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* Figore 6.2: Demand patiern of the year 2007 and 2008.

It has been mentioned previously that the sctual demand of tuee years has |t
been collected and annlyzed for identifying the demaond i:latt:rn and influencing
factors of demnnd. Theses datn also have been used in developing Lthe proposed
{nlguﬁﬂnn for fun:custing demand. For using the past abscrvations in Lhe prnpns:d

mndmon of all the demand mﬂucncmg f'n::tnrs ﬂf d:mu.nd It has been found that
; averege demnand of the diﬂ'cr:nt months of the year varied. There is trend ¢ffect as
well as scasonal effect on the demand quantity of the selected item. To quantify the
{ scasonal effect, all the three years datn have been analyzed and seasonal indices hove
been determined. It has been determined according to different month. One more
observation is that the demand of the item for any individual day within each monmth
vories due to Lhe varation in the conditions or the situatons of the demand .
influencing factors. So, it can be mentioned that accumte demand forecast for .
; individual day can nol be mxde by only using scasonal imdices ithat have been i
determined for cach month of o year. The Lotal and average dernand quantity of three 1
- years and also the scasonal 1l1dll:-l:'5 of different months ha\"c bcm given in mc}
following tables: o
i ’ ’ b
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o
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Table 6.1: Total and average demand of 2006 - 2008

Total
Demand

[ 2006 ][ 104612 | 2007 || 124149 2008 |[ 135188 |

Average
Demand/Month

i 2006 I 8718 § 2007 | 10345 [ 2008 1 11265 |

Table 6.2: Seascnal indices of different months

2006 2007 2008 Combined

Month || Demand ‘ Seasonal |} Demand || Seasonal || Demand || Scasonal Index
Index Index Index

[ Jan. Y[ 982300 || 113 [[naz400) 11t Yi2132000 Log I 110 |
[ Feb. [[ 908200 [ 104 1053800 102 (1137600 1oL [ 102 |
[ Mar. || 927000 || 1.06 J1071500] 1.04 1118100} 099 | L03 |
| Apr. || 5653.00 || 065 | 827200 || 080 ][ 929200 | 082 | 076 |
| May || 409100 [ 047 || 726100 [ o070 [ 9870.00 | 088 || 068 |
| Jun. |[ 602500 | 069 [ 735000 ][ 071 [ 836900 )| 074 [ 072 |
[l 882500 || Lo1 [[1002000 ][ 697 | 964000 || 086 || 095 |
[ Aug [ 753700 ][ o086 |[10199.00) 099 |1163000] 103 | 09 |
[ Sep. [ 9599.00 || 110 |[10876.00][ 1.05 1128200} 100 | 105 |
[ Oct. 1245700 )| 143 J 1309000 127 |[1461000] 130 || 133 ]
[ Nov. [10765.00) 123 J{1187600] 115 J[128%0.00) 1.4 || 117 |

e D, 11545.00 [ 1.32 __][12469.00 f| 121 |[ 1291600 L.15__f._123__ ]

6.2 RESULT OF HOLT - WINTER’S MODELS

In another study, it has been found (hat for retail chain demand forecasting
Box — Jenkins ARIMA method has been apphlicd. The resulting forecast error hud
found to be between 22% to 28%. In (his study, the proposed algorithm has been
compared with one of the existing algorithm that is used often in retail stores. The
algorithm is Holt — Winter's forecasting model. ‘The result of the Holt — Winler's

meodel has been given below:
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Table 6.3: Results of Holt — Winter's model (weekly demand)

Weekly Demand Ly Ty Scasonal Index ' % Error l
(Zy) {Sq) I
2390

|

| 2309
| 2029
i 2419

| 1966
| 2456
i 2485
l
1

2081
2433

2268
2202

|
[
F 2058
1
|
l
I
1

EEEERNN .

1298
1492
1168
1146
1392

1159
R99
791
862
961
1101
1225
1348
2115

|
|
1
1
|
l
l
1
i
| 2146
|
|
E
|
l
|
|
I
I
|
!

2383
1526
1501
1528
1735
1516
1859
2045
2314
2189
1715
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| 2446 | | 1.60 ]

| 2522 | | 124 ]

1 1970 | Y |

[ 2238 | | 1.15 t

| 2382 | l 1.26 |

l 1899 | | 1.04 |

'. 2377 ﬁ 1 1.29 |

| 2693 | [ 143 |

| 2566 | | 1.48 |

|| 2643 I ] 1.45 |

l 2210 | | 1.17 ]

| 2590 | [ 1.64 |

[ 2764 t { 168 |

i 3231 ] | 1.60 |

I 2600 1 B 1.67 ]

| 3174 | | 1.89 |

| 2755 | ] 1.76 |

] 2585 | | 1.38 |

] 2546 | L 1.50 |

l 2855 | ; 160 |

| 3158 | | 1.58 ]

EE | | 1.59 |

! 2323 | | 1.38 |

[ 2740 | i 1.62 I

| 2805 1225 || 7135 | 1.49 ]

| 3065 l1297.25 || 1365 || 1.91 [ 224635 || 26.7% |
—-——2760- 1346.42—16.60 JF——2.02—|[--2714.74_||—-1.6% _|
[ 257 135808 || 1671 | 1.77 218153 | 26.6% |
] 2499 140544 || 19.77 | 1.76 [ 250120 || -0.1% |
l 2494 142452 [ 1970 | 1.55 I 21i8.43 || 151% |
| 3114 Il 1460.50 || 2133 || 1.97 1 281201 | 9.7% |
1 2863 [ 1491.88 || 2233 || 1.83 [ 271608 )| 52% |
{ 2637 [ 1519.20 || 22.83 || 161 | 239488 [ 8.2%

i 2736 [ 1551.83 i 2381 || 1.69 i 2611.66 || 4.5% |
] 2637 [ 1580.05 ][ 2425 || 1.78 [ 2627.30 )| -11.0% |
l 2465 139219 || 2304 | 1.45 228293 | 7.4% ii
l 2184 |1 162327 | 2385 [ 144 1 2438.83 [ -11.7% |
| 2718 “ie34.06 [ 22354 || 131 71909.85 | 29.7% |
| 2456 1 169%.05 | 2679 | 1.29 [ 2108.83 || 14.1% |
1 1834 1 1743.75 ]| 28.58_|| 1.01 [ 1756.83 | 4.2% i
[ 2386 1 177683 | 29.03 ! 113 f 1878.02 I 21.3% |
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| 2070 || 1836.26 | 32.07 || 1.04 | 1864.67 || 9.9% |
| 2198 | 1881.15 }] 33.35 || 1.08 [ 1983.49 || 9.8% |
1 1977 1192737 | 34.64 | 0.85 151518 || 23.4% |
[ 2143 [ 1998.86 || 3832 | 0.83 148219 || 30.9% |
[ 2666 [2001.51 | 43.75 || 0.93 || 1660.25 ][ 37.7%

| 2231 i 220043 | 5117 |t 0.84 | 1732.07 )| 22.4% |
| 1720 230037 || 55.15 || 0.82 200253 )| -16.4% |
! 1476 [ 2329.87 | 52.58 || 0.85 || 2239.61 |[ -51.7% |
| 2070 231825 |[ 46.16 || 1.09 [ 2760.80 || -33.4% ||
| 2302 [ 231872 || 4159 | 1.19 I 302499 || -31.4% |
| 2069 1231692 || 3725 || 1.24 | 325369 || -57.3% |
[ 2600 [2286.24 ][ 3046 | 1.46 IF 369623 [ -42.2% |
| 2419 [ 2263.36 || 25.13 || 1.19 [ 283249 || -17.1% ||
| 1760 226342 || 22.62 || 0,98 [ 244710 ]| -39.0% |
| 2415 223655 | 17.67 ) 1.13 il 250036 )| -7.3%
| 2312 | 224284 { 16.53 || 1.19 | 2836.09 [ -22.7% |
| 2770 [ 2228.06 |[ 13.40 || 1.10 [ 233566 || 15.7% |
| 2523 Il 2268.59 | 16.11 ]| 1.23 | 2936.70 ][ -164% |
l 2834 226079 || 1372 |l 1.38 [ 325042 §| -14.7% |
1 2786 225295 [ 11.57 | 1.41 [ 335073 1l -20.3% |
l 2862 223602 1 873 || 1.40 [ 325909 || -13.9% |
| 2353 [ 2224.75 1| 672 || 1.14 [ 261076 ][ -11.0% |
l 2471 1 221540 f 511 ] 1.49 | 3652.06 || 47.8% |
| 3140 [ 216476 |[ -0.46 || 1.61 I 362730 || -15.5% |
| 3509 214300 [ -2.58 | 1.61 I 342947 || 2.3% |
[ 3011 [ 214405 || -2.23 || 1.59 [ 3578.74 || -18.9% |
i 3790-—- —[2116.89 [ —472 [~ —— 186 — —}|--3996.53 - || —-5.4% —]|--
ﬁ 2896 2104.54 3 -549 1.64 [ 369013 || -274% |
| 2846 206537 || -8.85 || 1.38 I 284625 | 0.0% |
| 2679 [ 205676 || -8.83 | 1.44 I 3073.92 || -14.7% |
| 3021 | 2029.00 || -10.72 || 1.57 | 323134 || -7.0% |
[ 1553 || 2009.18 || -11.63 | 1,64 [ 3162.95 || 11.0% |
| 3650 [ 201459 || 993 || 1.66 17318987 | 12.6% |
| 2166 [ 202442 || -795 |l 1.29 It 2792.38 || -28.9% |
| 2718 [ 1982.68 || -11.33 | 1.55 319829 || -17.7% |
i 2915 [ 194992 |1 -13.47 | 1.49 )| 288416 || L1.1% |

-91 -



The MAPE is around 18.5 %.

The above model has been applied for day to day demand elso. The MAPE
has been found to be 25.2% for one year. The result for last one month (December
- 2008) has been given below:

Table 6.4: Result of Helt — Winter’s model (day to day demnand)

Actual (Z)) \ J T, “ Sp \Fureﬁast Error || %

{Z'y) Error

l 567 | 667.7 || 6.4 0.8 [ 4%.5 [ 805 | 14.2%
i 543 6813 || 7.1 | 0.9 [ 607.0 || 640 ] 11.8% |
[ 489 T es26 | 66 || 08 [ 5397 [ s0.7 ][ 104% |
| 476 | 6846 || 6.1 | 0.7 4983 || 223 || 4.7% |
432 |Pessa | sk | 0.6 (4051 [ 269 1 62%_|
{ 489 6972 [ 61 | 0.6 | 4404 |[ 486 [ 9.9% |
| 665 || 7083 | 66 || 0.7 I 4483 |[ 2167 | 32.6% |
| 556 7357 || 87 | 0.7 I s07.1 [ 488 ]| 8.8% |
1 321 ) 7480 ][ 92 | 0.6 | 558.6 | 2376 || 74.0% |
[ 234 [ 7322 ) 66 |l 0.6 [ 5694 |[ 335.4 |[143.3% |
| 322 7017 [ 28 | 06 4208 [ 98.8 | 30.7% ]
] 334 6921 ]| 16 | 0.5 3001 | 249 |[ 7.5% |
| 267 | 6975 [ 20 || 0.4 3045 | 375 | 14.1% |
[ 256 6931 | 14 J 05 | 4014 ][ 1454 | 356.8% |
432 6747 || -06 | 0.7 [ 4986 | 66.6 | 15.4% |
| 532 [ 6676 |[ -13 || 0.8 [ s082 [ 238 || 4.5% |
| 389 6685 || -1l | 0.7 | 5067 | 117.7 |[ 30.3% |
— 345 Fesss—F—=2.2-4|——-0.7—— [—35503— {[-2053=1[-59:5%|
! 244 [ 6344 | 41 || 06 4027 [ 1587 || 65.0% |
| 367 I 6106 || -6.1 | 06 | 4035 |[ 365 | 99% |
| 387 6007 ) 65 | 0.6 [ 3518 [ 352 ) 9.1% |
| 454 5985 || 6L | 07 ]| 3666 | 874 { 193% |
| 554 [ 6019 1 50 | 0.9 5102 || 438 || 7.9% |
[ a3 6005 | -4.7 || 0.8 [ 4741 [ 311 | 7.0% |
| 554 5931 || 5.0 | 0.8 [ 4289 [ 125.1 J[ 22.6% |
[ 443 {5993 | -39 0.7 4216 ([ 214 || 48% |
| 342 5976 | -3.7 | 0.5 J 2947 ]| 473 ][ 13.8% |
| 256 6005 || 3.0 || 04 || 2421 I 139 | 54% |
[ 323 5999 j| 28 |__ 06 42 ]| 882 ) 27.3% |
| 444 5876 | 37 )L o8 | 4532 I 92 || 21% |
[ 456 [ 5832 | -38 | 0.7 [ 3830 | 73.0 | 16.0% |

972 .



The actual and forecasted demnand of 1S doys has been shown in the following figure:

Day o Day Oemand

Figure 6.3: Aciual demand vs forecasied demond,

6.3 RESULT OF NEURAL NETWORK

The result of newrnl retwork nlgorithm has been given in the following tobles

and figures:

Table 6.5: Actunl and forceasted demunrsd of 15 days

H Actual || Fonnstw[jﬂﬁ

s67 || 636 J[1221%]
[543 [ s |7522% |
[ 489 ][ 461 [ 5.89%
476307 | 642% ]
[432 ][ 403 [ 6.88% ]
e |[__a04 J[1745% ]
(665 J[__ 793 |[1533%]
7356 T 531 ][ 4.56% ]
L3 U 357 J[11.32%])
[ 234 | 191 [[1867%]
(322 J 31y i 3.44% ]
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Table 6.6: % error and MAPE of 15 days

Day %o MAPE
T| Errﬂr—ll _I
C 2 L]
2 Js2 ] |
3 JCse I ]

a1 642 ||
C 5 ) 688 L |

6 [ 1745 J[__

7 ) 1934 J[10.04 |

L& Jlase [ 1
9 i | ]

i

|[_10_][ 18.67 || ]
() 344 I ]
[ JCis2 i |
5 23 ]

14 &7 | |

L5 1588 ]

The graphical representation of the error has been given below:

Percentago day to day error

e e e b Y
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Figure 6.4; Day to day emor.
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The grophical representation of oclual demand and forecasted demand has
been shown in the following figure,
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Figure 6.5: Actual demand vs forecasted demand.

6.4 COMPARISION

The proposcd neurnl network based forecasting algonithm forecast demand on |
day basis and also can take into account many judgmental factors in prediciing the ; i
 forecasi. Moreover, it forecasts the demand 15 days before so that necessary sctions T
PR —— w.cén-be tnken shy.the authoriy. in.cass of-‘any-kind of: shoriage. it will defimitely........ T!-H
! decrease the inventory level and by doing 30 it will reduce the inventory cosi. By
knowing tbe probabic demand of any particutar day necessary artions can be taken. o a
that way service o the customers can be improved, custamer satisfaction level will
surely rise. Foreeasting developed through artificial neurnl network hes much reduced ;'.
mean absolute percentage error than uny other existing algorithm used in the field of
rewil demand forecasting. The developed algorithm has been compared with one of
the current algorithm that is Holt — Winter's model of forecasiing in order to compare ‘
the sccuracy of the developed neurnl network based algorithm. Tt has been found tha | '
due to the large amount of variation in day to day demand the Holt - Winter's mode)
has lorge amount of forccasting emror though it can pecurate forecast the trend and alm‘

f
the sensonal effect. On the other hand, the developed algonthm has very low amount
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of forecast error beeause it 1akes into account the day to day ¢hange of the influencing
factors. The MAPE of the neural network based alporithm is about 10.1% whereas the
MAPE of Holt — Winter’s model (weekly demand) is around 18.5%. If Holt —
Winler's model is applied for day to day demand forecasting, then mean absolute
percenlage €Imor is about 25.2% although huge amount of past data has been used for
developing (he forecast. For the 15 days test period, the MAPE is 29.4% for Holt -
Winler’s model. So, with confidence it can be mentioned that the developed algorithm
will work better than the existing algorithm where there is random variaiion in the
demand and also the trend and seasonality effect. By companng the figure 6.3 and
figure 6.5 it can be clearly mentioned that forecasted demand by neural network
algorilhm is much closer to the actual demand then forecasied demand by Holl -

Winter's model. In the following table, the results of both models bave been given.

Table 6.7: Resnlt of both modeis

|

Day || Actual Forecast | Forecast by Holt— || % Error % Error in
Demand by NN Winter’s Model in NN Holt-Winter’s

Model
[ 1 [ 3567 || 636 | 487 1221 | 14.2 |
2. s43 3 3571 | 507 [ 322 | 11.8 II
[ 3 ] 489 || 461 || 540 [ 58 || 10.4 ]
a4 | a¢ || 3507 | 499 I 642 | 4.7 1
[ 5 0 432 || 403 | 405 [ 688 | 6.2 |
[ 6 | 489 [ 404 | 441 | 1745 || 9.9 |
7 ] 65 [ 793 | 448 1934 | 32.6 |
8 | 35 [ 331 | 507 [ 456 || 8.8 |
[0 | 321 | 357 | 559 [ 132 | 74,0 |
[10 )] 234 || 1% I 569 | 1867 || 143.3 |
Faj 322 ) 311 | 421 I 344 | 30.7 |
P12 0 334 || 384 | 309 | 152 || 7.5 1}
13 267 || 235 | 305 123 | 14.1 |
[14 | 256 { 2713 | 402 | 678 | 56.8 ]
(15 432 || 407 | 499 i 588 | 15.4 |

It is clearty found that forecasting demand by newral network algorithm has
less amouni of error for the test period. The MAPE of developed neural nerwork
forecasling algorithm is abont 10.1% whereas the MAPE of Holt — Winter’s modcl in
forecasting day to day demand is 29.4% for the test period of 15 days. Day to day
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demand comparison of Holl — Winter's model end neural network algorithm has been

shown in the following figure,
Dy to day demand comparkson
800 - S R I R
BOD fromrimartis L Tl )
700 : - 2
z o0
T 500 1
2 500 - —— Actus!
bt -#=Forecast Holk - Winter's
D 400 F
c orecast NN
£ 30 1
2 200
100
4

Fignre 6.6: Graphical representation of actual vs forecasied demand.

It is clear thal jorecasted demand by neumnl network sigorithm is cleser to the
ectunl demand quantity. The developed neural network tmsed forecasting algonithm

securniely mapping the nonlincarity of the demand pattern.
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CHAPTER 7
CONCLUSION AND RECOMMENDATIONS

7.1 CONCLUSION

The objectives of this research work have been mentioned in (he introductory
seclion. The demand pattern of the selected item in the retail store has been studicd
and various factors have been identified as having influence behind the demand
quantity. Demand ferecasting is a very Iimpol‘lﬂ.nt parl in the overal! supply chain in
retail orgamizations. The whole efficiency of retail organizations depend mainly eon
efficient and accurate demand forecasting. So, an algorithm which can accurately
forecast the demand will have a major role in achieving the objective of any retail
organizations. A neural network based algorithm has been developed o this work in
order fo predict the daily demand of the selected item in a retail super store. The
developed algonthm is mainly quantitative method of forecastin g which also takes
into consideration some qualitative issucs also. The developed algorithm has been
compared with an existing forecasting algorithm which is used very ollen for retard
store demand forecasting, The forecasting crror of the develeped algorithm is found to
be very low compared to the other existing algorithms used in the feld of retail
demand forecasting. If the forecasting error can be decreased by 1% it is said that
about 2% inventory cost can he decreased, Moreover, efficient demand fereqasting
will ensure that customers get their desired items in the self. In that way, cuslomer
satisfaction level will increase and befter service to the customer can be given. The
developed algonthin is better than most of the mcistilng algorithm because it takes into
account many factors that are ignored otherwise. Tt also quantifics the effeet of many
demand nfluencing factors which are very difficult to quanttly. So, it can be said that

the algorithm that has been devcloped in this research work will work efficiently.
T.2 RECOMMENDATIONS

The developed algonthm has lower amount of forecast error compared to the
existng algorithms used in the field of relail sector forecasting. Tt takes into account

the past observations as well as some underlying factors nfluencing the demand.
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During the study period, it has been obscrved that some more improvements can be

made in the developed algorithm. But dus to the time limitation of the research work

those observation carmot be apphed in the developcd algorithm. The

recommendations have been given below:

The demand pattern should be analyzed more in order to identify more
demand influencing faclors. Because, there can be some hidden demand

influencing factors that has not been identified in the present study.

Each factor that is influencing the demand has multiple level of their
condition. Each of these levels has to be determincd accurately. In the
current study, some of these levels have been identified. But there ean be

more levels of the demand influencing factors.

There is uncertainty m any kind of demand forecasting. The uncertainty can
be handled mere effectively with fuzzy logic. So, newro - fuzzy logic can be'
applied in developing an algorithm for predicling forecasi. Fuzzy logic will

incorporate the unceriainty betier than any other algorithm.

For one fast moving item an algorithm has been develeped. To compare the
cfficiency of the developed algotithm the algorithm has to be applied for
other 1tems also. The algorithm also has to be applied for different items

that have different demand patlern.

In order to optimize the individual weight accumulated in each input node
particle swapping algorithm can be applicd. It will take each input node
weight as a particle and for overall parlicle set it will try to identify the

optimum weight of each node. This will result in more accurate forceasting.

T
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APPENDICES



Training Codes:
funetion train_fn

“Dala from File (Data range in excel file 2-10951)
data_all = xlsread(Datafile ANN.x13', Pracrical /B 3:M10577;

=1

fori=1:1095
dala(1,)y = data_alk(,.);
=y

cnd

clear data_all;

i_row = 1064; % t_row (Number of raning rows)
t_colurmn = L1; % t_column (Number of training column)
p =data(l:t_row, 2:t columnt+1);

t=dalall.t_row, 1:1);

YFormating

P=F,

t=1

YoNormalization

[pr,ps] = mapminmax(p);

[tots] = mapminmax{t);

YoMNebwo k Creation

net = newff{pn,inb, {tansiyg' tansig'}, traingdm');
YParameter Selling

net. frainParam, cpachs= 50000,

ned trainFaram, goal = O.00001

net.frainParam show = NaMN; %uHide Outputs
YonettrainParamn. mem_reduc = 4,

net_backup = net:

%% Trammg wilth Validation
net.divideParam.trainRatie = 0.8:
ncl.dis ideParam. valRatio = 0.2,
nel.divideParamtestRatio = 0.0,
[met,tr] = ramdnet,pn,tn);

net = net backup;

% Parameter Update for final Traming
nel.rainParam epochs = lenglh(te.epoch) - 1;
net divideParam, trainRatio = 1;
net.divideParam. valRatio = 0;

et divideParam. lestRatio = 0

% Final Training
net = trainfhet.pn,tn};



save trainmet] net ps ts data t_row t_colunn;

SaFaSa et

xi_oti=netaw {1, t}; %o Input Layer Weight Malrix

xl ori=netlw{Z 1};

{res_ori, min_nn, max_nn, std_nn,target, output_nn] = sim_fn(xi_ori, x1_ori, 15); % Result before
PSO

result_ann = [res_ori min_nn max_nn std_nn] % Result With NN weight
save sim_result_for_praph] largel cutput_nn;

Satarget

deSaving the Network

Ciraph.

Simulation Codes:

function [MADE, MIN, MAX, 5TD. 1, ¥v1] = sim_fnfwi, wl, days)

load mammet]: *6Load network and Dala
YeModify Network

net s {11 =wi;

net.lw {2, 1=wl;

5 slarl =1_row + 1 %% Simulation Starls where Lrain ends
s end =s_starl + days -1; %cSimulation end

pr=data{s_star's_end, 2:t_column+l1};
t=datafs slart:s_end, 1:10;
p=p
= t‘;
pn = mapminmax(apply’,p,ps);
i = maprunmax(apply’ Lis);

T4 Simulution
Y =simfnet,pn,[1,1,t0);

% Calculation

¥1 = mapminmax('reverse', Y, ts};

crr = absit-¥1); % Absolute Error

per_ermr = (err ./ t) * 1060 % Percentage Error

MADPE = mean{per_err);
MIN = min{per_etr},
MAX = max{per_eirh
STD = stdiper_crr);



Graph Codes:

clear;

load sim_tesubt_for praphl
len = lenpthi{tarpet);
x=1:1:lem;

figure{1}

sel(gef, DefaultAxesColorOrder' [1 0 0;0 1 07)
plot{x.target, x,output_nm};

ttle("Output of ANN against Actaal Load™;
legend{’Actual', 'ANN', -1};

wlabel{'Days Ahead'};

ylabel{"Output (Demand}');

grd on,
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