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ABSTRACT

House rent prediction has great imporiance in real cstate development as well as in
overall housing situation of a city. The various participants in the real estate markel
have a substantial interest in the prediction of house rent. Rent models can be an
effective tool when cmpirical data cannot be collected either because of practical
constraints of cost, time ctc. or when future scenarios are being dealt with, Hedonic
price {multiple regression) models have been commonly vsed to estimate house rent.
To address the issue of application of Artificial Neural Network {ANN} in house rent
prediclion, this study aims to develop an afificial ncural network model for house
rent prediction. The study will also use the resulls from a hedonic price model for
house reni prediction and compare the predictive power of both modcls,

The data sel used to develop the Neural Network Model consists of a sample of 479
single family and multi-family residential properties available for rent in Rajshahi
City. The neural network model built for this data set utilized fourtcen independent
variables. The neural network models developed in this study are the “best” models
that were obtained utilizing a sequential trial and crror method. The best model
developed with eighty hidden neurons had the R’ value of 0.621 for sample forecast.
The study has demonstrated that neighborhood attributcs are the most significant
" factors in determining the house rent of Rajshahi City. The percentage of arca
dedicated to community facilities and percentage of area dedicated to commercial
use have contributed more to the predictive power of model than the other attributes.
So it is seen that land use has a great impact on house rent in Ryshahi City.

The study alse empirically comparcs the predictive power of the artificial neural
network mode] with the hedenic price model on house rent prediction. The
comparison was conducted in six slages or cases. The results indicate that the neural
nctwork model outperformed the hedonic price model in all of the cases. In this
study, the ANN model consistently gave better result than the hedonic price model,
although the difference between the two models was not too large. ANN model and
hedonic pnce model both do better when they are trained and tested with the same
data set but they perfonmed poorer on out-of —sample forecast. But in both cases
ANN model showed better results in comparison 1o hedonic price model. The study
also supports the supenority of ANN model in prediction of outlicr holdeout sample.

i
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INTRODUCTION




Chapter 1: Introduction

1.1 Background of the Study

The housing sector is very much associated with the economic health and wealth of a
nation. A high demand for housing would ingger growth in many other economic
sectors. For many households, owner-occupied housing is not only a place to live but
also the single most important asset in their portfolio. Indeed, in most countries real
eslate is the greatest component in the pnivate househoids” wealth, As a consequence,
the vatue of their home has a major impact on households’ eonsumplion and savings
opporlunities. House renis are therefore of great interest to actual and potential hone

owners but also to real estate developers, banks, policy makers or, in shor, the

general public.

In Bangladesh most people know the benefit of owning a house, because buying a
house is considered the most profitable investment. Most of the house owners of
cities like Dhaka, Rajshahi ctc. carn money by renting their houses. There 15 a huye
demand for rented houses in urban areas of Bangladesh. House rent in urban argas of
Bangladesh is rapidly increasing day by day. The growing rents are of padicular
problem to the lower income groups, but the issue of rental housing policy is seldom

addressed by the public autherities in Bangiadesh (Sharmeen, 2007).

Housc rent prediction has great importance in real eslale development as well as
overall housing situation of a city. A reliable prediction of the house rent 15 unporiant
for planncrs, prospective homecowners, developers, investors, appraisers, tax
assessors and other real estate markel parlicipants (Limsombunchai et af,, 2004}, The
various participants in the rcal cstate market have a substantial interest in the
prediction of house rent. If investors, developers or other parlicipants wish (o judge
the atlractiveness of individual real estate projects, an assessment of the (uncertain)
prices and rents in the market scgment should constitute an essential eiement in the
decision process. Especially institutional investers, such as pension or investment

funds reguire reliable information regarding housc rent and prices. Wikh regard to
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questions of asset aliocation (1.e. the distnbution of & given budget among the main

investment sectors, such as slocks, bonds and real estate), infonnation about returns
and risk profiles of real cstatc and their correlation with other types of investment is
of central importance. Finally, Public authorities formulate different policy measures,
assess holding tax, regulate rents, grant rental allowances, allow tax deduction for
maortgage payment, o subsidize the consiruction of public housing to make housing
affordable to all groups of the socicty on the basis of rent. Rent models can be an
effective tool when cmpirical data cannol be collecied either because of practical

consiraints of cest, timc ete. or when future sgenarios are being dealt with.

Hedonic price (multiple regression) models have been commonly used to estimate
house rent and property values. But this mcthod has received criticism from the
academic and practitioner commumties. Multiple regression has olten produced
serious problems for real cstate appraisal that primarily result from multicollinearity
issucs in the independenl variables and from the inclusion of outlier properties in the
sample {Worzala ef al, 1995). Moreover, nonlinearity within the dala may make
multiple regression an inadequate model for market (hat requires precise and fast
responses {Brunson et al. 1994; Do and Grudnitski, 1992). Rossimi {1997) points out
the disadvantage of hedonic pricc model n terms of small dala sets. Multiple
regression has been widely expounded by thosc who belong to the quantitative
school though early use of regression analysis was criticized duc to ils “black box™
approach, in which there was limited discussion of the underlying rationale for the

selection of vanables and interpretation of outcomes (McGreal et al. 1997).

Rang and Reichert (1991) recommended that when a homogeneous property sample
exists, hedonic pricing models may be used effectively a priori to determine the
adjusiment factors that should be uscd for each independent variable in a manyal
sales comparison process. Gilson (1992) advocates a more conservative use of
hedomc pricing models. Gilson concludes that the regression-derived adjustments
should support rather than replace any manually-determined sales comparison price
adjustments or even final ¢stimaled market values. In fact, most of the related

rescarch recomnmends a cntical application of hedonic price technigues. Do and
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Grudnitski (1992) claims that although multiple regression alleviates some of the

shoricomings of traditional appraisals, oflen its assessments result in significant
appraisal errors. Further, issucs such as model specification procedures,
multicollincarity, independent variable interactions, heteroscedasticity, non-linearity
and cutlicr data points can scnously hinder the performance of hedouic pricing
models n real estale valualions {Lenk et al. 1996). A fow studies have investigated
the usefulness of hedonic models to determine the value of outlier properties. Borst
{1992), Birch et al. (1991) and Isakson (1980) conclude that these models are
ineffective estimators of outlier values. They recommend separate, manual analysis

for pmperiies thal are dissimilar from the prediction model’s training data set.

Recently, neural network models, spired by the neural architecture of the brain,
have been developed and successfully applied across a variety disciplines including
psychology, genetics, linguistics, engineering, computer science and econonuics.
Neural networks seem particularly well suited to find accurate solutions in an
environmenl such as residential appraisal, characterized by complex, noisy,
irrelevant or partial information or imprecisely defined functional models (Do and
Grudnitiski, 1992). Artificial neural networks have been ofTered as a soiution to
address Lhe ¢cnlicisms associated wilh hedonic model approaches. The use of these
modeis is similar to the process utilized in building hedenic pricing models: an
artificial ncural network model must first be trained from a set of data and the model
is then uljlized to estimatc the prices of new propertics from the same martket,
Supporters of artificial neural networks purport that these models climinate the non-
linearity and outlicr problems inherent to the hedonie pricing techniques (Brunson et
al. 1994; Do and Grudnitiski, 1992; Evans et al. 1992; Tay and Flo, 1991).
However, there are limited studies in Ihis area using an artificial neural network
technique (Limsombunchai et of, 2004). This study wili investigate the applicability
of Aruficial Neural Network (ANN} in house rent prediction. The primary goal of
this rescarch is to develop an artificial neural nctwork medel for house rent
prediction. The study will also use the results from a hedonic price model for house

rent prediction and compare the predictive power of both maodels,



1.2 Objectives of the Study
The specific objectives of the study are given below:

s To develop an Artificial Neural Network (ANN) model for house renl

prediclion.

o To assess the relative inllucnce of different attnbutes on house rent using

arlificial neural network

» To compare the predictive power of the artificial ncural network model with

that of a hedonic price mode] {or house rent prediction.

1.3 Scope of the Study

This study investigated several aspects of the use of neural networks as a ool lor
prediciing house rent. In parlicular, using a database ol previous siudy, the study
evaluated the ability of a ncural network model to predict the rent of residential

properiics it a test sample within an acceptable range.

The study compared the importance of different attnbutes in house rent prediction by
using the relative importance values of inputs estimated by the neural network
models. Hence the imponance of inputs estimated by the neural network model for
the particular residential properties are only true for this specific study, not for other
residential properties of different arcas. Somc cascs were constructed in this study to

test and compare the predictive power of scveral diflerent neural netwerk models and
hedonic price models.

1.4 Limitation of the Study

To comparc the ANN model with hedonic price model tlus study roughiy followed
the methodology used by Worzala of al. (1995). Longitudinal {time-dependent) data
analysis is required for more reliable evidence of applicability of neural network in

house rent prediction. Bul this longitudinal methed can not be applied in this study
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dug to unavailability of time series data of house renl. Finally, the house rent could

be alfected by some other {actors (such as guality of the environment, traffic noisc
and volume, interest rate, employment, income level and other socio-economic

characteristics of area) which are not included in (he development of the ANN

maodel.

1.5 Organization of the Study

This dissertation compnses of seven chaplers. The frsi chapier presenls an
introduction with the backgrouud and methodology of the study. The second chapter
gives an idea of artilicial ncural netwaork model and its application to the valuation of
residential properly. The third chapter provides an overview of the selected study
area. The {ourth chapler consists of study design methodology from seiection of
vartables 1o determination of the ANN model with an overall description of the
variables uscd in this study. The fifth chapter compnses of the resulls of developed
ANN model and relative comtribulion of different allnbutes 1n house rent prediction.
The sixth chapter provides a comparative analysis between ANN model and hedonic
price model in predicng house rent. Finally, chapter seven summarizes the

important findings of this study and gives some recommmendations regarding the
application of the mudel.
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LITERATURE REVIEW



Chapter 2: Literature Review

2.1 Introduction

Hedonic price model has heen commonly used to eslimate house rent and properly
value. Recently arlificial neural network has becn used as an allermative model of
hedonic price model approaches. So it 15 necessary to understand the concept of
artificial neural nelwork before applying this model in house rent prediction. The

basic notions of the study are presented in this chapler based on an cxtensive

literature review.

2.2 Artificial Neural Network Model

2.2.1. Neural network systems

A neural network system is an arlificial intelligence model that replicates the human
brain’s leaming process. The brain’s neurons arc thc basic processing units that
receive signals from and send signals to many nervous system channels throughout
the human body. When the body senscs an input experience, the nervous systemn
carries many messages describing the inpul to the brain. The brain’s neurons
mterpret the information from these input signals by passing the information through
synapses that combine and transform the dala. A responsc is ullimately created when
the information processing is complele. Through repetition of stimuli and feedback
of responses, the brain learns the oplimal processing and response to the stimuli. The
brain’s actual learning path 1s still somewhat of a chemical mystery; what {s known

15 that learning does ocour and reoceur through the repetition of the input stimuli and

the output response(s).

Artificial neural networks were developed utilizing this *‘black box'” concept. Just as
a human brain lcams with repetition of similar stimuli, a neura! network traing itself
with historical pairs of input and ouiput data. Neural networks usualiy operate

without an a priori theory ihat gnides or restricts the refationship between the inputs
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and the cutputs. The ultimate accumcy of the predicled output response, mither than

the description of the specilic path(s) or relmionship(s) between the inpuis end Lhe
oulput response, is the goal of the model.

In an ertilicin! neuml network, nodes are used to represent the broin®s peurons and
these nodes are connected 10 each other in layers of processing. Figure 1 illustretes
the three 1ypes of loyvers of nodes: the input layer, the hidden layer or layers
(representing the synapses) and the output lzyer. The input layer contains data from
the measures of explanatory or independent veriables. This data is passed through the
nodes of 1he hidden layer{s) to the output laver, which represents the dependent
veriable{s).

- nput Layer

é - Ench neuron pats QMLY o
e < irecTly i) QuEsites

=

£

= .
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Figure 1.1: Neural Network Structure
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The hidden layer(s} contain two processes: the weighted summation functions; and

the iransformation functions. Both of these functions relate the values from the input
data {c.g. the properly aitributes) to the output measures {c.g. the sales price). The

weighted summation function typically used i a feed-forward/back propagation

neural network model 15;

AN L
i

Where X, is the input values and W is (he weiglts assigned to the input values for
each of the j hidden layer nodes. A transformation lanction (hen relates the
summation value(s) of the hidden layer(s) 1o the oulput variable value(s) or ¥;. This
transformalion funchon can be of many different forms: linear funclions, linear
threshoid functions, step linear functions, sigmeid functions or Gaussian functions.

Meost soltware products utilize a regular sigmoid lransformation function such as:

1
1+e7¥

Y -

T

This lnction 1s preferred due to its non-lincarity, continuity, monolonicity, and

continual difTerentiabilily properties (Borst, 1992; Trippi and Turban, 1993).

In most research, the mitial neural netwerk model is crealed ubilizing a training set of
input and oulput data. The most common form of neural network systems are termed
“feed-forward™” nctworks and begin with a default of randomly determined weights
for each of the nodes in the hidden layer. The software feeds the inpul measures
forward through the hidden layers. At cach hidden layer, the information is
transformed by 2 nonlinear transformation lunction to produce an oulpul measure.
The model then compares the model’s output to the historical or actual output for
discrepancy. If a discrepancy exists, the model works backwards from the output
layer back through the hidden layer nodes, adjusting the weights so as te reduce the
prediction error. This method of eror correction is usually refcrred to as back-
propagation. With each ordered pair of input incasures and output responses from the
training data sel, the neural network repeats these steps until the overall pradiction

ermer is minimized. In practice, the neural network stops training when it either
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reaches the default level of error or the rescarcher’s pre designated maximum level

of allowable crror.

A trained ncural network model can be tested for accuracy by letling it predict
responses from pew input measures. The neural network model’s predictions can
then be mnipared with the actua! culpui for accuracy. The objective of the ncural
network is to find the sel ol weights for the explanatory vanables that minimize the
error between the neural network output and the actual data (Allen and Zumwalt,
1994). This similarity between neural nctworks and traditional statistics provides the
opportunily for rcal cstate appraisers to consider the use of this technology as a

possible allemative to more common slalistical tcchniques, such as mwltple

regressions (Brunson et al., 1994},

Disadvantages associated with neural networks are the speed of the learming process,
the black-box nature of the back propagation training process and interpretation of
the lcarned outpnt. The laiter (wo problems arisc from the fact that the inlernal
characteristics of a trained net are simply a set of numbers and therefore very
diflicult to relate back to the application in a meaningful fashion. In this respect rule
induction, the automaled process by which a dccision tree is built is more explicil

wilth rules wlentified to distinpuish between different records within the dala set
(McGreal et al., 1997

2.2.2 Application of neural networks to the vatuation of residential property

From the early 19905 1t was started lo apply neural network technology to the
valuation of residential propery. Frequently these studics are m the form ef
comparative analysis, with rescarchers contrasting the findings and perceived
efficiency of neural nelwork models with more tried and tcsted statistical methods.
Given the potential difficulties associated with rcgression meodelling, namely
‘funcl,iunal form and non-linearity of vanables {Adair et al, 1996}, ncural nctworks
have found a measure of intuitive appeal {Borst, 1992). Indeed, Do and Grudnitski
{1992) concluded that a neural network rmiode! performs better than a inultiple
regression model for estimating (he value of U.S. residential property. In rclated

research, Do and Grudnitski (1993} utihzed neural neiworks (o investigale the
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relationship of structure age to propery price. Their results demonstrated that

structure age has a non-lincar cl{eet on prce rather than the strict negative menotonic
relaticnship that is typically modelled with the hedome pneing technique. The
authors contend that this result supports the use of a non-lincar technique, such as

artificial neural networks, to appraise real estate.

Tay and Ho (1991} in a comparable study in Singapore, based on a larger sample
{833 propertics in the training sample and 222 in the test sample} of data from the
apartment sector, reached similar conclusions with a mean absclute crror of 3.9 per
cent for the neural network model relative to 7.5 per cent for the regression model, In
,arguing the case for the usc of neural nelworks 1 the mass appraisal of residential
properiy, Tay and Ho are of the opinion thal the nelwork can learn valuation patterns
for “lrue” open market sales in the presence of some "noise” (i.e. non-bona fide

sules} as u way of establishing a robust cstimater,

Borst (1992} ulilized artificial neural networks and tesled the predictive effects of
data transformation, the exclusion of outliers, and the use of several output layer
nodes to represent different price ranges or markets. Borst’s neural network model
hoasled low mean abselute emors (8.7 per cent 1o 12.4 per cent) and he concluded

that this new lechnique deserves strong consideralion in the Geld of mass valualion.

Within the UK, Evans ef al. (1992) tested the predictive accuracy of neural networks
for cstimating resideniial property prices and although based upon a small data sel of
34 properties sold over a six month period, the results showed a reasonable level of
accuracy with a mean absolute error of 13.48 per cent. Removal of outhers from both
the training and test data resulied in a reduction in the mean absolute error to 5.03 per
cent, conforring with Borst’s inference that when outliers are removed from dala sets,
neural network models work well to value property. However, in drawing
conclusions, they consider that neural netwaorks are best regarded as a tool to assist,
rathcr than as a syslem which could replace the valuer, pointing out that accuracy is

cxtremely dependent on the carcful choice of data for the training set.
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McCluskey (1996) applied neural network technelogy on a sample of 416 residennial

properties sold from August 1992 to August 1994 in Norhem Treland, with 375
properties used to train the network. Initial results produced a mean absolute
percentage eror of 15.7 per cent and a predictive accuracy of 72 per cent, though
removal of outlicrs improved the analysis {mean absolute percentlage error of 7.75
per cent and a predictive accuracy of 93.6 per cent) leading McCluskey to conclude
that neural networks cxcel in determining direct and indireet pattems of value rclated
to property attributes. McCluskey’s work, based upon data covenng a two year
period, encompasses an appreciably longer time-span than employed in other
comparablc studies. Although including a time-based variable, reverse date of sale,

McCluskey attaches litle significance to this vanable apart from reference to the

model’s ability to leam ihe underlying pattern of values across properly lypes
reflecting both time and locational diferences.

Worzala ef al. (1395) adopt a contrary position and cast some doubt upon the role of
neural networks vis-g-vis traditional regression analysis models, suggesling that
caution {s needed when working with neural networks. In undertaking analysis at
varying levels of investigation and utilizing different neural network shells, the error
magnitude for individual propertics was found in some cases to be very significant
(up to 70 per cent) and clearly not acceptable for a professional appraisal.
Furthermore, the analysis showed that even when using the same data, results from
models prepared by diffcrent neural network sollware packages could be inconsistent
and do not always oulperforni regression models, Worzala e al. (1995) identify the
need for further research regarding the application of neural network soNware before
a final judgment is made councerning suitability (o propery apprasalfvaluation.
Indeed, follow-on work from Lenk ef ol (1997) infers that substantial value
estimation errors are possible, wilh at least onc in six propertics having value
cstimales in excess of 13 per cent of the actual price. Furthermore, by illustrating that
70 per cent of the outlicr property predictions had estimation errors in excess of 15
» per cent, Lenk et al. (1997) strongly maintain that oulliers should be removed from

? ihe data. This position contrasts sharply with that advocated by 1'ay and Ho.
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MeGreal et al. (1997) evaluated the ability of a neural network model to predict the

value of properties in a test sample within a range acceplable for valuation purposes
by using a database ol markel sales. The best models showed that only §0 percent of
properties achleve a predicted value within 15 percent of sale price which would be
beyond the bounds of acceptability by the valuation profession. Various rescarchers
have commented upon the black box nature of neural nelworks and the possibility of
achicving opposite resulls with different models or inodcl scttings (Worzala ef al.,
1995). McGreal et al (1997} reinforced (his argument with varying outcomes

hetween rmule and net based models as the valuation threshold is altered.

2.3 Hedonic Price Model Approach in House Rent Prediction

The hedonic price model, denved mostly from Lancaster’s {1966) consumer theory
and Rosen’s (1974) model, posits that a good possesses a inyriad of attributes that
combine to form bundles of utility-affecting attributes that the consumer values. In
Raosen’s approach, residential properiies are characterized as a set of comnplex

heterogencous goods. At the saine time, cach property or good consists of an

inseparable bundle of homogensous atiributes thal differ in  values and

characteristics. The underlying theory for the market of heterogenecus good states

that the price of the good is a functien of the levels or value of each attribute in the

bundle, In the housing market, these altributes arc usually structural and sile

characteristics of a property.
*

Hedenic price theory assumes thal a commaodity such as a house can be vicwed as an
aggregation of individual components or attribules. Consuiners are assumed to
purchase goods cmbodying bundles of attributes thal maximize their underlying
utility functions. Rosen (1974) describes the process in which prices reveal quality
variations as relylng on producers who “tailor their goeds to embody final
characteristics described by customers and reccive retumns for serving economic
functions as mediaries”. Hedonic price theory originates from Lancaster's (1966)

proposal that goods are inpuls 1n the activity of consumption, with an end preduct of

a set of characteristics.
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Bundles of characteristics rather than bundles of goods are ranked according to their
utilily beanng abihities. Atlributes {for example, characteristics of a house such as
number of bedrooms, number of bathrooms, number of fireplaces, parking facilities,
living area and lot size) are implicitly embodied in goods and their observed market
prices. The amount or presence of atiributes with the commoeditics defines a sct of
implicit or "hedonic” prices {Lancaster, 1966). The marginal implicit valucs of the
attributes arc obtained by dilferentialing the hedonic price function with respect to
each attribute {McMillan et «f, 1580). The advantage of the hedonic methods is that
they conlrol for the characteristics of properties, thus allpwing the amalyst Lo

distinguish the mmpact of changing sample composition from actual property
appreeiation.

Whilc the hedomie technique 1s an acceptable method for accommodaling attnbute
differences in a house price determination medel, il 1s generally unrealistic to deal
with the housing markel in any geographical arca as a single unit, Therefore, 1t seems
more reasonable to introduce geographical infommation or location factor into a
model that allows shifis in the house pnce level. Frew and Wilson (2000) employ the
" *hedonic price model to cxamine the relalionship between location and property
value, in Portland, Oregon, and the aulhors found that there was a significant
relationship between location and property value. Fletcher ef af. (2000) cxammne
whether it is more appropriate fo usc aggregate or disageregate data in forceasting
house price using the hedonie analysis, It 1s found that the hedonic price coefficients

of somc attributes are not stable between locations, property types and age.

However, it is argucd that this can be effectively modeled with an aggregate method.
The hedome price model has also been used (o eslimate individual external effects

{e.g. environmental atinbutg) on house prices (Limsombunchai ef al., 2004).
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2.4 Artilicial Neural Network Vs Hedonic Price Model in House Rent

Prediction

Even though the hedome price model has been widely recognized, issues such as
modcl specification procedures, multicollincarity, independent variable inleractions,
heleroscedasticity, non-lineanty and outlier data points can seriously hinder the
performance of hedonic price medel in real estate valnations. The afificial ncural
network mode! has been offered as a possible solution to many of these probicms,
cspecially when the data pattems show non-linearity (Lenk ef af, 1997; Owen and
Howard, 1998). Tay {(1991) using a large sample of data from the apartment sector in

o Singapore, found lhat a ncural network moedel performs better than a multiple
regressicn maodel for esimating value. Do and Grudnitski {1992), Borst (1992) and
MeCluskey (1996) gave same resulis in their studies.

Do and Grudnitski (1992) reporied significant superior predictive porformance by
their artificial neural network model when estimating 105 residential properly values.
‘Their neural network medel resnlts contained twice the nwnber of predicted values
within 5 per cent of actual sales price as their hedonic mode (40 per cent vs. 20 per
cent}. Furthermorc, the mean absolute error from their ncural network model was

significantly lower than the mcan absolute error fiom the hedonic model (6.9 per

cent ws, 11.3 per cent).

Arnificial neural networks have not always produced superor real eslate price
estimations over hedonic models. Worzala ef al. (1995) dircctly challenged the
findings of both Do and Grudmtski {1992} and Borst (1992). These researchers were
unable {o replicate the supericrity of the artificial ncural network model over the
more traditional hedonic medel when they applied the methodology of the prior
studies to a ncw data set, even aller manipulating the number of hidden layers, the
Jumber of nodes within the hidden layer(s), and the hidden laycr crror threshold
levels of their neural nelwork model. In cach case tested, their hedonic pricing model

either did better than or performed similarly to their best anificial newral network
mode!.
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Limsombunchai et af. (2004) compared the predicive power of the hedonic pnce

model with an artificial neural network model on house price prediction by using 200
houses information in Chnslchurch, New Zealand. The resulls from hedomic pnce
models of this study support the previous findings. Even, if the & of hedonic price
models arc high (higher than 75%) in sample {orecast, the hedonic price inodels do
not outperform neural network models. Morcover, the hedonic price models show
poor results on out-of-sample forccast, especially when comparing with the neural
network meoedels. The empirical evidence presented in this study supporded the
potential of neural network on house price prediction. The antilicial neural network
model can overcome some of the problems relaled to the dala patterns and

underlying assumption of the hedonie model {Limsombunchai ef af., 2004},

James (1996) points out the advantages of neural networks in terms of small data
sets. Neural networks would seem to be a better tool for smaller data sets while
regression 1s clearly supenor for larger data sets. Regression is statistically poor with
sinall data sels, 2 problem not encountered by neural networks (Rossind, 1997).
Rossini {1997) supported the superiority of neural notworks for small data seis based
upon the time required 1o produce the model. Regressien results can be calculated
very quickly regardicss of the size of the problems while the time needed te produce

neural networks seems to increasc exponcntially with the size of the data set.

Motivated by these conflicing conclusions conceming the uscfuiness of neural
networks to predict value, the premise for this study was to provide further cvidemce
conceming the Do and Grudnitski (1992) and Borst {1992) conclusions that neural

network models sigmficantly outperform hedonic prce models in house rent

prediction.
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2.5 Summary

The literature shows that there was mixed success with the ANN method, probably
due to different vanable inputs and market conditions. While Borst {1992) and
McCluskey {1996 slated that the predictive abilitics of ANN were well established
through investigalive studies, James (19906) feels that more work must be done on
“real world data sets in order to validate the methods {or use in appraisal”. Since no
such study was performed based cn Bangladeshi data, this study secks to apply the
ANN model to Bangladeshi data. The results of this study would po some way to
cstablishing the uselulness of this method o Bangladeshi market condition. On the
basis of the concepts and techniques illusirated in literature review the foliowing

chapter presents analytical methodology of the study.



Chapter 3

METHODOLOGY
AND STUDY DESIGN



Chapter 3: Methodology and Study Design

3.1 Introduction

To achicve the objectives of the study it 1s necessary to develop a methodology for
the study. The methodelogy used for developing the neural network model for house
rent prediction is deseribed in this chapter. The collection procedure of data,

selection criteria of different variables and charactenstics of different data are

portrayed in the following scotions.

3.2 Methodology of the Study

The proliminary step of the study starls with extensive litcrature survey and review to
develop a clear understating of the concepts of artificial neural network and its
application for house rent prediction. It aiso provides familiarity with concepls of
hedonic price models. In this stage the objectives of the study bave been formulated.
Three objectives have been identihed for this study. Then, the dependent and
independent vanables are identified based on the variables used in an alrcady
developed hedonic price modcl. All the data used in this study have been coflected
from secondary source. Different statistical soflware is used to prepare mnputs of
artificial neural nelwork (ANN} modcl development. For the development of ANN
modcl, a back-propagation neural network soflware package is used. Finally different
statistical analyses are performed using different statistical soltware for making
comparison between ANN model and hedonic price model. Figure 1.1 provides with

an overvicw ol the methadological framework discussed above.
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Figure 3.1: Methodolegical Framework of the Study
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3.3 Study Design

3.3.1 Selection of variables and study area

One of the main objectives of this study is to compare the predictive of power of
artificial neural network (ANN) modcl with the hedome price model for house rent
predication. To do this an already devcloped hedonic price model lor housc rent
prediction of Rajshahi City {(Halb, 2004) has been used. To ensure the similanty of
the variables of the hedomic pnce modcl utilized by labib (2004}, the ANN models
in this study have been built using same independent vanables and same study area.
In hedonic price models three types of attributcs arc used, namely structural
atiributes, ncighborhood attributes and  (ransporiation  attributes. In  the
aforcmentioned medel, (hese three attributes include fourteen independent vanables
which arc discusscd in the following seclions. Rajshahi City Corporation arca has

been selecled as the study area of this study to keep the similarity with Habib (2004).

3.3.1.1 Residential asking rental price
- To develop the ANN mode! residential advertised rental prices {in Taka dunng May
2004 period) have been sclecied as the dependent variable, There are two major
characterislics of Lhe dependent variable used by Habib (2004} The first onec is
related 1o the use of rental price instead of sclling price or land value. The sccond one

refers (o the use of the asking rental price instead of the actual or market rental price.

3.3.1.2 Structural attributes

Prices of properties are frequenily related to their structural attnbutes, Structural
attributes include usable living area (in square feet), number of bedrooms and total
number of bathrooms. In addition, age of building was used as a proxy for structural
quality of house. The use of this proxy vanable in hedonic pnice model was justified
on the premise that structures lend to wear oul with age or become obsolete, which

may reduce the polential marketability of the properly (Habib, 2004).
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3.3.1.3 Neigkborhood attributes

Since measures ol neighborhood guality and neighborhood-level externalities are
expected to influcnce residential property rent pnices, a set of demographic, land use
and ameniles at the neighborhoed level were included in the study design of Habib
(2004). Most of these variables required the use of an ¢laborate GIS-aided approach
to assign neighborhood-level dala lo each residential proi:en}f. The hedomic price
models were specificd with population density as a deroographic variable which was
measured by persens per acre at cach ward (the lower-tier admimstrative unil of the
city corporation investigated}. Land use variables includes the percentage of
urbanized area dedicated to commercial land wuses, residential iand uses or
community [acilitics. The percentage of area dedicated to each specific land use al
ward level was oblained from Rajshahi Master Plan Project for the year 2004. Both
land use and population density data for ihe wards were assigned to the individual
residential properties (hat fall inside the respective wards (Habib, 2004). As for

amemty vanables, only the Euclidian distapcc to ncarest drainage network is

considered m this study.

3.3.1.4 Transpoviation attribaics

Following inost other studies, Hamb (2004) sclected the accessibility to the central
Business District (CBD) as & transporlation atinbute for developmg the hedonic price
model. The other transportation aftrihutes include accessibility to the major roads
(city arlenals from the individual residential properties at Rajshahi, accessibility o

ihe wholesale markets, shopphng cenlers and educational institutions.

Since basic educational institutions are major concemns and necessity at the
neighborhood level, only primary schools were considered for accessibility to the
educational institutes. Accessibility to the wholesale markets includes three major
‘wholcsale shopping agglomerations in the Rajshahi City. Besides retail shopping and

commercial markets are considered as the shopping centers. The descnption of

vanables is summarized in Table 3.1.
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3.3.2 Collection of data

To ensure lhe similarity of data set of the hedonic price model utilized by Habib
(2004), the same data set was used m this study to develop the ANN model. The

study was also supporled by the GIS database produced by the Rajshahi Mastcr Plan
Project.

3.3.3 Development of ANN models
To develop the ANN models a back-propagation neural network seltware package,

NewroShell {Ward Systems Group, Inc.), has been used. The study used SPSS and

Microscl Excel for statistical analysis to compare the two moedels.

3.4 Data

The data set of this study consists of a sample of 479 single-family and multi-family
residential properties available for reat which was the (inal data set for the hedonic
price model. In Habib (2000) study, residential properties had been idenlified
through ield visual inspection of “To Let” advertisements on propertics and/or sirect
clectric poles near the tesidential buildings available for rent. Becausc such types of
adverlisements at residential areas were widely used as a formal method to provide
information for rent at Rajshahi Cily. However, few propertics had also been
identiffed which were advertised for rent having local knowledge from inhabitants of
the area during lield surveys in the City. Questionnaire surveys have been carricd out
by the qualified surveyors (mostly, studenis of thc University of Rajshahi).
Information regarding residential advertised rent prices and structural attributes had
been coliccted for all propertics available for rent during field survey within the
specilied RCC arca. Although 550 properties were originally surveyed by Habib
(2004), 55 properlies were discarded during geo-coding operation and 16 survey
sheets were lacking substantial structural information. Map 3.1 shows the location of

sample residential properties and Map 3.2 shows the monthly asking rent of

residential properties.
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The average usable living area of the sample houses is 1531.90 sq. [t Number of

bedrooms and bathrooms in the houses vary from | to 4 and 0 to 3 respectively. The
average age of building slructures 15 approximately 19 years (Habib, 2004). Maps
3.3, 3.4, 3.5 and 3.6 show the locations of residential properties with their structural

atinbutes,

The data for population density was obtained from the Rajshahi Master Plan Project.
Map 3.7 shows the population density {persons per acre for the year 2001) by ward
which has been prepared with few compuiational works and assigned to the

properties that fall witln the respective administralive unit {ward) concemed.



Table 3.1: Description of Variables
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Yariable Defnition Spatial
level of
data

Measures of Value

RENT Rent offered price (Tk.} Froperty

Structural atiributes

FL _SFACL Usable living area {3q. f1) Property

BEDS Mumber of bedrooms Property

BATIIS Number of bathrooms Property

BLD_AGE Age ol residential property structure Property

Neighborhoad attribuies

FOF_DENS Population density (persons per acre) Ward

RES TUSE Percentage of area dedicated 1o residential use Ward

COM LUSE Percenlage of arca dedicated to commercial use Ward

COMMU_LU Percenlage of area dedicated to commumity Ward
facilities

DRAINAGE Euclidian distanee from the property to neancst Properiy
point of drainage network

Transportation attributes

M_RD_ACC Network aceess dislance from property Lo mayjor Froperty
roads

CBD ACC Wetwork access distance from property to Central Fropetty
Business District (CBDY)

W_MAR_AC Mebwork access distance from property to Property
wholesale markets

EDU_ACC Metwork access distance from property to primary | Property
schoal

SHOF_ACC Nebwork access distance From property to shopping | Property

cenlers
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Map ).6: Residential Properties by Age of Building
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Three ypes of land use namcly residential, commercial and community facilities are

considered in this study. The percentage of land use 15 calculaled from the GIS
databasc of Rajshahi Master Plan Project. The percentage share of respective land
uses by Sirategic Planning Zonc (SPZ} defined by Rajshahi Master Plan Project is
shown in Table 3.2. All the residential properties are assigned the respective value of
the percentage of land uscs, which fall within the respective zone (SPZ). Maps 3.8,

3.9 and 3.10 show ward wise perceniage share of residential land use, commercial

land use and commumty (acilities respectively.

Table 3.2: Percentage shave of land uses by SPZ

s5PZ Area in | Residential | Commercial | Community
No Ward No acre (%) (%) facilities
(%a)
g 17 1726.43 27.04 146 0.19
13 26 1078.29 16.46 0.43 1.3
14 14,15, 16, 18,19 & Cant | 2055.54 40.56 1.83 221
15 1,2,4 1753.66 i1 1.65 0.75
17 1,5,6,7,8,9,10,11, 13 1679.85 45.35 .63 531
18 | 12,20,21,22,23,24,25,27 1 1372.89 43.83 7.69 315
19 28,29, 30 2204.33 2841 354 1.03

Source: Habib, 2004
The Saheb Bazar area was considered as the Central Business Distnet {CBD} of
Rajshahi City. The area comprises most of the commerce and business centers of the
Rajshshai City (Habib, 2004). Map 3.11 shows the point location of the CBD wilh
respect lo residential properties. Ram Bazar, Xadirgon) and Saheb Bazar are the
major wholesaie markets of Rajshahi City (DDC Limited, 2004). Map 3.12 shows
the locations of the wholesalc markets with respect to the residential properties. The
mnajor retail markets and shopping centers of Rajshahi City are New Markel, C & B
Market, Laxmipur, Upashahar New Market and Horogram markets {Habib, 2004).
Map 3.13 shows the location of shopping cenlers which are considered as shopping
centers for this study. The location of primary schools with respect to residential

properiies 15 shown m Map 3.14 and Map 3.15 shows he 3cation of residential

properties with respect 10 drainage network,
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Map 3.12: Location of Wholesale Markets with respect to Residential Properties
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3.5 Summary

The chapter has given an overview of the dala which was used to develop ANN
model for house rent prediction of Rajshahi City. The dala set used to develop the
ANN meodei consists of a sample of 479 single family and multi-family residential
propertics available for rent. The ANN medcls in this study have been built using
fourteen mdependent variables. Rajshahi City Corporation arca had been selected as

a study area of this study which is descnbed in the following chapler.

a3



Chapter 4

STUDY AREA



Chapter 4: Study Area ’

4.1 Location

The study ares selected for this research is Rajashahi City Corporation (RCC) area.
The city is located along the river Padma, between latitude 24°18" N and 24°25" N
and longitude 88°33" E and $8°41" E. The area compnses of 51.29 sq. km {19.72 sq.
miles) of land with 3.83 Takh population. It is the fourth metropolitan cily of the
counlry. The location of the study area in relation to the surrounding areas and

administrative units is shown in Map 4.1 and Map 4.2 respectively.

4.2 Historical Background

Rajshahi is a divisional city and an imporiant city in the northem region of the
country. It was simply a district town prior to 1947 that had become divisional
headquarlers in 1947. In 1886 dunng British rcign the town gamed municipal status
and finally achieved ihe siatus of City Corporation in 1983. Over the years, it has
grown as the admimstrative headquarters of the Rajshahi,f?[}ivisian, and lately

[ourished as a center of leaming. Now it is the 4™ Jargest city in Bangladesh next lo
Dhaka, Chittagong and Khulna.

4.3 Climate

Rajshahi city has a sub-tropical monsoonal climate. Generally temperalure is low in
January and varies between 8.8° C to 25.9°C, From February temperature is found to
increase up to June and therealer declines slightly every month from July lo August.
From Scptember temperature declines rapidly up to January. The people of Rajshahi
generally feel the hot-wave during Aprl lo May, The mean rclative humidity is
found to low in March (60.2%) and it is high in August-September {88.4%). High
wind speed is observed during Apnl to June. About 77 percent rainfall occurs during

Junc-September and resl 23 percent in the other 8§ months.
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4.4 Land Use Pattern

In the Rajshahi City Corporation area, over 18% land is still being used for
agricultural purpose, while about 11% land remains vacant and about 3.52% land

belong to char area. Residential use covers about 32%, while road infrastructure
covers only 4% of total land.

Water bodies encempass 13.35% that include the Padma River and a large number of
ponds. Differenl educational institutions including Rajshahi Univeristy, Rajshahi
University of Enpgineering and Technology and Rajshahi Medical College encompass
about 9% of total area. Industry and commercial land nscs fogether comprise only

4.15% of the RCC land reprcsenting the very low profile of economic activities in
the City (DDC, 2004).

4.5 Urbanization and Demography

The ratc of urbanization and population growth is very low in Rajshahi eity
compared to other major cities of the country. The pupnlatiﬂTl density of the RCC

area is only 7,073 persons per sq. km (DDC Limited, 2004).

Presently, the city has a population of 3.83 lakh, which was 2.94 lakli duning 1991. In
the period of 1981-1991, the population has increased at a rate of 63.36 percent,
about 1.14 lakh. llowever, during i991-2001, il has mncreased only 0.88 lakh,
accounting fer a 30.25 pereent risc (DDC Limited, 2004).

The urbanization rate of the norlthemn region (i.c. Rajshahi Division) remained the
same throughout the last decade, which was 17.3 percent. The country's annual
growth rate of population in the penod 1991-2001 was the lowest in Rajshahi SMA
{1.87 percent) and fastest in Dhaka SMA (4.26 percent). Every year the capital city

Dhaka absorbs an addihional population equivalent to the current population of RCC
arca {DDC Limited, 2004).
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4.6 Economy and Employment

Rajshahi presents a case of gquasi-urtbamization. Its inadequale development of
infrastructure facilities, shortage of capital and absence of entrepreneurs are
constraints to development of economic base of the city. Its hinterland is

predominantly agranan in character (DDC Limited, 2004}

A {ew major scattered industrics, public scctor organizations, academic institutions,
informal seclor and trade and cemmerce provide major base for econoinic activities
in the study area. Four growth centers and 12 major hats/bazaars in and around study
area exerl profound impact on the study area. Informal sector accounts for 19% of
total employment in the study areca whereas Trade and commerce provides
employment for 33.47% of labour forec. Other important scetors of employment are

Administration and Service (22.37%), farm activities (10.12%} and Non-farm wage
labour (13.38%%).

Majority of households (61%) of the study arca belong to monthly income group of
2,500-6,500 and savings by houschelds are comparatively low in the study arca.
Labour force in the study area will increase from 299.89 thousand in 2001 to 385.67
thousand in 2021. About 27%% of labour {orce will nol find job, if current
development trends continue (DDC Limated, 2004},

The city of Rajshahi acts as major employment cenire for rural poor and destitutes
migrating form its hinterlands. The city provides the base and Facilities for industrial
and manufacturing activitics at a moderate level, and generates various kinds of
services in both public and private scctors. It 18 modal point for transport network

and transshipment aclivities for the adjoining regions and with other parts of the
country.
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4.7 Transportation
The city of Rajshahi had only a modcst growth during the last two decades. In the
national context, Rajshahi 1s well connected with resi of the country by both road and
rail. The broad gauge rallway line from Rohanpur to Ishurdi, with a ink 10 Chapai-
Newabganj passes through the hearl of Rashahi city and forms part of the main
broad gauge system in the country. With the opening of Nalka-Hati Kamrul-Bonpara
road, Dhaka i5 only 5 hours away from the study area. The situation has furlher

umproved with the completion of the approach road to Jamwuna Bridge through

Tangail.

The traffic study conducted in 2002 indicated that none of the major roads in the
study arca has had any capacity constraints in terms of peak hour (low viz-z-viz
design capacity. An Origin-Destination (O-D) survey indicated that 73 to 74% of ali

incoming and outgeing traffic had the destination or origin within the study area.

In the study arca 55% OF daily inps are made by rickshaws/vans and cycles, while
another 29% arc made on foot. Most the tnips (69%) of the study area are related to

either home or work, leaving another 15% which are made to schools/college and

universities.

4.8 Housing Situation

In the study area most of the housing units (over 90%) come from informal private

sources. The NGOs usually operate in low-income communitics in jural areas

providing finance and services only.

About 44 percent of the houscholds become landowners through inhenlance, while
over 44% becamne owners by way of purchase. Land value in the Rajshahi City is
very low compared with Dhaka and Khulna. In spontancous housing areas of the

main city land sells between Tk. 90 thousands to Tk, 120 thousands per katha. Land
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valuc in planncd arcas vanes between Tk, 100 thousands-to Tk.120 thousands per

kalha. In the study arca there 1s a housing backlog of 1553 units (1991).

4.9 Market and Shopping Facifities

There arc 8 daily bazars in Rajshaln city to serve its 3 lakh 83 thousand population
{2001). Howcver, the bazars are not evenly distributed over the city to serve all its
inhabitants efficiently. Besides daily markets, the city has a few shopping centers
like New Market and Shaheb Bazar. There are also some wholesale markets namely

Shahch Barar, Kadirgan) Bazar and Rani Bazar etc. in the study area.

4.10 Recreational Facilities

With casy access to sateilite TY channels scrved by cable operators, cinema has lost
is attraction in the study arca. In Rjshahi Cily, presently there cxist seven cinema
halls. Sateilite TV channels are possibly most popular and the cheapest means of
indoor recrcation. The upper income groups of society enjoy their leisurc time in
clubs. There are a number of clubs in the city. But most of them are for professional
people, like Police Club, Jilkahana club, University Club, Doctors’ club. There are
very few parks and playgrounds in Rajshahi City. There are only three parks which is
very inadequate for the city. Estimalion shows that RCC arca has only 0.41 acres of

open space per thousand populations which is very low compared to other major
ciies {DDC Limited, 2004).

4.11 Postal Facilities

There are 17 post offices within the RCC area. About 30% of these werc ¢stablished
during the period of 80s. However, the existing post offices are not well distributed
over the city. Among 30 RCC words only 135 have Post offices. There are 74 post

boxes placed at different important locations of the cily for coliection of letiers.
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4.12 Municipal Services
4.12.1 Water supply
There are 785 community water stand posts and 85 on-sireet dhop watcr stands in the
city. There arc also 3,750 hand tube wells for drinking water supply. The city has
eight overhead tanks and three water ireatment plants. Ground water is extracted by

45 production tube wells. Till 1995 there were 182 km of waler pipelines in the city.,

4.12.2 Solid waste management

The city dwellers generate about 200 m. tons of solid waste daily. RCC collects
about 142 m. tons of solid waste, the rest littered around. RCC has 17 motorized and
126 non-motorized transporls o carry solid waste with 934 stafl of dilferent
categories engaged in selid waste collection and disposal. Presently therc is only one
dumping sile for the city’s solid wasle located at Bonogram, Nawdapara. The

number of dustbins available is madequate for the city. RCC docs not coliect waste

from houscholds.

4.12.3 Sanitation and public toilet
Accerding to RCC sources, about 30 percent of the RCC area households have
sanitary latrine facilities, of them 30% have latrine with soak pit and 20% have

latrnes without soak pit. There are about 43 pubic toilets in the city at imponant
public locations,

4.13 Summary

This chapter carries out brief description of the study area. Rajshahi Cily Corporation
{RCC) arca was selected as a study area for this research. Rajshahi is a divisional city
and it is the fourth metropolitan city of the country, Residential use govers highest
percentage of jand of the study area followed by agricultural tand use. The rate of
urbamization and population growth is comparatively lower in Rajshahi City. The
ANN medel was developed using the variabic data collected from the study area.

The development procedure of ANN model and result of the model is discussed in

the following chapter.
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Chapter 5: Determination of Artificial Neural Network Model

5.1 Introduction

To address the issue of application of Afificial Neuwral Network {ANN) in house rent
prediction, this chapter illustrates the developmenl procedure of ANN model for
house rent prediction of Rajshahi City and discusses the results of the developed
model. This chapter attempts to identify some of the independent vanables which
influence the house rent of Rajshahi City based on the relative influence factor of

different atinibules. The chapter wilk also focus on the analysis of clasticity.

5.2 Development of Artificial Neural Nefwork Model

For developing the artificial neural network (ANN) model the relevani data set was
scparated into bwo separate subsets namely the “training sct™ and the “production
set”. The (raining set was used to train the neural network model and the production
sct was used 4o test the inodel’s perfonmance. The data set used to develop the Neural
Network Model consists of a sample of 479 single family and multi-family
residential propertics available for reni wm Rajshahi City. The two samples were
created by first sorting the houses by location, then by rent and then by picking cvery
fourth house for the production set. The devcloped model was trained with 360
residential properiics {training sel} and their predictability in estimaling value was
tested with thc remaining 119 residential propertics (production set). The neural
network model built for this data sel utihzed the following loureen independent
variables: usable living area (FL_SPACE), number of bedrooms {BEDS), number of
bathrooms {(BATHS), age of residential properiy structure {(BLD_AGE), population
density (POP_DENS), percenlage of area dedicated to residential use (RES_LUSE),
percentage of area dedicated to commercial use (COM_LUSE), percentage of area
dedicated to community f[acilities {COMMU LU}, Euclidian distance fom the
property to nearest point of dramage network (DRAINAGE), neiwork access
distance from property to major roads (M_RD ACC), network access distance from
properly to central business district (CBDYCBD_ACC), neiwork access distance

from properly to wholesale markets (W_MAR AC), network access distance from
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preperty to prmary school {EDU_ACC), network access distance from properly to

shopping centers {(SHOP_ACC). Table 5.1 details the descriptive statistics of the
enbire sample and the two subsets for training and testing. From Table 5.1 it can be
scen that there were no significant differences between the {raining and testing data

subsets and each 15 a fair representation of the entire data set.

Table 5.1 Descriptive statistics of enlire sample, training set and testing set

Meaan Muazimum PeLini mum

Entire Training | Tesling
Variahles Sample Sel et Entire Training | Testing | Entipe | Training | Testing

(419 {260y (1% Sample et Bt Sample Sel Set
RENT 19619 | 19362 | 20395 | 70000 | 70000 | 6000.0 | 300.0 3000 | 3000
FL_SPACE 13320 | 15093 ) 1600.6 | B000.0 | 70000 | 80000 | 2000 2000 | 30040
BEDS 16 16 27 4.0 4.0 4.0 1.4 i 1.0
BATIS 1.5 1.5 1.5 ERH 10 KR (tR1] 0.0 .G
DLD AGE 13.6 18.9 i7.7 129.0 1290 94 1} 1.8 1.0 2.0
EOP_DENS 4.6 547 04.3 161.7 1617 | 14617 74 74 74
RES_LUSE 41.2 41.2 412 45.4 43.4 43,4 270 270 270
COM_LUSE 6.0 6.0 59 B.G 246 2.4 L4 L4 1.4
COMMU_LU 3.1 3.1 3.1 53 23 5.3 0.2 0.2 oz
DRAINAGE 627 618 63.4 760.1 7339 | Te0 1 1.3 1.3 2.5
M_RD_ACC G200 Q2656 | BODF | 28715 | 28715 | 26627 438 488 | 1750
CBD_ACC 23023 | 23055 | 22025 | S603.6 | S6D36 | BRO33 | NS 2788 207.5
w MaRk_ac | 13270 19330 [ 19087 | 56034 | 56034 | 53957 B2.1 B21 | 1834
EDL_ACC 219.3 Q3.1 | 9073 177750 | 177750 | 26135 il 31 217
saor acc | 17710} 1782Y | 17350 | 6B | 50910 | 54833 BB.3 283 | 1148

5.2.1 Initial model
To develop the neural network model a back-propagation neural network sollware
package, NeuroShell {Ward Syslems Group, Inc), was used. The neural nctwork

results that are reported in this study are the “best™ results that were obtained after
many different trials. The “best” results were delined as:

1) The model that predicted the highest percentage of houses with average

absolute errors below 5%
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2) The model that possesses the lowest percentage of mean absolute error and

3} The medel that had the highest value the network performance statistic which

is better known as £’ or the coefficient of multiple determinations.

The R? is the same statistical indicator which is usually applied (o multiple regression
analysis. It compares the accuracy of thc model to the accuracy of a trivial
benchmark model wherein the prediction is just the average of all of the example

output values. This R® value is also used in the later chapter for comparing the

prediction petformance of ANN model and hedenic price model,

The problem was to determine the optimal number ol hidden layers and the optimal
number of nodes to use in each hidden layer for developing the “best” neural
network model. The only method available to do this is through trial and error
(Worzala et al, 1995}. Therefore, in this study a trial and crror process was applied to
find the optimal artificial neural network model. In this process, seventeen hidden
neurons were found to be the oplimal number of neurens within the hidden layer for
the best ANN model. Table 5.2 details the results of the seven ANN models created

during this procedure, The network model created with 17 hidden nenrons cxhibited

superiority in all three performance criteria.

Table 5.2: Alternative ANN models varying the number of hidden neurons

Number of Percentaie |Percentage of
hidden mean honses < 5%,
Model NCUrans R’ absolute absolute

EeTrnr error
1" 17 0.5967 246 13.45
2 25 0.5593 25.1 12.6
3 a5 0.5589 251 12.6
4 43 0.5591] 251 11.76
5 53 0.5575 25.1 12 45
b 65 | 0.5588 251 13,45
T 7R 0.5563 24.9 12.6

Note: * Indicates (he best results

I



52
Figure 5.1 shows the neural network structure of the housc rent prediction madel.

The resull of the model is shown in Figure 5.2 and Figure 5.3 shows the actual and
predicted rent for 119 test properties.

FI._SPACE

BEDS

BATHS
BLD AGE
POP_DENS

RES_LUSE

COM_LUSE

. Predicred Rent
COMMY LU

LRAINAGE Qutpui Layer

M_RD_ACC
CHI_ACC
W_MAR_AC
EDY_ACC

SHOP _ACE

Lnput Layer

Hildden Layer

Figure 5.1; Neural Network Structure of Housc Rent Prediction Model
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Figure £.2: Inltial neural network mmdel
From Figure 5.2 il is scen that the neiwork performance swtistic is bener krown as
& or the coelMicient of multiple determinations value of this model was 0.5967. From
Figure 5.3 il can be observed that the lines of ectunl and predicied values are fairly
close. The model had a mean absolute error of 24.6% and it predicied 13.45%

residential properly with average ebsolute error below 3%,

——Arium —— Predected

Houss Rent {Tx)

1 % 9 B Y 4 M M T o W 1M 109 118
Froard Mam ber

Figure $3: Actual and predicted kouse renf of test sample.

35.2.1.1 Retative Importance of Inpuls

The importance of input volues are a relative measure of how significant each of the

inputs is in the predictive model whose weights range frem 0 to 1. Higher vatues are
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associated wilh more important variables (inputs). The relative contnbution factors

of dillerent inputs for the initial neural network model (the relative imporiance of

inputs} are given 1n Table 5.3,

Table 5.3: Relative imporiance value of inputs

¥ariable | Relative Importaoce value
CBD ACC 0.387
COM_LUSE 0.155
RES LUSE 0.11%
COMMU_LU 0.061
FL._SFACE 0.055
DEAINAGE 0.051
POP_DENS 0.043
BATHS 0.036
SHOP_ACC 0.028
BEDS 0.027
EDU_ACC 0.019
W _MAR AC 0.009
M _RD_ACC 0.007
RLD_AGE 0.003

The relative contribution factor shows thal network access distance from properiy to
central business district {CBD ACC), percentage of arca dedicated to commercial
use (COM_LUSE), percentage of arca dedicated to residential use (RES_LUSE) are
important factors that determine the residential property rent of Rajshahi City
whersas network access dislance from propery to major mads and age of the
residential properly structure are the less important factors (Figure 5.4). Community
facilitics has a rclatively high wmpact on house rent compared to usable living area,
population density, number of bathrooms, number of bedrooms and amenities around

the house area. The result indicates that neighborhood attributes play an important

1ole in house rent delermination in Rajshahi City.
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£.2.2 Best ncurnd network model
To develop a better neural network model il was decided 10 eliminate the inputs with

.

Figure 5.4; Relative Importance of Inputs
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low contribution from the model. To do this all the vanables with a relntive

imporiance value below 0.02 were removed from the model. From the initial modet
four varigbles (EDU_ACC, W_MAR_AC, M_RI}_ACC, and BLD_AGE) were
removed. With the rest of the ten variables the model was wrained again. The same

irial and error method was used to obinin the best results. Table 5.4 detils the results
of the seven ANN models created during this procedure. The retwork model ereated

with 80 hidden neurons exhibited superiority in all three performance critenia,

Table 5.4: Alternative ANN modcls varyving the pumber of hidden newrons

Nytaber af Percentape |Percentape of|
hikdden menn Boasts < &%
Model nearen o abagiute ahsolute
error error
" RO 0.621 22.52 14.28
2 54 0.4953 26,12 11.76
3 14 0.6183 25.15 12.61
q 43 0.5649 315.0% 12.61
p 45 0.6065 2398 13,45
6 3l 0.563 2512 14.29
[; 26 0.5632 25.12 14,19

Nate: * [ndicates the best resulls
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The predicting result of new developed model is given in Figure 5.5 and Figure 5.6

shows the ectusl and predicied hause rent for 119 test properties for two ANN
models (The dats used for Figure 5.6 have been soried in ascending actual property
value). The B value of the new model is 62.10% which is higher than the initial
mode] (59.67%). So the new model can predict the house rent more eccurately than
the previous one. Table 5.5 illustrates the results of two models. Second neural
network model had a mean absolule ermar of 22.52% while the inilial model hed
24.61% which would indicarr that the sccond model wes a better model for
predicting house rent. The maximum absolute emor test showed that the second
model outperformed the initial model (157.55% compared to 214.23%). Morcover,
Figure 5.5 gives the evidence of improvement in accerecy using the new model over
the initial model.

Tahle 5.5: Comparison of predictive power of twa ANN models

Marlmum Error
Moded Mean Ataolute | Abrobuete betaw R’
Frror [%] Error (%h) | 5% (%)
Newrsl Netwmark Medel .61 214.2} 15.45 05967

Bect Neurnl Neinaork Madel N.52 157.55% 1428 0.6210
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Fipure 5.6: Actual and Predicted honse rent

5.2.2.1 Relative Importance af inputs

In the second mode! the retative imporanee of inputs has been changed from the
initial meural network model, From Figure 5.7, it can be seen that percentage of aren
dedicated to community facilities and pereentage of area dedicated to commereial
use became important fectors in determining house rent in Rajshahi city whereas
usable living area had very little importance, In both mode!s it is seen that land use

plavs a very imporiant role in determining bouse rent in Rajshahi Chiy.
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Figure 5.7: Relatise imponance of inputs In best ANN model
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Elasticity is the percentage change of house rent with the changes of independent

variables. Llasticity of house rent with respeet to different independent variables has

been discussed below,
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Figure 5.8: House rent elasticity with respect to different independent variables
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Feurtzen independent variables had heen used in this study to determine house rent.

Bul for these analysis two independent variables namely number of bedrooms and
number of bathroecms were not considered beeause they are discrete type variables.
Elasticity of house rent was cstimated with respect to the rest of the twelve
independent vanables using ANN model. The ANN modc! was first trained with 369
residential properties and then tested with a hypothetical cases consisting of average
values of thirteen out of fourlecn independent varables wilh the value of the
remaining independent vanable varying from 10% below average to 10% above
average in 1% increment. Figure 5.8 shows the percent change of housc rent a

dilTerent pownis with respect to different independent vaniables,

Table 5.6: Summary of house rent elasticity estimation

Indcpendent Percent Increase of Percent Change of
Yariables Independent Variables Housc Rent
fram Average Value

FL_SPACE 1% 0.35 %
BEDS 1% 0.29%
BATILS 1% .24 %
BLD AGE 1% -(1.03 %
POP_DENS 1%4 0.09 %
RES_LUSE 1% 017 %
COM_LUSE 1% -0.10 %
COMMU LU 1% 0.13%
DEAINAGE 1% 0.03 %
M _RD ACC 1% =016 %
CBD _ACC 1% .37 %
W MAR AC 1% 0.46 %
EDL ACC 1% -0.03 %
SHOP ACC 1% -0.06 4

Table 5.6 shows the summary of house rent elasticity cstimation, Table 5.6 illustrates
that with 1% change ol the value of different independent variables the house rent
changes by -0.03% to 0.46%. The maximum 0.46% change of house rent occurred
due lo 1% change of the value of network access distance from property to wholesale
markets. It is also found that an increase of network access distance from property to
CBD by 1% will result in a decrease of house rent by 0.37%. On the other hand,

house rent was changed by only 0.03% due to 1% value increase of BLD AGE,
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EDU_ACC. Since the changes of housc rent due to the changes ol independent

variables are not very significant, it can be said that the developed ANN model is a
robust model.

54 Summary

The developed ANN modcl was trained with 360 residential properties (training sct)
and their predictabifity in estimating value was tested with the remaining 119
residential properties (prodnction sct). The neurai network model built for this data
set utilized fourtecn independent variables. The initial ANN model created with 17
hidden neurens exhibited superionty with a R value of 0.5967. The initial model had
a mean absolute error of 24.6% and 1t predicted 13.45% residential properly wilh
average absolute crror helow 5%. On the other hand the best neural network model
was developed utilizing ten independent variables with 80 hidden neurons. The R’
value of the best model was 0.6210 with a mean absolute crror of 22.52%. The
relative conlribution factor of the intlial ANN model shows lhat network access
distance from properly to cenlral business district (CBD_ACC), percentage of area
dedicated to commercial use (COM_LUSE), percenlage of area dedicated 10
rcsidential use (RES_LUSE) are unportant factors that determine the residential
property rent of Rajshahi City, In both models it is seen that land use plays a very
impertant role in detennining house rent in Rajshahi City. After elasticity estimation
it 15 seen that wilh 1% change of the value of different independent variables the
house rent changes by -0.03% to 0.46%. On the basis of the result of this developed

model, the comparative analysis of the predictive power of ANN model and hedonic

price model are presented in the following chapter.
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Chapter 6: Neural Network Model Vs Hedonic Price Model

6.1 Introduction

One of ihe main objcetives of this study 1s to compare the predictive performance of
a ncural network model and a hedonic price model in the context of house rent. This
chapter presents the comparalive analysis of both medels. Three eriteria were used
for comparing the performance of the two models: (1} the mean absolute crror
between |he predicted and actval house rent, {2} the percentage of houses in the
samplc whose absolute emror was less than 5% of the actual rcnt and (3) the
coeflficient of determination £, The best model for predicting actual house rent was
determined to be the onc that resulted in the lowest mean absolute percentage error,
higher R? and/or the hughest percentage of predicted rent with absolute errors below
3% of the actual house rent. The comparison was conducted in six stages or cases.
The first casc conducted the predictive power comparisons utilizing the whole data
set for training and testing, In the second casc the models were trained with 360
houses and their prediclability in estimating value were tested with remaining 119
houscs. In the third case, the ANN model is compared with the besl reduced hedonic
price mode! and the fourth case classified the data set into three house rent range,
The fifth case restricted the data set to include a more homogencous sel of houses
from a single siralegic planning zone area. Finally in the sixth case the tcsts were
conducted both for a normal sample of properties as well as an oullier samplc of
properties. The best neural network models develeped for all the cases wore
determined utilizing a sequential {rial and crror method. The best mode! was selected
based upen the minimum mean absolute error prediction error and the maximum

percentage of houses within a 5 per cent absolute prediction error of the actual house

rent.

6.2 Case 1

The both models in this analysis were trained with 479 houses and their predictability
in estimating value was testod with the same number of houses, All of ihe models

built for this case utilized all fourteen variables which were used to develop the



63
initial neural network model. The hedonic price model was generated using the linear

functional form specification, The coefficients and model summary are presented in

Tablc 6.1. The cocfficient of determination R is 0.552.

Table 6.1: Coeflicients and model summary of linear OLS hedonic model

Unstandardized

Yariahles Coeflicients Standardized t
Coelficients | Distribotion Sig.

B 5td. Error Beta
(Constant} =908, [43 5402140 -1.681 RELE!
FL_STACE 248 038 284 7 R02 RilL)
BEDS JEIE42 43993 a7 8725 RLEY
BATIIS P63.B65 60 96T NER 2688 207
BLD_AGE -1.578 2.166 =025 -T2 AT
BOT_DENS L.355 I 158 A87 1.171 242
RES_LUSE 16.621 13.420 ks 1.238 216
COM_LISE 24 19l 28 D69 RER) 862 R0
COMMU_LL 7126 34.701 4 1.593 12
DRAINAGE =257 RESLL - {134 -360 S04
M_RD_ACC =302 179 227 -4 BBG 00
CBD_ACC Ldd 25 67 344 T
W_MAR_AC 154 153 224 i 160 247
EII_ACC - 026 031 ~027 NEEY AD6
SHOP_ACC (O A7 -0m -003 96

Model Summary

R | RSquare | Adjusted R Square | Std. Error of the Estimate
743 552 539 612.448

a. Predictors: (Constant), SHOP ACC, EDU_ACC, BATHS, BLD AGE, FL_SPACE,

POP_DENS, BEDS, M_RD_ACC, COM_LUSE, DRAINGE, RES_LUSE, COMMU LUSE,
CRD_ACC, W_MAR_AC

b Dependent Variable: RENT
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The generated reurn! network model for 479 houses is shown in Figure 6.1, The

cocfTicient of determination & of this ANN model is 0.7295,
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Figure 6.1: Neurnl Network model

Teble 6.2 illustrates the prediction results of both models for case 1, From Table 5.7
it can be observed that the neural network model outperforms the hedonic price
model in terms of ell of the three criteria, The neural network model had a lower
mean absolute error af 25.71% while hedenic price model hed n mean absolute error
of 29.57%. These findings indicate that in this case, the neural network models did
ouiperform the hedonic price model,

Table 6.2: Predictinn results of two modcels

Abaolnte Error Rengr (%) Neoral Netwark Medel Hedonle Price Mode
] Mo of Houses " No of Hanes

-5 1733 83 14,61 70

o-10 1340 1] 2756 12

B-20 5910 284 45.09 216

=10 4.1 105 34.91 263

Mean Absolute Frror 57 123 19,97 143

o 0.7295 0.552
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In terms of the percentage of predicied house rent within 5% of the actual rent, the

neural network modcl also gave belter result than hedonic price modcl. As detailted in
Table 6.2, the neural network medel predicted a higher number of houses with an
absalute error below 5 % (17.33%) while hedonic price model predicted 14.61% of
thc houses within the 5% absolute error range. As thc absolute emor range is
increased, neural actwork model cutperforms the hedonic price model for the 0-10%
range and the 0-20% range and Lhe greater than 20% range of error. These results had
the similarity with the Do and Grudnitski 1992) results which [ound that their neural

nelwork model had higher number of properties with less than 5% eror than their
hedonic price model.

The coefficicnt of determination R° valuc of neura) network model (0.7295) 1s
significantly higher (han the R’ valuc of hcdonie price model (0.552). The results

inply that the ncural network mode!l can estimate the house rent inore accurately

than the hedonic price inodel. '

6.2.1 Relative contribution of inputs for both models

In the casc of neural network moedcl the relative contribution lactor in Tabie 5.8

shows thal netwoerk access distance from property to wholesale markets

(W_MAR_AC) is the most imporiant factor in determining the house reni where as
in hedonic price model the number of bedrooms of the residential propertics (BEDS)
is the most influential predictor with a coefTicient of 0.367(Table 6.1). In neural
network model, network access dislance from properly to shopping centers
{SHOP_AC(), another iransportation attribule, is ranked second in tenns of
contribution (0.122) followed by a neighborhood attribute, RES_LUSE (0.117). On
the other hand, usable living area is ranked second in terms of contribution {0.284) in

hedonic price model which is followed by a transportation attribute W_MAR_AC.
So W_MAR_AC was found important in both the modeis.
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Table 6.3: Relative contribution of inputs in ANN modcl

Yariahle Relative Importance value
W_MAR_AC 0.53
SHOF_ACC 0,122
RES LUSE 0.117
POP_DENS 0.064
BEDS 0.043
COMMU_LU 0.037
COM_LUSE 0.018
CBD_ACC 0015
DRAINAGE 0013
EDU_ACC 0.013
BATHS 0.01
M_RDY ACC {.009
FL_SPACE 0.004
BLI} AGE 0.003

6.3 Case 2

The medels in this analysis were trained with 360 houses and their predictability in
estimating value was tested with the remaining 119 houses. The prediclive model
built for this case utilized the same fourteen independent variables. The resuits for
case 2 are close Detween the ncural network model and the hedonic price model.,
Figure 6.2 shows the actual and predicted rent of 119 houses of both models. From
the figure il is seen that the neural network model can predict more accurately than
the hedonic price model. Table 6.4 illusirates that the neural network model had a
higher R’ value of 59.67% than the hedonic price model (52.91%%). This indicates that
in this case neural network can predict the house rent more accurately than the
hedonic price model. The neural network model had a mean absolute error of 24.61%
while hedonic price model had a mean absolute error ol 26.70%. S0 in terms of mean

absolute error neural network model did outperform the hedonic price model but
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only marginally. This result is contrary to the findings of the Do and Grudnitski

{1992 siudy that reported the neural neiwork mean absolute error (6.9%) 1o be
slpnificantly smaller than that of regression (11.3%), but supports the results of
Worzala ef al. (1995) study that reporicd the neural network mean absclute error

(14.4%) to be marginally higher than the their regression results {15.2%).

7000
— Aciual = Hedonic — ANN

House Rent [Thj

1 10 19 2H 3T a5 D g4 g | 42 H 100 103 118

Record Hurmiber

Figure 6.2: Actual and predicted house rentf of' 1 19 test sample

As detaijed in Table 6.4, both the neural network model and the regression moded
predicted the same number of houses with an absolute error below 5 % (13.45%).
Worzala ef of. (1995) reporied the same result where both the modeis predicted the
same number of houscs with an absolute crror below 5 % (32.4%). However, as the
absolute error range is ingreased, the neural network model becomes the berer
overall predictor for the 0-10% range, the 0-20% range and the greater-than-20%

range of error.
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Table 6.4: Prediction Results of Two Models Using Case 2 Data

Abseluie Error Range (%4} Neural Neiwork Model Hedonic Price Mmiel
“a e of Houses % Mo of llouses
-5 13.45 16 13.45 1]
014 20.05 3l 24.37 25
0-20 57.14 8 52,19 n2
=2 : 42.86 51 47.50 57
Mean Absnlste Error 24.61 29 ' 26.70 32 ‘
.8 (0.5067 .5291

Table 6.5 presents the rcsults scemented by rent ranges of the test sample. At the
lowest rent range, ANN was the betler performer w terms of the mean absolute crror
test (38.5%). ANN model had twice the percentage of properics (14.6%) with less
than 5% error than the hedonic model (7.3%). In rent range of Tk. 1501- 2300, the
neural nelwork model does the best job. The necural neiwork model slightly
outperformed the hedonic prnce model in the nican absolute error test (16%
compared to 16.1%) and it also did a beller job of predicting rent within 5% of (he
actual rent (22.9%:} than the hedoruc model (8.7%) in this rent range. In the highest
rent range (Th, 2500+), ANN again does a better job in predicling the actual rent than

hedonic modcl in terms of mean absolute error test and the 5% error test.

Table 6.5: Comparison of the predictive power of each model per price range
using Case 2 data

ANN Hedonic Price Minlel |,
Mlean Error Mcan Error
Rent Range Mo of Absolute Below 5% Abhsolute Below 5%,
Houses Error (%) (%) Error (%) (%)
Tk. @ - 1500 4] 38.5 14.6 43.3 73
Th. 1501 - 2500 43 16.0 22.9 160 18,7
Tk. 2501+ 30 17.8 16.7 19.3 13.3
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6.4 Case ]
In this case the best reduced hedonic price model for residential property rent asking
pnce developed by Habib (2004) was compared with the neural network model. The
neural network model was developed utilizing those independent variables which
were finally selected for best reduced hedonic pnce model. There are several
methods of regression for best reduced model depending on the method of entry and
removal of independent vanables (o and from the regression model. This study used
ihe stepwise method to find out the best-reduced model which was used by Habib

(2004} in order to enhance the comparability of results between the two studies,

In total, six models had been constructed in the stepwise regression procedure. To
insure replication of the methodology utilized by Habib (2004), two criteria had been
used in removing independent variables in the stepwisc regression inethod. They
were based on an £ stalistic that is the square of the ! statistic. The first criterion for
removing variables was the ininimum F value that a variable must have to remain in
the model. This minlinum value is somelimes known as the F-to-enter. The second
criterion is the maximum probability of F-to-remove. In this study, the second
coterion was used with a value of 0.10 for the maximum probability of F-fo-remove
and 0.05 was selected for the minimum probability of F-fo-enter in the regression

modsls. The model summary found afler running stepwise regression is presented in
Tablc 6.6.
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Table 6.6: Model Summary

Adjusted | S1d. Error of
Model R R Square | R Square | the Estimate
1 (.620 385 JB4 T08.054
2 0.679 el 459 663.436
1 0711 506 503 635.762
4 0.723 323 519 625.731
3 0.731 534 329 . 618542 "
6 0.737 543 I 538 61320

1. Predictors: {Constant), BEDS

2. Predictors: (Constant), BEDS, FL_SPACE

3. Predictors: {Constant), BEDS, FL_SPACE, COMMU LU

4. Predictors: {Constant}, BEDS, FL_SPACE, COMMU _LU, M_RD ACC
5. Predictors: (Conslant), BEDS, FL_SPACE, COMMU_LU, M_RD_ACC,
W_MAR AC

6. Predictors: (Constant), BEDS, FL_SPACE, COMMU LU, M_RD_ACC,
W_MAR_AC, BATHS

* Dependent Yariable: Rent

Among the six models, the best reduced model is comprised of three structural
atinbutes (BEDS, FL_SPAC and BATHS), one neighborhoed attributc name
(COMMU_LU) and finally two transporiation attributcs (M_RD_ACC,
W_MAR_AC) with a coefficient of determination & of 0.543,

For this case Lhe neural network moedel was devclnpéd utilizing the above six
independent variables which were finally selected for the best reduced hedonic price
model. The final model result found utilizing these six variables is shown in Fignre

(.3, From figure it can be seen that the cocflicient of determination R? value of the
model was 0.6153.
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Figure 63: ANN modcl using casc 3 data

Table 6.7: Predicting Results of Two Models Using Case 3 Dats

Absolute Frror Raoge (%) Nearul Metwork Model Hedeale Price Model
W No of Hotwes "2 No af Houvea
0% 15.8% 76 1451 70
0-10 2944 141 28.18 135
0-20 5595 268 5219 250
>20 4405 211 41.81 2
Mean Absntnte Error 18 135 30.14 144
o 0.6153 0543

Table 6.7 presents the resulis of best reduced hedonic price mode! and neurnl
network model. These resulis further evidence Lhat consistency exists in the neural
network models’ better ability 1o eecurntely predict the actual housc rent over the
hedonic pricc model. The neurnt nerwork model performed better in terms of the
mean absolute error test {28.22% compared to 30.14%). The neurnl network model
did s better job of predicting house rent within 5% of the eciual rent {15.87%) than
the hedomic pricc model (14.61%). The ncural network model outperforms the

hedonic price model as the absoluic error ranpe is increased. Since the & value from
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neural network model (61.53%) is higher than the hedonic price model (54.3%), it

can be said that the neural network model can estimate the house roent more

accurately than the hedonic price model.

6.5 Case 4

The data used in this case were classified into three house rent ranges. The ranges are
Tk. 010 1500, Tk. 1501 to 2500 and more than Tk. 2500. 1n this anal;-,’sis the models
of each renl range were trained with one data set and tested with other data set. All of
the predictive models built for this case utilized the same fourieen independent
vanables. The sample number of houses representing cach data set is given in Table
6.8. The two samples of cach price range were created by [irst sorling the houses by
location, then by rent, and then by picking every fourth house for the production set.
Table 6.9, 6.10 and 6.11 dctail the descriptive slatistics of the entire sample of cach
rent range and two subseis for training and testing. As can be seen from the tables,
there were no sigmficant differences between the traiming and testing data subsets of

each rent range and each is a fair representation of the entire data set.

Table 6.8: Training and test sample size of each rent range

Training Sample |  Test Sample Total

Rent Range (Mo of houses) {No af hauses) (No af hauses)
Tk. 0 - 1500 135 45 180
T 1501- 2500 138 46 184
Tk 2500+ 87 28 115
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Table 6.9: Descriptive Statistics of Sample house for rent ranpe 0-Tk.1500

Mean Maximum [ Mininum
Enlire | Traiolng | Tesiing { Entire | Training | Testing | Enlire | Training | Testing
Varinbles Sample Set Sri Sample Sct St Sample Yet Set
RENT 104306 10430 G | OID43.0 | 10436 | 10436 | 10436 | 10436 | 10434
FL_SPALE 10795 10331 1158.% | 60000 | 4000.0 | 60000 ] 2000 200.0 RILIRH
BES A0 19 22 410 410 40 1.0 1.0 1.0
BATHS 1.1 1-1 i2 2.0 2.0 2.0 0.0 0.0 0o
BLD_AGE 161 159 16.% 49.0 200 G9.0 an 2n 20
TQr_DENS 542 40 350 1617 161.7 161.7 T4 74 14
RES_LUSE LEA D T 356 45.4 45.4 454 270 70 210
COM_LUSE 45 4.5 4.4 LA E.4 L) 14 14 L4
COMMU_1LU 24 24 24 53 53 5.1 02 n.z 02
DRAINAGE 114.0 1125 L4 601 G114 60,1 2.5 2.5 kR
M_kp_acc | 11354 11138.5 11266 | 28705 | 28718 [ 26274 1750 1750 ns.0
Chh_AlC 2939 3 2951 20071 | 56036 | S5603.6 | 54999 | 32035 JEL4 3203
W_MAR ac | 24972 23030 [ 24775 | 56034 | 36034 | 53501 183 4 183.4 3205
EDU_ACC 8922 o0 & 8A5.0 | 2T3E | I70ME | 23483 i 3.1 351
SHOP_ACC | 23403 21401 23378 | 6911 [ 56910 | 34467 [ 1494 159 149.48

Table 6.10: Descriptive Statisties of Sample house for rent range of Tk. 1501-2500

Mican Mz im Minimum
Varialbles Fatire | Training | Testing | Entire | Training | Testing | Entire | Training | Testing
Sample el el Sample el b1 Sample Set Set
RENT 201431 | 142z | 21457 | 250000 | 250001 | 25000 | 15800 | 15800 | 16000
FL_SFACE 16147 | 16306 | 15672 | §O000 | 80000 | 26000 ; 5000 S00.0 HUG O
DEDS 29 KXH 27 4.0 40 4.0 2.0 20 2.4
BATHS 1.6 1.6 1.4 g 3.0 3.0 1o i.0 1.0
BLD_AGE 0.1 213 6.5 1290 129.0 51.0 2.0 20 2.0
FOP_DENS 68.0 9.2 G675 161.7 Lal.7 1617 74 7.4 74
RES LUSE 422 423 420 454 45.4 454 270 270 210
COM_LUSE 63 0.5 6.5 6 &0 8.6 1.4 1.4 1.4
ComMU LU 33 3.3 33 52 5.3 53 0.2 n.2 0.2
NRAINAGE LX) 3d-1 393 FEXR 403.5 T30 11 L3 14
M_RD_ACC B55.5 854.1 B394 | 22460 | 20547 | 22450 | (482 M3 18E.2
CED_ACC J0Z1.0 | 2018.9 | 20272 | 5403.6 | 34046 49461 | 2075 20735 3an2
W_MAR AC | 16369 | 16453 | 16828 | 49450 | 4R423 | 40450 [ 2073 273 239.9
EDU_ACC Bip.3 9972 T30 | 177786 | VTTPS.G | 23058 7.8 18 639
SNOP_ALC 15547 ) 15454 | 1582.1 | 50845 | S0B4S | 50335 | 1l4n 114.6 2133
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Table 6.11: Descriptive Statistics of Sample house for rent range of more than Tk. 2500

Mran AIaximum Minimam

Yariables Eatirc | Training | Testing | Enfire | Tralning | Testing | Entire | Traning | Testing

Samgple Set S Sample | Set Set Sample Yot Set
RENT 31041 ERLL 21000 TG THK 0 1AL N ZH4 D 20010 PACY IR
FL_SMACE 21477 21077 R4 T 0 PR 43304 BCHR D RO 1 LOeHE O
AEDS 32 3z £ 4.0 41 40 L.k 14 20
BATHS L 1.9 2.0 0 in 30 1o (Y 1.8
BLD AGE 0.0 201 5 6.0 &9 510 1.8 1o Pl
rOF_DENS T4l 1 713 161.7 Lal.7 11,5 935 b3 w3
RES_LUSE 415 415 43,5 45.4 454 454 M4 8.4 2E4
COM_L1SE 14 T4 13 B4 Ef 4 1.¥ 1.5 18
CORMU_LL 14 iy js 53 31 33 1.0 10 L4
DRAINAGE b 3.5 0.4 T2 by 171.2 23 X3 47
M_RD ACC B35 8 k.55 6d0r | 23400 PR ETIN 1428.0 485 af g 43.3
CRD_ACC 17553 1755 3 16819 L11] 4] X 632 T 2252 2252 21532
W_MAR AC 14667 14667 13819 50410 504140 352 a K211 2.1 1214
EDU_ALCT P44 pEE R LN 24754 247T50) MI50 21.7 27 e
SHOP_ACC b2 12263 L1423 L1pl 3 NMa 3740.1 a8} 885 B33

Table 6.12 shows the prediclion resulis of cach model for different house renl range.
It can he seen from table that when the data sct was constrained to different house
rent ranges, the results for mean absolute error of ANN models for each rent range
was less (han that of hedonic price models. The ncural network models predicted the
higher percentage of houses than the hedonic model with an absolute eror below 5%
for all the rent range. So in terms of the perceniage of predicted rent with 5% of the
actual rent, the neural network models outperformed the hedonic models. The
maximum absolute error showed that the neural network model became better model
than the hedonic price model since the neural network model had Jower maximum
absolute errors for all three rent ranges. Therefore, the results provide a clear

evidence of neural nctwork model’s superiorily over the hedonic price model in

predicting house rent.



Table 6.12: Prediction result of each model using Case 4 data
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ANN Hedonie
Fent Range Mean Mazimuin Errar Mcan Maximom Error
Absolute Abeolute Relow 5%, Absolute Absalute | Below 5%

Error (%) | Error (%) (%) Error (%) | Error (%) (%)
Tk. 0-1500 27.93 156.51 20 28.13 157 48 20
Tk 1501-2500 | 837 20.81 3913 9.39 44,47 36.96
Tk. 2500+ B.33 10,009 42.86 894 44 89 36.29

6.6 Case 5

The data in case § was constrained to a more homogeneous sct of houses. This was
accomplished by including houses from only onc Strategic Planning Zone (SPZ) arca
defined by the Rajshahi Master Plan Project. The models were trained wilh 145
houses and tesied with 48 houses, representing a homogencous set of houses from
SPZ no. 18 arca, The location of these houses is shown in Map 6,1, The two samples
were created by [irst sorting the houses by renl and then by picking every fourth
house. The models buill for this case utilized the following cleven independent
vanables: usable living area, number of bedrooms, number of bathrooms, age of
residential property structure, population density, Buclidian distance from the
properly t;:t nearest point of drainage network, network access distance from propeniy
to central business district {CBD), network access distance from property to
wholesale markels, network access distance from property to prmary school,
network access distance from property to shopping centers. Three variables namely
percentage of area dedicated to residenlial use, percentage of area dedicated to
cormmercial use, percentage of area dedicated to commumity facilities have been
removed from models becavse there are same values of these three variables in all of

the data sct. Table 6.13 contams the descriptive statistics for this case,
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6.13: Descriplive Statistics of Sample houses for Case 5: $PZ no 18

17

Mean BIaximiim Minimum
Fotire
Yariables Sample | Tralning | Testing Entire | Training | Testing Ennre | Training | Testing

{103) [ Set{145) | Set(48) | Sample Ser Set Sample St e
RENT 21458 | 21348 | 21788 | S04 | 50000 [ S000.0 | 350.0 350.0 SO0
FL_SPACE 15816 | 15044 | 15430 | 8000.0 | BOOO.0 | 28000 | 20040 200.0 200.0
BEDS 249 249 19 4.0 4.0 4.0 1.0 1.0 20
BATIIS 16 16 17 30 ERY 30 1.0 1.0 1.0
GLD_AGE 22.3 222 224 129 { 192.0 129.0 1.0 20 1.0
FOI' DENS o2 §9.2 932 161.7 161.7 161.7 358 358 158
DRAINAGE 20.3 20.7 19.4 231.1 2511 133.0 1.3 1.3 3.3
M_RD_acc | B05.6 114 7RR.Z ) 22004 | 22004 | 151946 | G0 2069 2787
CBD_ACC 14974 | 14944 | 15064 | 51428 | 51428 | 30129 | 2075 207.5 3203
W MAR AC | 12126 | 121558 | 12028 | 4588.0 | 49880 | 26139 | 1765 183.4 176.5
EDU_ACC 7005 693.5 7379 | 25838 ) 25818 | 162746 211 21.3 4316
SHOP acc | 13772 1 13055 | 14126 | 52302 | 52302 | 30257 | 1144 148.5 114.6

The results of the neural nelwork model, in terms of the mean abselute error, were

better than the results with Case 2 dala but worse for the hedonic price model. In

terms of mean absolute crror, neural network model (24.3%%) outpcrformed the

hedonic model (27.3) in this case.

6.14: Prediction results for both models using Case 5 data,

Absolute Error Range (%)

Neural Netwerk Model

Hedonic Price Model

Yo No of Houses Na of Houses
0-5 18.8 9 16.7 g
0-10 23.0 12 25.0 12
0-20 54.2 26 419 23
=20 45.8 22 52.1 25
Mean Absolute Error 4.3 Ul 213 13
y.o D512 0.501
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Table 6.14 shows the percentage of houses (hat had predicied values within 3% of

ihe actual rent increased for both models in the corrent case. The neural network
mode] had a higher percentage (18.8% compared (o 16.7%). Both models gave the
same resull at the 0-10% range whereas the ANN model had fewer houses in the 0-
20% error range and greater than 20% error range. Figure 6.4 shows the actual and
predicted rent of both models for case 5 daw, From the figure it is seen that the
neural network model can predict mare accurately than the hedonic price model. In
ihis case, the B [rom the neural network model (0.512) is slightly higher than the I
of the hedonic price model (0.501). 'hese results indicate that with a homogenous set
of data neural network model had better prediclion capability of house rent than the

hedonic price mode].
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Figure 6.4; Actual and predicted house rent of two models using Case § data

6.7 Case &

The case compares the predictive performance of ANN model and hedonic price
model with respect to their ability to estimale the value of a random sample of
“normal” residential propertics and a sampic of outlier properties. Outlier propertics
were determined as properties that possessed a z-score greater than 1.7, A z-score
was measured by subtracting the property rent from the average rent of the houses in

the sample and dividing by the sample standard deviation. Thirty outlier properics
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were identified and separated into an “outlier” holdout sample, leaving 449

propertics in the “normal properties” data set. The remaining 449 propertics were
soned by rent and every fourlh properly was separaled out into a “normal” hoidout
sample, leaving 337 properties lo be the training sample for creating both the ANN
model and hedonic price model. Table 6.15 details the descriptive statistics for each
of these data subscts. There were no significant differences between the training and
the normal holdout data sets. The average house rent in both the training set and
normal holdout sample was approximately Tk. 1900, and standard deviation of Tk.

752 was observed. House rents in thesec two subsets ranged from Tk. 500 to Tk.
3,300.

The properties in the outliec holdout sample exhibit significant differences from the
training and normal samples. These properties were gencrally more expensive with
an average reat of Tk. 2,500, a range of Tk. 300 to Tk. 7,000, and a standard
deviation of Tk. 2,081. Fourteen variables, which have been used in the previous

cases, were chosen as the independent variables for bath models.
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Table 6.15 Descriptive Statistics of Sample houses for Case 6

Mean M xi i Minimum
¥arinbles Training MNarnal Outlicr | Training | Normal { Crolier | Tealnfng | Sermal | Ouoiler
Sel (3371 | Set {1131 | Sct{30) Sel Srt Yet Se Sict Set
RENT 19227 | 19297 [ 25217 | 3300.6 | 3200.0 | 7000.0 | 300.0 | 5000 | 3000
FL SPACE | 15515 | 14488 | 16227 | 3000.0 | 4400.0 | 45000 | 200.0 | 300.0 | 2000
BEDS 2.6 27 2.6 30 4.0 40 10 K] 1.0
BATHS 13 14 16 3.0 3.0 30 1.0 10 | 0o
BLD_AGE 19.2 17.6 157 | 1290 | 1020 | 690 | 2.0 2.0 1.0
POP kNS | 65.1 5.3 567 | 1617 | 1617 | 1617 | 74 7.4 0.5
RES_LUSE | 413 415 | 389 | 454 | 454 | 454 | 270 | 270 | 234
COM_LUSE 5.9 6.1 55 8.6 8.6 8.6 14 14 13
commu LU | 31 3l 78 53 53 53 0.2 0.2 1.0
DRAINAGE | 626 527 | i0L1 | 7800 | 6110 | 3914 | 13 23 2.6
M_RD_ACC | OLL1 9144 [ 10405 [ I7179 [ 26271 | 28715 | 1465 | 488 | 2737
cBo_acc | 2276.1 | 22079 [ 29498 | 55355 | 53762 | 56036 | 225.2 | 3075 | 2188
W Mar_AC | 18967 | 18343 [ 26134 | 33499 | 5350.1 | 56034 | 821 | 1736 | 2780
EDU_ACC | 9384 896.4 | 790.5 | 17775.6 | 24750 | 27018 | 7.9 31 | 219
sHov_acc | 1727.3 | 17170 {24645 | 55375 [ 54467 | 5691.1 | 149.6 | BE3 | 3665

Table 6.16 delails the mcan absolute crror and maximum absolutle error test results
and the R2 valuc. ANN mode! performed better in normal hold out sample resuits,
When measured by the mean absolute error test, the ANN model outperformed the
hedonic price model. The maximum absolute error test showed that ANN model did
outperform he hedonic price model {317.9 per cent vs. 320.7 per cent). The higher
R2 value of ANN model (0.612 compared to 0.564) indicates that the ANN model
can predict the house rent more accurately than the hedonic price model. Thus, the

results indicale the out performance of ANN model for the normal holdout samiple.

The results from the outlicr sample clearly demonstrate the lower performance of
hedonic price mode!l in comparison to ANN model. ANN model had the mean
absolute error of 78.1% which is far better than that of hedonic price model

(104.3%). The maximum absolute error test showed the better performance of ANN
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model {3003 per cent compared te 333.8 per cent). ANN model can predict the

outlier properlies more precisely than the hedenic price model since its R value is
signilicantly higher than the hedonic price model {0.579 vs. 0.478). So the rcsults

show that ANN model outperformed the hedonic price model for the outlier holdout

gample.
Table 6.16: Prediction results for both models using Case 6 data
Resultz of the “Normal™ Results of the “Owitlier”
Holdont Sample Holidout Sample
ANN Hedonic Pricing AMNN Hedonic Fricing

o 0612 0.364 0.579 0478

Mean Absolute Ecror (%} 233 26.7 751 1043
Mazimum absalute Error (%) 3179 320.7 ao)3 KRR

Table 6.17 shows the percenlage of predicted value within 0-5 per cent, 0-10 percent,
0-20 percent and over 20 percent absolute crror {rom the actual house rent. The
resulls for the normal holdout sample show that ANN model had twice the
percentage of houses with less than 5% error than their hedonic price model which

concides with the Do and Grudnitski (1992) results and with the increase of crror

range ANN model did outperform the hedonic price model.

Table 6.17: Predictive power of the models

Results of the *Normal® Results of the “Outlier™
Absolate Error Holdout Samgple Hrldout Sample
Range (%) | ANN (%) |Hedonic Pricing (%) ANN {%) Hedonic i’r’icillg (%)
0-5 20.5 10.7 6.7 .0
0-14 339 268 67 0.0
0-20 59.8 56.3 13.3 i3

=10 4.2 438 86.7 96.7
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The results from the ocutlier properties sample tests support the contention that
hedonic price mode! are ineflTective estimators of outlier values. Hedonic price model
could not estimate any property within 5 per cent and 10 per cent of their actual rent
where as ANN medel predicated 6.7 per cent of houses for both the range. ANN
model also outperformed the hedonic price model at the 0-209% arrange and the

greater than 20% range of error. Therefore, the resulis provide clear cvidence of
superiority of ANN model for the outher holdout sample.

6.8 Summary

The results discussed in this chapter indicate that the neural nctwork model
outperformed the hedonic price model in all of the cases in predicting house rent of
Rajshahi City, although the differcnee between the two models was not large in all
cases. Major concemns regarding the consistency of neural networks have been aired
n Lhe literature. The study found no problem of consistency. The analysis done with
the meural network model pave better results consistently in all of the cases
discussed. ANN modei as well as hedonic price model performed better when they
were trained and tested with same data set and they performed poorly when they
were used for ount-of-sample forecast, although in both cases ANN models
outperformed the hedonic price models. ANN model also showed its supremacy in
predicting outlicr data set. As a result, the ANN model yields better prediction results
compared to lhe hedonic pricc model. Based ou the analysis of this chapter some

recommendations have been formulated in the following chapter including

concluding remarks.
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Chapter 7: Conclusion and Recommendation

7.1 Conclusion

The study has developed an artificial neural network model for house rent prediction
using 479 house informaticn of Rajshahi City. The B of the developed ANN mgdel
15 0.621 for sample ferecast. The study has demonstrated thal neighborhood
attributes are the most significant factors in determining the house rent of Rajshahi
City. The percentage of area dedicaled to community facilitics and percentage of area
dedicaled to commercial use have contributed more to the predictive power of model

than the other atfributcs. So it is seen that land use has a great impact on house rent in
Rajshahi City.

The study also empincally compares the predictive power of the arificial neucal
network 1nodel with the hedonic price model on house renl prediction. The
comparison was conducted in six stages or cases. The [first case conducted the
predictive powet comparisons utilizing the whole dala set for training and testing. In
the second case the models wers trained with 360 houses and their predictability in

eshimating value were tested with remaining 119 houses. In the (hird case, the ANN

model is compared with the best reduced hedonic price model and the fourth case
classified the data set into three house rent range. The fifih casc restricted (he data set
to include 2 more homogeneous st of houses from a single strategic planning zone
area. Finally in the sixth case the tests were conducted both for a normal sample of
properiies as well as an outlicr sample of properties. The results indicate that the
neural network model cutperformed the hedonic price mode! in all of the cases. In
this study, the ANN model consistently gave better result than the hedonic price
model, although the differcnee between the two models was not toe large. ANN
model and hedonic price model both do better when they are trained and tested with
the same data set but they performed poorer on out-of —sample forecast. But in both
cases ANN model showed better results in comparison to hedonic price model. The

study also supports the superiority of ANN model in prediction of outlier holdout
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sample. The artificial neural network model can overcome some of the problems

relaled o (he dala patterms and the underlining assumption of the hedonic price
model. As a result the model can give a better prediction resull when compares with
the hedonic price model. Nevertheless, 1t should be noted that the optimal artificial
nevral network medel is created by a tmial and error strategy. Without this stratepy

the results may not indicate superiority of the neural network model.

The study indicates that some problems are encountered during the development and
implementation of the ANN modcl. The problems are that the proper settings for the
models are not ebvious and it takes several iterations to find the set of parameters
that best fit an application. Like some other studies {Worzala ct al, 1995; Allen and
© Zumwalt, 1994), this study found thal small changes can rcsult in very different

hindings and the stopping point of learning is critical. In some cases it is very

dilficult 1o prevent overtraining.

In light of the short comings of the hedonic price mode! and the comparaiive
goodness of the results of the ncural network, the study supports the conclusion of
Do and Grudnitski {1992) who indicated that a neural network model perfonms better

than a multiple regression model for cstimating the value of residential property.

7.2 Recommendations

While the resulls of this stndy indicate thal neural networks are very reliable, it is
also necessary to do further research on larger and different data sct to eslablish the
superionty of ANN modcl over the hedonic price medel, More research conld
determine 1if other sofiware package and/or other data scts experience similar results.
For example the current results might not be representative of all possible data sets
and further rescarch would determine the sensitivily of the valuation lechnique to
data differences. It may be possible that ncural networks will do much better job
than hedonic price modeci if the nonlinear relationships between the variables are
grcater. This siudy considered mily ong year rent information of the houses. The time

cifect of the house rent, which could potentially impact the estimated results was
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ignored in this study (the same house should have different rent in different years,

assuming the age factor 15 constant}. So this time cflect of the house rent should be

congsidered in fuhire resecarch.

The results of this study do provide a practical recommendations regarding
application of this model that if an artificial neural network model is to be used, the
process and resulls of thos study suppott a trnizl-and-error strategy 1o find the optimal
artificial ncural network modcl. It was only through this stratcpy that the ncural

network models created in this study could compete with the hedenic price models.

Finally cautions must be undertaken before any deeision to utilize these methods in
vaiuation practice of other urban areas. Because the results found in this study could
be a function of the specific data characteristics of the sample used. However, despile
the comparative advantage of ANN mode! in house rent prediction over traditional
hedonic price model, the uitimate henefits of a newral network model can be fuily

realized when 1l perfonms better on larger and diflcrent data set.

Based on the findings of the study cerlain recommendations can be made lor
practical applications of this model 1o Bangladesh. Some recommendations may be

also wseful for plan formulation and implemeniations in Rajshahi City.

The Rajshali Development Authority (RDA) should luke low income housing
projects apart from the central business district as the study showed that housing
rents decrease with the incrcasc of distance from the CBD at Rajshahi City, This
study showed that the percentage of arca dedicaled to community facilitics and
perecntage of area dedicated te commercial use had a great contribution in
determination of house rent of Rajshahi Cily. So the Rajshahi Development
Authority should develop housing projects in the areas where percentage of
community facilities and commercial use 1s lower. The [indings and developed
model of this study is expected to be very helpful o the Rajshahi Dcvelopment
Authority {(RDA} as they have already taken an cxtensive effort for transportation

infrastructure investment to increment transportation network through the Rajshahi
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Mater Plan Project. They can usc this model to predict the house rent changes due to

the implementation of this transportation project. By predicling house rent they can

collect additional taxesfrevenues for the implementation of the project in Rajshahi
City.

An accurate prediction of house renl/pnice 1s important to real estate developers. Real
estate business is now booming in urban areas of Bangladesh. The ANN mode! can
be an effective 100l for these devélupers and investors for cstimating house renl/price

more accuratcly over traditional methods. By using this model and results of this

study the real eslate developers can casily select location of different housing
projects in Rajshahi City.

Public authoritics can assess holding tax, regulate roent more easily using this model.
Most of the house owners in Bangladesh buili their houses by taking loan from Bank.
This loan approval process is very time consuming due to the unavailability of any
authentic properly valuation techniques. The loan providers can use this model to

estimate the house price which will help them to take decision whether they provide

loan or not as well as reparding the amount of loan.
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Table: Structural Attributes and Coordinate locations of the residential properties

RULET ID

FI. SPACE [BEDS BATHS (BLD AGE| X COORD] Y COORD

1 L4030 2 i 3 Jo0502.67420] 69515096325
2 1600 3 2 24 260445 78300 695183, 70800
3 1700 3 L 24 IG079.90030| 68524130260
4 16 3 2 14 JoBB6R.GRINN) 695307 4120
5 400 3 1 25 339358506001 605248.77990
b L6650 3 I 14 339510 66500 605604.10450
7 1alh 3 1 14 338426.55350| 69570253000
B 1200 3 1 24 159596.96600| 535777.31429
9 1400 3 1 ) 359901.48400| 69578559350
11} 1200 3 1 14 360075 61350 69574452250
11 1400 3 [ 19 60143 05100 695541.33850
12 2{HH) 3 1 1a 3I60273.94200| 695633.77245
13 1600 3 1 g 36042206930 69562211300
14 1600 3 1 14} J60466.335000 693808.75150
15 1200 3 1 14 36045043635 69586403950
16 1600 3 1 2i 36057566300 6956096.56645
17 1 G{H) 3 1 15 60484 58935 50550400204
15 1200 3 2 24 JO0T14.73T05| 693050.55180
19 1200 2 1 15 360024.34700| 69547778500
2 1000 3 1 id 3600361953} 695680.08435
21 1200 2 1 E3) 36036467100 695749161 5)
22 1000 2 1 13 I60148.63475| 69576451470
23 20 2 1 4 360314.75650] 605028 94215
25 1200 2 1 4 50640 89545| BASAS1. 30850
a6 1400 3 2 33 58028 3L3TN| 695431.37823
27 1400 3 2 3 32802450181 69339001112
28 1800 4 2 21 F3T038.52000| 495473 (7800
24 1600 3 1 3% 358033.84773] 695589 20600
30 1400 3 2 17 I3R085 85800 625508,70200
3l 1400 3 2 52 IAR199.34500) 69557333750
2 1400 2 1 12 J3B121.78639] 60344310158
33 1203 3 2 16 357946.45350| 695473 59500
34 1600 3 i 9 358081, 18600| 695654.51146
35 1804 3 2 12 I5R041.29250| 69571812644
3G 1800 3 3 24 370590450 A05509.16350
37 1200 3 2 21 357813.15000| 695549.97450
38 1400 2 1 17 3370136870 695576.09850
39 1440 3 2 i1 35775331700 635610.40600
40 EG00 2 1 ] 357668.30400] 695606.05950
41 1800 3 2 23 3aTH52. 83483 69573976955
42 1800 2 1 39 357626, 28076 G95303.97350
43 1800 3 2 49 357604, 55024| 695581.05650
44 2043 3 2 12 157A90.00150| 695471.18000
45 1000 2 1 22 35768132750 69540585900
46 1280 2 i 9 357635.32650] £95436.29500
47 1209 3 2 24 35TIR6.95751) 695464.09165
13 1200 2 1 i 157667.88250| 69556598500
49 1000 2 1 29 33769110995 §95746.94353
50 1600 2 1 9 J5704. 590211 6953701.16003
31 2500 4 2 54 358260.68800] 69487728050




--q.
52 2400 [l i 14 358291,06000] 604837604 10
53 2500} 4 2 36 ISBA0A, L5650 &94E05.00970
4 250 1 i 22 358360.57325] 6475160220
55 2000 1 1 17 JSE367,19000] 60486223150
56 2200 4 3 24 358230.09600| 694E85.04150
53 1570 3 1 Ad ISBAG6.01925| 65457252850
58 1240 2 1 39 V58454 62700 524569 50450
49 2050 [ 2 26 158508.27100) 694826.83900
&0 1700 [ 2 £ 358051.58300] 69496774400
61 2260 4 2 24 ISB0G7.E01 85| 654992.05380
62 1700 3 1 69 358178 01407 654505.18185
(] 2204 1 | 2 35505623050 694522.61000
&4 1200 2 1 i1 JSE06A. 16700 69488045700
63 1796 3 i 17 ASED74.65200] £9491).30R00
[T 1750 k] ] 9 358292, 33200] 695350.91500
&7 500 L] 1 44 J5R291 48900] 695421 80300
[ 1500 3 2 24 1582211930} 695407.615649
&9 1450 k| 2 12 J58254 E9500] 695403, 13700
70 2120 [l 2 19 I58266.790%)| 695177.06200
12 170G 3 l 25 5811 5. 85000 69558294400
73 1600 3 i 102 3584564 .33500] 69515862300
T4 1434 3 2 44 155480,33000) 695228 S6050
75 1816 3 2 04 353395.28200] 69516667660
Bl 2600 3 2 6 ASBAGT.IBES0] 594004 26500
[F] 3500 4 3 56 358586 061050 696045 85788
21 1500 2 1 & 35855575450 696070.1805%
24 31500 3 3 2 15815611050 495902.26343
B 2000 2 1 29 158415,57050] 695576.82200
B& 3600 4 2 12 35841).20600| 695828.456200
87 3400 4 3 27 I158451.59085] &95780.31300
ER 2500 3 ] 28 3155392 39030 69579492600
g9 2200 1 ] 14 35B46% 655501 695731.05650
90 3500 4 2 42 I58212.56150] 59591555000
91 3500 4 i1 22 ASBLG1. 47404 HO5956 BSIOG
92 2500 3 b] il ISEL41.83250] 696014 47100
93 an 4 2 12 JS5EOSE.OA131] 69596890850
54 1800 1 2 37 ISROTO.ELLOG| 694006,37550
95 2000 3 2 36 I5K031, 38250 695961.20550
26 1200 4 2 17 157997 428655 695065.56900
a7 1000 4 Fl 14 357911.13841] 696044.47300
08 2400 3 2 14 ISTEDG. 4890 5%6121.00057
100 2600 4 2 k] 15771 L.90600] 69615455050
101 2100 1 2 21 3559%3.50650| 694971.21250
102 2200 3 z 5l 359020.64800| 69496106000
103 2150 3 2 L5 J5B954.49300| 53494626450
104 2500 4 2 25 ISODLD.62353] 604800, 10530
105 2100 1 2 k)] 155079.173001 604917.7554%
106 4400 3 2 54 350042 85050 694941.33250
1Q7 2500 4 k] T 3589501 L075] 694994.72000
108 2600 4 2 29 ASRR92 57250 £94977.73%50
109 2400 1 2 14 358587.19700] 694933.9118E
110 2200 E] 1 16 JISER16.09100| 695062 44750
b3l 2100 2 1 129 158924 90600 £95130.25350
112 2400 [l ] k] I5E945.34900] 695158.70300
TE 2200 3 2 ] JSP01E.28700] 695034.79400
114 2100 4 2 4 ISEDI0R150] A9S24652720
116 7000 3 2 o4 A5888).21650] 6951172.5215G
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2600 4 3 3 I58847.85100| &95159.63030
118 200} 4 3 19 35881563150 693241 B476E
119 2400 4 2 28 ISRYSO3100) 69527320700
120 1700 3 p 24 ISETIRTORTO) 6952710597598
121 2600 3 2 24 358570 37550 654920.55950
122 2400 4 2 g 358594 .58400| 694819.01500
123 2400 4 2 35 5857776550 694773.14100
124 200 1 1 24 JRR576 641500 69474559400
125 1000 2 i 14 358599.01000 o%4734.75550
126 L300 2 2 & I56640.55550| 69543572450
127 3000 3 2 g 3156793.16050; 695406,23150
128 131 3 P 18 356928 80445 69544517283
129 1600 2 I 13 156993.20300| 52539680004
130 1000 4 1 16 356971.01200] 695477.33400
131 1900 3 2 45 J5T7023 (0909 49546673600
132 2000 1 2 i4 JSTET.SETO0 695442 90300
133 1o 4 i 26 327061 42450, 6953507 21150
134 2004 4 1 9 F3T031 6875 G93340,85350
[KE] 2100 3 ? 17 357013.57483| 695570.48600
136 1600 2 I 14 IFTIFRTOL50) 695551 48850
137 1804 3 2 4 F3TIE D000 695551, 7450
138 1500 3 2 7 356335.22700| 69350242000
139 2000 3 1 54 355626612040, 695489 40400
140 1800 2 l 102 356221 78100 695543.23700
141 1700 3 1 4 356246.35000( 635710.15700
142 1600 P L 44 356210.28125) 695734 11500
143 1600 3 1 2 35614412550 69560814150
144 1800 3 i 29 356029 48490( 69553901650
144 1600 2 1 14 J56039.87350] 625595, 85600
145 18} 4 2 24 356094 163001 695715 10850
145 1800 4 2 2 35601164115 6FIRI1TTIH}
146 1750 3 1 29 325219751001 695760.72250
147 2HI i 1 22 JS5EE0 618MH 695689, W450
148 2000 2 1 i4 55703 03455 AB5A12.46160
149 2100 2 1 5 359295 82550 694591.49150
150 1904 2 1 9 35932709050 694573.32550
151 1200 3 2 9 355923.71950] 694608.15625
i52 1300 3 2 4] I50423.67150) 69456793800
153 16{10) 3 1 13 329106, 0HHHH 694658.75850
154 i400 4 2 (B IF92G1.75700| 034695, 24545
155 1350 4 2 29 35927036625 69477480250
156 1900 4 2 24 309202 {B6IH] 694797, 14 )5
157 2100 3 2 24 33592446, 21600| 634791.76550
158 4330 3 1 3 5918796100 GD47R3.80240
159 18%6 E) 2 15 359159004250 69475345200
1640 1750 4 2 249 339147.17600) 69480373150
161 1500 3 3 24 3559258.61700| 094860.55750
162 2000 3 2 14 355237.69300| 694B69.460065
143 1950 4 2 10 359368.65000) 694R08.36750
164 1700 4 2 19 350421 446500 69479025700
163 2500 3 2 14 359417.39350) 694728 77800
164 2208 3 1 24 359483131500 084794, 18833
167 1950 3 2 24 338461 25875 694B49.32915
163 144} 3 1 10 35933430200 695064.06750
169 1520 3 P 24 35934839110 695005.98610
170 16010 3 P 14 30036170770 694945409350
171 4500 4 3 14 33928213350 695024.47275
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172 1494 4 2 34 350230.61510] 695033.33150
173 2130 3 1 24 359140.42365| §95009 038350
174 2500 3 2 44 ISUEET.SETO0| 649469339930
175 1820 3 2 19 J60039 63015 94766 $1050
176 1600 4 2 i 350039.32890) 59480124820
177 1200 3 2 14 360005 69160 69486569700
173 1200 3 . 24 360083.24450) 694833.10153
179 13040 3 P 32 3601253091457 695119 60865
180 1200 3 2 19 360131.23000) 69520337235
181 1600 2 2 ] 35058378270 695240.16000
183 1600 3 2 14 360061, 22650 H95073 04493
184 1600 4 2 16 35077103600 695161.35700
185 BQOO 3 2 14 159775 72015] 69508937215
186 1440 4 2 ] JAOR98.IRT20| H95060.24700
187 1200 3 2 24 359930 63730 694981.77975
158 1100 3 2 14 35978080540 69474537250
190 120 3 2 14 359719 7T1850| 69479550200
191 500 3 2 6 359764, 58550| 654962 40425
192 1600 3 2 9 ISDTH5.56400 693019.77950
193 1300 4 s 15 J59822.50150] 94961 6R2R0
194 1 6{H} 2 K 22 33501 1.58365) 635169.13765
193 1000 2 i 15 35975042530 09458879720
196 B} 2 2 4] 35573134850 69453911435
197 B00 2 | B 35982834785 69452325300
198 400 2 l 24 3559885.50100| 63455533500
199 80 P [ 11 2600597 67630 6594700.25019
199 300 3 2 14 Je02BT.0110{07 69467717550
201 1600 4 2 24 J60239.54550) 694708.55000
202 1400 3 . 4 360202.47750] 694819.82100
203 160{ 3 1 4 300201 551 50| 634896, 742
204 1800 3 1 18 360302.89200| 694888.23155
205 1200 4 3 14 360276.15250] 694813 13510
206 1414} 3 2 B JO0405. 76550 65480410800
207 2000 3 3 8 I6MB1.42055) 62700.61465
208 1200 3 3 9 I60601 31250] 69473134100
208 1 B 2 1 11 360560088501 695050.17630
210 1800 2 2 il 36048977200 035145.33350
11 1400 3 P 27 360215.81850, 695165.43950
212 1400 i 3 13 J60300.20550| 65464147505
213 1600 2 1 18 360683.54150| 694560.68785
214 1500 4 3 13 360777.90325] 6577 76345
215 1604 2 2 12 I60T00.82255] £94735.36230
216 ZE00 E] 2 ! 360797 B2600 GS4RE1.514(H)
217 1600 3 2 12 JG0832.03000| 694083 38700
218 1800 3 3 B 360920.18230) 654920, 14400
219 1 G 2 1 16 36055356050 694432.28550
220 1800 2 l 10 300615.00450| 09451715600
221 1200 Pl 1 10 J60479.80910| 694539.458460
222 200 2 l 3 300230.97300] 69448528135
223 1000 2 1 19 3627135.52250| 694587.01%40
124 1000 4 2 14 16209631300 60450254160
226 1200 4 1 4 16268591040 694630.61193
227 1400 ) 3 ] 362516 05105] 69479907650
228 1400 3 2 15 362373 534600 ¢94520.90010
229 S5O0 4 2 14 J62372.06850] 694731 15850
230 1200 3 2 24 362303 B1550| 694756.05650
231 1200 3 I 4 62250 83350| 69439945100
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432 1400 3 2 9 36219878200 694515 10800
233 BOO 2 2 24 362681.40025] 694725 86750
234 1400 2 2 7 J61941.06395) 694573 88700
235 1600 2 2 30 61774 63260| 63413474370
230 1600 2 Z 4] 362010.58060) 693918.66600
237 1600 4 2 14 IB1TRLETISS 694772.83345
238 140K} 3 2 3 Jo1716.17050] 69458426300
235 1600 2 2 1% 301548.77950| 694663.11500
240 1800 2 2 14 J613R0L1TR50) a¥4TIR.S5150
241 1600 3 2 6 361325.52100| 694720.69850
242 1600 3 2 % 36109977215 69454173550
243 1 6{H} 4 k) 17 361634 (2150] 63426272050
246 §400 3 2 24 361659299850 694966.89250
247 RIM} P 1 3 J62180.44880) 694581391460
243 B0g 2 l 14 30200397350 694566 17250
249 1Y 2 1 9 361886.50650] 65447202350
230 1000 2 1 3 161865.30045| 684359 05085
251 1200 2 | 36 355293.76040) 69597145180
233 2000 2 2 3l 339357 533251 695982 79670
254 11{} 2 1 11 329265 231000 GO593T.05350
255 1600 4 3 45 359248.99750) 09593053 )
230 1006 4 2 )| ISNG1.09250| 625941.39600
257 1200 P ] 24 J39276.514635] 695K 52690
258 1200 4 2 26 359257 35650] G05548.56275
55 1200 4 3 37 359324 42200 6958660.40750
260 1300 4 i 36 359370.13526| 69390023425
261 1204 2 1 34 JA0AR2. 37370 695009.35010
262 1200 P 1 23 330370.83020| 695860 63165
253 1000 3 1 28 359390.45400| 625804 09405
164 1000 3 1 40 350426065500 693932.70400
265 1104 3 1 3 J39404.949115] A95H16 40870
266 §000 2 1 28 339372 27600 60581735000
287 1200 2 1 10 3592F7.73250| 625820.36950
268 1200 2 2 14 359212.07400| 695822 83345
269 12414} 3 2 4 359185.41450] 695T7R0 614350
27 §000 3 2 24 FIOIEF 070 G95745.50445
271 936 2 2 2 35916451695 69570848030
a7 1000 3 2 14 _B59243, 10853 695615.44850
273 1300 2 2 24 350262 617 69557861500
24 600 1 1 41 35932892900 62567357085
275 1600 4 1 32 335412.57500) 69567753280
276 BOO 3 ] 29 J5R9AT. 45050 695621.94000
277 00 i 1 24 358937 53350 695655, 12050
278 1296 2 1 20 J3RG30.B0760| 69567560600
274 900 2 1 17 ISEESS B1095| 69568532000
280 1000 4 1 3o 35B842.30350| 695654 32850
281 1000 3 l 34 358830.65130| 69567422500
282 500 2 | 14 J5BE22.6B000] 69570546500
283 1200 3 1 12 J38735 BR205] 695821 60685
284 8O0 P i 6 J38776.92500| 69578163000
283 200 4 1 24 A5SRT75.58550] 695691 56250
286 124 3 2 n 358655.81130) 695804.71900
187 1000 3 2 42 I5R66R 44615 62577535500
288 900 2 1 9 A5BG72.71050( 695762.94100
288 Jon P 1 28 I5RTITO97E6| 695706.61650
290 1000 3 2 5 3BT 30560 63570087400
261 o 2 1 14 3IB63B.21720| 6571578050
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32 1000 4 2 15 I58T5T. 30800 62564692300
293 1500 4 1 ay J58918.91480| 693623.83330
254 300 2 l 19 358927464 50| 695660 313600
2445 TO0 2 1 7 5896557150 695099.04235
296 200 1 1 9 359046072380 aD5671.06070
7 1200 3 2 7 J3BB41.73350] 69563595000
298 114} 3 2 14 J3E830.81225] 695548.52100
299 1200 3 2 26 308020 07000 635744 4045
300 T 3 1 26 J580E8.33800) 095680.02000
30 1000 3 l 22 36283495900 693793.11450
02 10040 4 1 24 J62933.15715| 69370984720
3 1600 4 l 24 JO2BED.519751 6UIRTS.BEGYS
304 #00 2 1 4 162910.64220| §93965.07030
363 an0 2 l 2 36281339475 69402091645
306 1200 1 | 14 362714 B0AG5| 691950 74240
k10 600 2 1 4 IG2900.8D595] oB4184.97185
308 B 2 [ 17 302037 51825 0%4230.68935
309 300 | | 24 J63130.66480| 694324.59105
310 §00) I l 33 3030346.89510| 694200 22405
EJ 1000 2 1 19 363074.22410| 694140.52100
1z 3no 1 1 14 363175.70400] 6941593.29315
313 500 1 ] B Je3232.50505] 694138 96500
314 400 1 l 4 362020 19795| 69413575465
315 F00 [ [ 24 262796, 71140) 69417298865
316 1200 2 ! 34 362834.05693] 69418200155
17 ano 1 1 2 J62370.61750] 69421743100
318 00 2 l ] 362550, 19500( 634 190.97500
319 500 1 | 14 362557.81700) 69414274740
320 700 1 1 14 362509159501 694110.16425
321 124} 2 1 19 362427.75500] 694150 86605
322 1000 1 i 14 362438.98600) 694094 99100
323 HO0 l 1 9 362434 22155 G94013.71000
324 700 1 1 12 J362301.77640]| £93998.20040
325 200 i 0 9 362390.31400| 634026.80220
325 300 1 0 11 358913 4BT05) pDTIE2.05545
327 LEE 1 I 23 358923, 81500 69731502880
3z 600 1 1 17 J5B950.04200| 697306,45100
329 600 2 1 6 330042 61550 687299.9215(
330 QiH} 2 1 48 20B018.96200| 697326.69000
331 1200 3 2 19 350027 295951 697249.16505
332 2000 4 3 7 J33997.51100) 69725772150
333 1000 3 2 24 359020.03500) 697537 26550
3114 1400 4 2 & 359032.02495| 697568.91050
336 500 2 l 14 302037458000 69760002200
117 200 1 1 9 359022 93050| 697418 4R850
338 300 3 1 34 35007426700 697622 65450
339 500 Z 1 5 35906510550 597946.33600
340 300 2 1 26 359055.28250) 697062, 14850
341 BIHH} 3 1 18 339046, 83750| 697954 79000
342 1200 3 2 26 159051.58815] 698011 75150
343 g0 3 3 24 I59062.80450| 698046.69504
344 600 2 1 19 355032.15250) 695300004450
145 § 000 2 2 22 359043.59300) 598254.41950
346 1250 ] 2 ] 359009.50650| 693264.64400
347 1 244} 2 2 10 IS0031.36295] 698312 43R00
348 1800 2 1 16 35R976.08006) 658309.42740)
348 300 2 1 3 358940.21200| 698374.11450
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350 ALY 2 1 14 358961 72820 A98308 DEASS
351 400 2 i i2 357469 B245( 6%6196.02343
352 T 2 1 13 A57519_18050) 6%6135.67450
333 900 3 1 3 327440, 84250) 696133 11550
354 1Y) 3 1 13 357455 65626) 696110 33197
356 1000 3 1 39 A574R8 45073 6960147150
357 1080 4 3 13 3522150 69587011200
358 a00 pi 1 13 35747293555 693904 17275
a5 Boo 2 1 14 35746403653 695766.46100
360 BOG 3 2 i5 A5M4B.81200| 635749.51950
36l B0 3 1 5 I57400.3BE1D| 695742.58650
362 400 2 l 12 3573231950 653T746.37950
343 800 P 1 az 357407 18604 40571608795
364 1300 1 1 13 3571300 45450 60548217250
303 B 3 2 11 ISTI22.33522| 69544594000
o6 500 2 2 a2 J57283.26450] 69544673800
£l 700 3 1 59 35733515179 695443 9000
368 00 2 1 7 35735505803 695189030600
369 SO0 1 1 4 15732276190 69518957620
370 300 1 1 44 357301.47645] 695140 s0260
Yl 400 2 1 12 33733944350 605007.70305
imn A00 i i 14 A3T7300.67505| 63506142304
373 6 3 1 14 5765367000 625000.33350
374 300 3 1 9 357602160040 695022 36200
75 300 3 1 14 353765123300 6%4975.01500
376 1440 3 1 14 358553.27760) 698194 38060
377 1000 2 1 ] 35857910545 69821210360
378 720 1 1 13 33813431005 697776.45430
379 1080 2 1 14 35831832300 69793004160
380 1440 2 1 14 J58325.61400) G97925.56850
381 340 2 1 6 Ja8320.92240] 698216 25470
382 1800 3 1 10 35B606 GEOHY BREISS 63065
J&3 1800 3 1 13 358038.50680| 098344 55195
354 SO0 2 1 g 355622.54000) 6DB358.33545
3ES 1260 2 1 8 35853338150 608364.21200
18t 1260 2 2 14 358532.37000] 698350.65700
387 10060 1 I & 5854594750 6983603930
388 540 1 1 g J58350 24150 (98366.27700
339 340 l 1 9 J3a8363.55250| 698351 22650
320 1260 2 i 24 A5ESST 14800| 69534124450
am 1230 2 1 & I5E489.03600) 6536917050
342 1440 2 1 & 358462.03350, ¢983.51.40550
393 2160 4 1 9 JI58390.05140| 698411.31700
394 1440 3 i 13 35838592563 60842217895
393 1038 i 1 17 J58375.81180| 698423 23680
356 1260 2 1 4] I3TVTTETES0 69712657600
97 144} 2 1 14 357245.79540] 697007.78040)
398 1400 2 l 0 357216.83615] 696978 31740
399 1440 3 1 il 35715663365 HBGIET.15500
400 1400 2 1 21 35721676750 69720487950
41 1440 2 1 4 IFTII661TI0] 697256.96420
402 1440 ? 1 i ITIAN.21920| 69727881865
403 1440 2 1 19 357220.78220| 097322 45875
404 1260 3 1 B 37183930940 49714876930
403 1358 2 I 24 337205 07525| 69608{.30875
406 14410 2 1 b 357191.09335| 69696638620
407 1300 3 1 10 357206.52995] 697154 02R70
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408 1444 2 1 22 J57191. 10500 696995 50755
404 720 i 1 3 33728305620 697301 98EI0
410 1260 Z 1 12 35T230.25130| 096971 399560
411 2400 4 2 19 I5TIT3.52500] 696962.458520
412 000 4 3 19 35713 198507 696935 039400
413 70 1 1 13 INTR0E 17500 636861 5860
414 2400 3 1 16 357808.36550) 69684964540
416 600 1 1 11 359571 22465 699438 2825
417 720 P 1 Z 33957365540 699439.77190
415 1500 2 1 14 359301, 73625 34275
419 1500 2 1 14 I50598.03485) 69942965305
420 1440 k) 1 el J55556.83450| 699384.05520
421 1080 2 1 9 33954958070 £99351 48665
422 440} 2 1 13 329602 3263} 69933120405
423 1440 2 1 19 359609.45990) 69933572280
424 1080 2 2 4 35915250250, 69014438000
425 1(¥8{} 2 1 4 328536348101 69903129835
426 1440 2 2 14 356911916250 69912049050
427 1440 2 2 14 3oB129.35915) 699113.11425
428 1444 3 2 10 339140.51175) 499083 54825
429 300 2 1 14 33914125910 099060 37220
430 1850 2 1 18 I5R1T2.16710) 699102, 13900
431 2000 2 | 4 355194, 18350| 69904552300
432 1800 2 2 19 33965 1.44475] 690605.498735
433 1620 2 1 3 339623, 74580 69957578235
434 1620 2 [ 1% I59608.87968| 699607 57731
433 1440 3 2 14 339549, 70825 699477 80490
416 3600 3 1 14 JIO4BT. 58050) 696637 1550
437 1200 2 1 14 1594 85.09975| 9664668475
438 720 1 1 3 359359.22950| 62660906800
439 1440 1 1 ] 35970672750, 69T507.33T00
440 1444} 2 1 2 360099 4550H) §97203,29950
441 1440 2 i 3 36007366000 §97192.73750
442 1440 3 l 14 5082008490 697217.67 100
443 2340 2 1 12 35971252650 69722652050
444 J960 3 2 3 359716.07400] 697240 87000
445 3260 4 2 L4 159574 25820 697246.04510
446 600 3 3 14 355696.77150) 69727095220
447 1800 3 2 24 J59580.99000| 697121.34300
448 2520 3 1 9 339504 B4650] 60707465350
444 1440 3 1 3 359612.57550] 69706545000
4350 1800 3 ! 4 359647.93600| 69706054950
451 LEO0 ? 1 i) 33967751995 697073.76150
452 2160 3 1 s 3506060, 36630 697074.45800
433 1444 2 1 i2 359617.26800) 69751365700
434 1440 2 | 14 359629 71900] 69751210900
435 1440 1 1 14 359726.86600 697481.53630
4515 1080 3 1 19 JoBT02.02335] A06721.05920
457 1440 4 2 8 33393830600 o9oREG 40700
458 720 pl 1 19 158802.69620] 696752.06700
459 700 1 l 19 15RR14. 40500 69G749.07330
460 F00 1 1 9 J5BBO3. 73220 £96734.87335
dal 50} 1 I 24 1383805, 73405) 696782 95900
462 1800 3 1 I8 358956.40600| A96923.72200
443 500 1 1 & J5B845.16619| 697014.31500
464 1440 3 1 18 358704, 404801 697029.4979()
4535 1440 3 1 13 338012 99650 697028.65570
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466 1080 P 1 24 I58510.96600) 696956957}
467 1440 2 1 16 J3B09.95175) 696911.92300
468 432 4 3 23 158894.55450| 6946892 50650
468 TH) 2 1 6 358898.05550) 086906.77300
470 1300 4 2 12 35E011.20750) 696547 42585
471 LR 4 1 12 J58818.29750) 697079.59950
472 1444 3 | is I5R914.34600) 696R59.44815
473 2160 2 1 3 328742 51870 696992 45760
474 2880 1 1 42 3SETFA 00810 69647250025
475 L300 3 1 13 JSETII 10285 aBo0d44. 79970
476 720 P 1 & 35607317700 696238 83035
477 1080 2 1 10 356081 51200| 696247.03620
478 720 2 1 9 35005885600 696245 64350
479 1800 3 1 14 356077.25545| 62616547200
480 1440 4 2 b 356095.29800] 696139.93535
481 1444 2 1 19 355002.60700| 606271.7390]
482 21560 3 i El 5500817750 62633%.80450
453 2580 3 I 19 35582534150 69624954850
485 2160 3 2 G 355599.24573 696223.97000
486 1444 3 1 29 332492 62090] 9627702855
487 2160 3 1 24 35550417740 69628690500
488 1800 2 2 7 5563052850 69652020250
489 Jonn 3 2 24 35562408150 69645082800
489 1441 2 1 18 335587.03225] 696347.46120
490 I440 4 2 10 55535387070 696353.60750
421 2700 2 1 15 36MHELG0830| 69664078600
492 1400 4 3 & I56755.08700| 696835.68050
493 800 P 1 29 350730.65575] 69655989630
454 1500 < 1 9 3367560150 69672660150
485 1560 3 2 g 356423.02955] 696763 46230
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Table: Neighborhood Atiributes

HOUSE 1D |RES LUSE | COM LUSE | COMMU LY | DRAINAGE
l 43.83 7.69 315 10.315
2 43,83 7.69 315 913
3 4333 7.69 315 126
4 4383 7.69 315 25048
5 43.83 7.69 3.15 4.379
] 431.83 769 313 78413
7 LER:E] 7.69 315 14 293
G 4583 7.69 315 6175
¥ 41 83 7.69 d.1a 10.834
10 43.53 1.69 315 10,946
il 43.83 7.69 ERE 12.021
12 4383 7.69 3.15 7.734
13 43.83 7.69 315 14,922
14 43.33 7.69 3135 15.472
i3 43.83 7.69 315 11.2%4
16 43.83 7 69 315 133.006
17 43183 7.6% J.1a 5.056
18 43 83 7.69 313 7.655
19 43.83 769 J15 B.86%
20 43.83 7.69 3.13 G4 ()5
21 43.83 7.69 ER K 26.247
22 4383 7.6% 3.15 6369
23 43.83 769 d.15 33.163
25 4383 7.69 315 19.717
20 45.35 5.63 5.31 4473
27 4535 3.63 5.31 7.627
28 4535 B a3 531 41,133
a5 45.35 5.63 53 17.918
30 45.35 E.63 5.31 21.429
3! 4335 g 63 5.3) 1i.249
32 4535 863 331 4.714
3 4535 563 531 11.435
34 4335 5.63 531 8.503
33 45.35 8.63 5.31 5.448
36 45.35 B.63 331 17.171
LY 4535 5.43 3.31 10,823
a8 4535 g.63 3.31 33 588
39 4535 £.a3 3.3i 4.715
40 45.35 B.63 531 7.94
41 4535 863 531 4 GRY
42 4535 863 53.31 1582
43 4335 B.63 331 12.634
44 4535 .63 5.31 11336
45 4535 563 5.31 14,862
40 45 35 3.63 5.3 6.542
47 4533 g al 3.31 6.362
48 45.35 B.03 5.3] 19,895
44 4% 35 B.43 231 §2.744
0 45.35 8.63 5.1 397
51 43.83 7.69 313 505
52 43,83 7.69 315 35283
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53 43.83 7.69 315 16.063
54 43.83 7.69 a15 7.885
35 4383 7.69 3.15 3.404
36 43 .83 759 3.15 5617
57 43.83 7.69 315 17.525
3B 43.83 7.69 313 5.8

59 43.83 7.49 313 17.361
] 43.83 7.65 3.15 52.453
G 43.83 7.69 3.15 02387
a2 43.83 7.69 R 13.553
63 43.83 7.69 313 3.345
64 43.83 7.69 315 20,844
65 43,83 7.49 315 11.61%
a6 43,83 7.649 315 7131
57 43 33 708 3.15 11,795
58 4383 7.69 315 Mral2
ik 43 .83 7.69 315 3.026
70 43.83 7.69 315 5.028
72 43.83 7.69 3.15 5.612
73 43.83 7.69 115 4,332
74 43.83 7.09 315 0721
T3 43.83 7.49 3.15 £.054
Bl 45.35 8.63 .31 4.265
52 4535 5.63 531 21.144
B3 45.35 B.63 5.31 12.091
54 45 35 3.63 5.31 1391
85 45.35 8.63 531 3.268
E6 45.33 B.63 331 d.661
87 4535 5.63 531 1116
Ba 45.35 8.63 a.31 g 306
B9 45.35 863 3.3 4,204
80 45.35 L 331 16.333
" 45,35 863 331 1 7.047
92 4535 8.63 5.31 7.113
93 45.35 8.63 331 5.048
&4 4535 5.63 331 7.673
95 43.33 §.63 331 7.056
06 4535 863 3.31 B.168
a7 4535 B.a3 3.31 26 Hi8
a8 45.35 5.63 5.31 14.309
100 43.33 5.63 331 39.139
101 43,83 7.69 3.15 36131
i02 43,83 7.68 3.15 64,846
103 43,83 769 315 44).606
104 43.83 7.6% 315 19814
1415 43,83 7.69 313 13,463
106 43,83 7.6%9 313 47.364
107 43,83 7.69 315 12.641
103 43.83 7.60 313 14.44
109 4383 7.69 315 7.428
110) 43,83 7.69 315 4.511
111 43183 7.68 3.15 7.357
112 43.83 7.0% ER R 6.978
113 43.83 7.69 315 3.107
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114 43.83 7.69 3.15 12.41

115 43.83 7.6% 313 4081

117 4383 7.65 3.13 7.758
118 43,83 7.69 315 7817
112 41.83 7.69 3.15 7977
120 43.83 1.69 313 16,121
121 43.83 7.69 315 4,319
122 43.83 7.69 315 11 317
123 43.83 7.69 3.15 9.784
124 41,83 7.68 EN 16.77
125 43.83 7.69 315 16.111
126 4535 8.63 331 13417
127 4333 B3 o] | 14.449
128 45,35 8.63 331 18.287
129 4335 B.4O3 53 46802
130 435.35 8.63 ) 6.820
111 45,35 R.63 531 11.83%
132 4535 B 63 531 ‘0.838
131 45.35 B.63 5.31 B.182
134 4535 8.63 3.31 7.22

135 4515 B.63 331 10.876
136 4535 3.63 331 2921

137 4535 8.62 331 21.027
138 45 35 B.43 531 28264
139 4535 8.63 3.31 10 673
140 45 35 B.G63 531 10 31

141 45.35 8.63 5.31 10 081
142 4535 3.63 3.31 B.624
143 4535 B.63 331 12 359
144 43.35 5.63 531 15,5493
144 2841 3.54 1.03 B.7A2
1435 45 35 B.63 .M G150

145 2841 3.54 IX] 11,121
146 45.35 8.63 531 14.032
147 45.35 8.63 331 10517
148 45.35 B.63 531 3732
149 45.35 B 63 3.31 57903
150 45.33 .63 531 50969
151 43.83 T.69 3.15 31027
152 43,83 7.09 3.15 75.049
133 43.83 769 3.15 33122
154 43.83 7.60 313 12.8

[k 41,83 769 3.15 £.651
156 43 83 769 3.5 22137
157 43.53 7.6%9 113 34.432
133 43.83 .64 3.15 1.571
159 13,83 7.69 ER R 09.211]

160 43,83 T 69 3.15 10 269
161 43.83 7.69 ER K 0057
162 43.83 7.69 3.15 10.862
163 43.83 7.60 315 8.261

164 4183 7.65 315 5.502
(LK 43.83 7.6%9 315 4.494
166 43.83 7.69 315 10.719
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167 43.83 760 115 2552
168 4183 7.69 315 5.076
169 43 .83 7.69 315 8.326
170 43.83 7.60 115 9,721

171 43,83 7.69 3.15 5,555
172 4133 7.69 3.15 0.068
173 43.83 7.60 113 32.312
174 4383 7.60 115 4.007
175 43 B3 T 6D 315 13 81

176 431,83 7.69 115 13.291
177 4333 7.69 315 7.873
178 43.83 7.60 1135 6.620
179 43.83 7 .69 1.1% 17.35
180 4133 7.69 315 10.41

181 4383 7469 113 24312
183 4183 7.69 1.15 12 572
184 41,83 7.69 315 10.223
185 43 83 7.69 31,15 11.217
186 43.83 7.69 2.1% 61.032
187 4383 7.60 3.15 & 88

188 4383 7.69 115 11.943
190 4383 7.69 1.15 1.267
191 43 83 760 115 14 652
192 431.83 7.62 315 £.324
193 43.83 7.69 115 72.373
194 43 83 7.69 .15 43 803
195 43183 7.69 1,15 46 763
196 4323 7.69 115 75.565
197 43 .83 7.69 115 7.069
198 4183 169 3.15 17.872
109 43.83 7.69 115 11 62
199 43 83 7.60 115 0,428
201 43 83 7.69 3.15 19.156
202 43,83 T.09 315 4,107
203 43.23 7.69 115 0115
204 43,53 7.69 3.15 6.943
205 43,83 7.68 318 11.671
206 43.33 7.69 315 7 688
207 43 83 7.69 113 7.8306
208 43183 7.6% 2.15 75.004
200 431383 7.69 3.15 14.57
210 4383 7.69 113 17.025
211 43 83 7 .60 313 32,226
212 43183 T 69 3.15 9.708
212 41.53 7.69 3.15 7.513
214 43.83 7.6 115 15.673
215 43 83 7.69 115 5545
216 4383 7.64 115 19,9

217 FERE] 7.69 3.15 9 691

218 43,53 7.60 ils 22.45
219 4383 7.69 313 33,007
220 43.83 7.69 3.15 42024
22} 4383 7.69 115 7.825
222 43,83 7.69 2.15 57.721
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223 43.83 .69 315 236491
224 43,83 7.69 315 281111
225 28.4] 3.54 113 262.564
227 2841 3.a4 1.03 356.037
221 2841 3.54 1.53 235504
229 28 41 3.54 1.03 362 385
230 28 4] 3.54 {3 296129
231 28.41 3.54 1103 256.474
232 2841 3.04 1.03 1653
233 8.41 3.54 1.3 ZB4.318
234 2541 3.54 1.03 5.178
235 2341 354 103 - 235,681
236 2841 354 1.03 284 327
g 28.41 354 1.03 14.412
238 28 41 3.54 1.03 12.135
239 28.41 354 1.1}3 5.045
240 2841 3.54 1.03 6,763
241 28.41 354 1.03 193035
242 2841 .54 1.03 36,67
243 25.41 3.54 103 46,323
146 25.41 3.4 1.03 11.451
247 28.41 3.54 1.03 181,218
248 PLEY 3.54 1.03 34.281
249 28.41 3.54 1.03 101.691
250 254! 3.54 103 142.582
251 4383 7.69 3.15 E6.252
253 43.53 7.69 315 18.772
254 43.83 769 315 B.658
255 4383 7.69 a5 .35
256 43.83 7.69 315 11.814
257 43.83 7.69 3.15 12.559
238 4383 .60 315 26321
250 43.83 7.69 315 21.40%
264} 43 .83 7.69 315 16.125
261 43,83 7.69 315 27.69
262 43.83 69 315 12 1l
263 4383 769 315 2521
264 43,83 7.6% .13 51.699
263 43.83 769 315 5333
20 4383 7.60 315 28.258
267 43.83 7.69 315 38.122
208 43.83 7.69 R 45122
269 43.83 7.69 315 25019
270 431 83 7.69 d.15 812
271 43.83 769 3.15 §.297
272 43.83 769 315 14.232
273 43,83 7.69 313 0,363
274 43 83 7.69 3.15 22,5311
175 4333 7.6% 315 033
276 43,83 7.69 315 09,714
277 431,83 769 115 5675
278 43.83 7.69 315 9362
275 43 83 7.69 313 3.59
280 41.83 T.69 315 O.185
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281 4383 7.69 315 10,475
282 43183 768 3.15 10 347
283 43.83 7.69 315 5819
284 4383 7.69 315 11.129
283 43.83 7 &9 315 31.72%
286 431,83 T 6% 315 3339
287 4383 7.69 .15 12,761
288 43.83 1.69 115 3,368
289 43.83 769 315 11.634
294} 43.83 7.69 ER D 2435
28] 431 83 7.69 J.15 B.723
92 43.33 768 3.15 2.3
493 43.83 7.09 115 6 187
294 43.83 769 315 4 87|
285 43,83 7 69 3.15 12.407
296 43.83 7.6% 3.15 2.554
297 43.83 7.69 315 B.591
208 43 83 7.69 3.13 14.803
204 43 83 7.69 3.15 15.137
300 43.83 768 315 3404
ol 2541 3.54 1.03 733912
302 2341 3.54 1.03 760,067
303 2841 304 1.03 2235
304 28.41 3.54 103 630965
305 28.41 .34 1.03 BT 100
G 1841 3.54 1.03 251,251
07 28.41 3 54 1.3 377107
308 25,41 3.54 1.03 320673
3og 2841 3.54 1.63 289437
310 2B.41 J.54 1.03 349,663
311 2841 3.54 1.03 591414
nz 2841 3.54 1.3 307374
J13 25.41 3.54 1.03 344188
34 28.4] 3.54 1.03 444 424
315 R4l 3.54 1.03 463.4
36 28.4] 3.54 1.03 442,848
37 841 3.34 1,03 280.39
18 1841 354 1.03 278,003
319 28.41 3.0d 1.3 304047
320 25841 3.54 1.03 250,408
31 28.41 3.54 103 191.913
322 28.41 3.54 1.03 240.513
323 15.41 3.54 1.03 305 5635
324 2841 3.54 1.03 281,729
325 28.41 3.54 1.03 274864
326 H56 1 83 2.21 G0, 968
327 40.56 1.33 2.21 70,425
128 40,54 1.83 221 3042
39 40.56 1.33 .21 7167
330 40.56 1.83 2121 13 184
131 40.56 1.23 221 8951
332 40,56 1.83 2.21 14.007
333 4036 1 §3 .21 7.847
334 4056 1.83 .21 10.378
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336 40.56 1.83 2.21 7,734
337 40.56 1.83 2.21 10.201
333 40 .56 183 221 33 172
339 40.56 1.5} 2.21 7616
340 40 56 1.83 2.2 16.242
341 456 1.83 2.21 G616
342 40.56 183 i 7.19%9
343 40,36 1.83 2.21 22,983
344 40,56 1.83 2.21 11973
345 M), 56 1.33 .21 68,692
340 40.36 1.83 1.21 3374
43 40.56 1.83 2.21 41814
348 40.56 1.83 2.21 4 385
348 40.56 1.83 2.21 73.786
330 40.30 1.83 2.21 66,978
351 43.33 B.63 5.31 2 544
3352 45.35 3.63 3.31 5 00%
353 4535 8.63 331 7.455
334 45.35% 5.63 331 7.942
306 4335 B.63 5.31 15349
357 45 35 .63 J.31 16432
338 45.35 .63 531 16,821
359 45.35 B.63 5.0 4913
360 45 315 3.63 331 5251
361 4535 8.63 3.31 4231
362 4535 B.G3 531 6231
363 45 35 5.63 541 5.29
364 4535 8.63 .31 4.751
365 4535 5.63 531 B.247
66 43,35 B.63 531 8.601
367 43.35 5.63 331 5.831
Job 4535 B 53 3.31 11 345
369 4535 .03 5.31 3.351
i 4535 B.63 5.31 i6.06%
371 4535 263 331 21 694
372 45.35 5.63 AN 3063
373 45.35 B4} 3.3 CELL
4 45 35 2.63 5.31 4,482
375 45.35 8,63 531 3268
3T 4).56 1.83 2.21 19.347
377 40.56 1.83 2.21 3423
378 40,55 1.83 2.21 135.887
379 4136 1.83 2.21 73428
380 40.56 1.83 2.2] T 348
81 40.56 1.83 221 6.1535
EF: 40.56 1.83 1.2 34.198
383 44.56 1.3 .21 20396
I84 40.56 1.83 21 30.15
g5 40.56 133 221 45353
386 40 56 1,33 2.21 36,26
IB7 40156 1.83 121 34,0383
388 40.56 1.83 2.21 37.264
189 40545 1.83 2321 20816
3490 40.56 1.83 .21 11,931
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39

40,56 1.3 221 75.062
392 40.30 1.83 2.21 40,846
393 40.56 1.83 2.21 94,475
39 44 56 1.33 2.21 105916
395 40.56 183 2.21 109.913
356 40.56 1.83 2.21 12.634
397 41.56 1.53 1.21 25726
o3 40.56 1.33 2.21 6.243
339 40.56 1 &3 2.2 7471
400 4036 1.E3 221 7.08
401 4 36 1.83 2.21 52316
402 4] 56 1.83 2.21 70.394
403 40.56 1.83 21 111.474
404 40,36 1.83 2.21 6.92
405 40.56 1.83 2.21 5.449
4406 40,56 1.83 221 20783
407 40.56 1,53 221 8304
408 40,506 1.83 2.21 6.083
404 40.56 .83 221 115.819
410 40.56 1.53 .21 11.872
411 40.56 183 221 13,1324
412 40,06 1.%3 2.21 9.6%3
413 436 1.33 .21 10,569
414 40.56 1.83 2.21 13.18
416 27.04 1.36 013 37994
417 27.04 1.36 0.19 J7LETS
418 27.04 1.36 019 198 ds3
419 21.04 1.36 Q.19 396,218
420 27.04 1.36 0.1% 403.533
421 27.04 1.6 0.1% 425233
422 27.04 1.34 .19 473121
423 27 1.36 0,19 473,924
434 27.04 1.36 018 75354
425 27.04 1.36G 019 432 498
426 27 04 135 0.149 314,042
427 27.04 1.36 .19 37798
428 27 1.5 0,19 44 (134
429 27.04 1.36 0.19 401629
430 2704 1.36 019 75,552
431 27.04 1.36 019 92 507
432 27.04 1.36 019 350.97
433 2704 136 19 335119
434 27.04 1.3 019 309823
435 1704 1.36 .19 327,999
43p 40.56 1.83 221 34,403
437 40,36 1.82 221 34,125
438 40.56 .83 2.21 £4 66
438 40 56 1.83 2.21 151997
440 40,50 1.E3 1.21 395710
441 40.56 1.83 2.21 21973
442 41k 56 1.83 1.21 133.118
443 40.564 1.83 2.21 159.263
dd4 456 1.83 2.21 175164
445 40.56 .83 2.21 6.476
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40.56 1.33 2.21 1794977
447 40.56 183 2.21 59359
448 4136 183 1121 30,794
449 40.56 1.43 221 51107
430 40.56 1.33 221 73.602
451 40156 1.83 .21 94 547
452 40,56 1.83 2.21 BE.603
453 A, 56 1.33 221 311.34
454 40.36 1.B3 221 317894
455 40.56 i.83 221 3dd 157
456 40,56 1.83 .21 6,086
457 4{1.56 1.83 221 274954
458 40.56 (X 221 18 514
458 40.56 1.83 221 G428
460 4036 1.83 .21 13,221
441 40.56 1.83 2.21 23151
462 40.56 .83 2.1 12206
463 40156 1.83 2.21 29,342
464 40.56 1.83 2.21 41.112
435 456 {83 2.21 36.615
4G4 40.360 1.33 221 35 475
447 40,56 1.83 2.21 9
408 40.56 1.83 2.21 29.14
469 40,30 1.33 221 15 457
470 40,54 1.83 2.2) 26,067
471 .56 1.83 221 G0.288
472 40.56 1.83 221 30.68
473 40,56 .83 .21 60.907
474 4{.56 1.83 i 71101
475 40.56 1.83 2.21 70.34
475 45335 5.63 531 40.03%9
477 4535 g6l LX) 49,225
478 45,35 5.63 331 42.22
474 45.25 8.63 5.31 25 86
480 4535 863 .31 15,994
43! 45.35 B.63 5.31 22351
482 4535 8.63 5.31 16.08
483 45.33 8.63 3310 15868
485 45.35 B.63 5.3 20227
488 4535 K.63 3.31 5361
487 45.33 8.03 331 4412
488 45,35 £.63 5.31 52,523
439 45 35 Bed 3.31 532158
459 45,335 363 3.31 3383
490 43.35 5.63 531 0.633
491 4535 3.6 531 11.822
492 4535 g &3 231 24.102
443 4535 B.63 531 578
494 45335 8.63 5.31 12232
493 4535 8.63 3.31 10 524
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Table: Transportalion Attributes

BUET ID|CBD ACC|M RD ACC|EDU_ACC|SHOP_ACC|W_MAR AC
1 2551767 | 735514 107693 | 2537.897 2052035
2 2433072 854 209 637.52 2419.202 1933.34
k] 2263 133 949.847 47 69 224% d6d 1763602
4 15389 1374.281 1200.01 1825.03 1339.168
5 1340949 | 1305.074 714.36 1327.07% 841.218
6 1701.277 | 862384 1096.35 1366.848 1201.547
7 1578.52 682,779 507.09 1187.243 1078.759
8 1835122 | 586.677 1059.72 | 1416.778 1335392
9 2107.685 859,24 395.5 1689 341 1607 955
(14 2286905 a2 176 192 49 1868 561 1787175
11 2586.183 | 1082035 1174.37 | 2167.839 2086453
12 2520816 | 697195 21.91 2102472 2021 D¥6
13 2692.145 | 521.036 599 86 2778632 2192414
14 2886.545 |  326.336 1235.64 2465.42 2387.114
15 2887276 | 301805 1431.16 | 2440.888 2387.546
16 2910164 | 513318 1315.14 2496.65 2410433
17 2731057 | 621.003 727.52 2317.543 2231326
18 2736474 | 550,807 471.53 2722 604 2136 743
19 2132799 | 1125864 131816 | 2118979 1633068
0 2279564 | 009517 168.4 18561.22 1776 834
21 2801964 | 411217 960.16 2388 451 2302233
22 2408316 | 904,168 500,82 1980 972 1908586
13 277295 416131 1067 65 | 2354606 2273.22
25 2094432 | 845.987 1685.04 1676088 1594.702
26 570.721 570.534 2087.55 505,228 570.534
27 530.18 $29.994 1954 54 464 687 529,994
28 614.99 614.804 163654 549,497 614,804
29 780.072 779.885 1243.63 714 578 589,307
30 229 183 528,906 1404.51 763.599 635.328
31 567.845 567.65% 197.4 506,315 376.294
32 688.831 683,644 2475.04 623,337 6588644
13 880,213 889.026 £01.05 821,719 615.212
34 §57.61 857.423 840,54 754.364 466.43
35 $74.04! £73.854 862.24 760,977 473 544
16 759 778 759 591 1970.47 671.974 759.591
17 866.758 £66.571 207944 790,308 %66 571
18 773,398 773191 1914.13 707.904 773211
39 945,724 937,276 1585 &7 $80.23 945.537
40 1040 277 |  861.086 133591 974.783 1040.0%
41 1267 698 705.38 440.7 1197.513 950).892
47 1291423 T1.486 665,87 1233613 1059.523
43 1085105 TAT 2149 07,43 auv.3 1084 018
44 956.036 866,324 1302.18 868.232 555,85




43 835.221 §35.034 1390.52 147416 [ B35.034
44 £91.688 391.501 1513.3 B03 884 891,501
47 770875 770,691 2230 47 683.074 THLO
43 1060.237 215 1525.91 994,743 1060.05
49 1243265 794.707 38726 1176.772 065,450
50 1187 483 B4 (93 20036 1121.994 Y1{6E]
51 248 347 249.033 445.64 336.6351 249033
32 278.738 2178.945 J08.55 366.563 275.945
53 317802 317989 418.68 405,600 317.989
54 418.438 418.624 124.61 06242 415.624
35 292.4603 26279 35388 380.408 292719
36 125412 225.389 292.96 313.007 215389
57 401 28 40 467 T8 53 489085 401 467
58 375.006 178.193 63417 465,811 ITED3
5% 461.345 441 532 494 86 54915 461.332
6l 348 570 J48.38% 1385 333915 348380
6l 345576 343,339 1289 333.915 348389
52 3284 3471 6997 405.089 320471
63 409735 409.549 146398 395074 409,545
fd 331,593 1406 1497.33 366.932 381 406
6o 349183 348995 17 334,522 348,996
fifs 36624 316.437 143461 396.735 116.437
67 344,494 344 307 1526 05 424 6035 344,307
63 375456 375268 152763 453,567 375269
44 JTLBS 32673 1619.12 452 971 JT2.073
70 316.752 319 5R5 1444 88 399,863 Ji%.563
73 663.28 H43.093 69.05 569.943 471 627
73 463.356 463.16% BGT.08 344,022 270553
74 433 213 433.026 16657 513325 233853
73 207.5M 207314 116709 254.912 207,314
g1 1188.109 328.628 735,46 224 837 513,761
#2 1153163 1635.6949 200.92 189.632 478.815
83 1186 528 130,063 31038 223296 312178
R4 111,753 333.049 103504 317 335 121.901
B3 979.09 576,352 144795 278.5 19394
a6 530,931 528.193 128095 230,341 336 828
37 371.314 J2B.485 1156.85 230 536 ITO.875
BE 919212 RERRL 1140.84 259218 251381
b 0914.942 012856 1255 99 312.004 454 312
o0 916.28 008.837 050 76 453,124 B2.102
91 1007 802 725.533 0267 344045 173.623
92 1064.044 711.025 1013 52 6HLEBT 229 863
93 1069745 648.403 83978 606,588 235.566
94 1102865 681.523 54844 639.708 265686
95 1114.676 618956 77598 651.519 250,495
36 1217.247 514681 433.87 754.19 383,169
97 1274.815 477661 27961 B11.638 ddg. 636
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03 1378.444 | 315414 338.57 915 287 544.266
100 1513.967 | 217078 783.19 914.805 679788
101 777.254 771.06% 656.68 §64.685 720.908
102 816316 $16.149 78491 003.767 759,99

103 01 300.813 734.59 888.41 744,654

164 871.636 871449 55864 959,066 571 449
105 885.515 585 128 1091.87 | 972946 529.169
106 849 497 34931 £03.7 436.928 793151

107 T2R.774 728.587 497.63 £16.204 672.428

108 719.83 719643 319,12 807.26 663.484

109 765.323 765.136 169 87 £32.754 708 977

110 753 83 753.693 607.47 841.311 605.11

111 866,46 566,273 943.09 053 §9 492,53

112 883.575 483.389 940,73 071 (6 495.296
113 040,344 940,157 121923 | 1027.775 621 464
114 §56.795 956.608 8153 942.525 457.064
116 851.332 §51.145 $00.72 938.763 449,137
117 793.756 793.569 §11.52 381,187 391.561

118 708.823 708.636 243.58 796,254 106628
119 451 932 651,745 447.43 737.125 176514
120 645.053 644,360 424.36 732.484 183.393
21 427.693 427,507 236,55 515,124 427.507

122 535.561 535374 97.27 622.992 535.374
123 562.667 562.854 175.85 650.472 562.834
124 580,05 589,237 462,41 676.854 580 237
125 615.196 615.383 548 19 703.001 £15.383
126 1718.064 | 367.028 1821 37 127.495 1717.877
127 1533.552 | 479095 2023 189,562 1533.365
128 1468 078 |  654.335 230577 | 614 303 1467.802
129 1334.485 |  628.162 2108.41 588,629 1334.29%
130 1478416 | 706,743 2113 68 677.356 1478.229
131 1425686 | 739.473 1940.69 730.086 1425.499
132 1374884 |  798.005 1854 45 158472 1374607
133 1487.756 73§ 47 1826.71 738.47 1437569
134 1501.289 | 650.521 1669.39 690.521 1501102
135 1518463 | 707.695 1725.74 707.695 1518.276
136 1364 876 | 774.062 984 83 TTA062 1364 689
137 1423961 | 727.632 1178.68 | 727.632 1423.774
138 201 1.443 48796 1773 £8.32% 2011.256
139 2109104 | 146 457 109771 185.99 2108917
140 2181.526 219,18 13363 258712 2181639
i41 2350316 | 387.669 882.35 398.680 2350.129
142 2405.995 | 443.343 699.57 453,983 2405 808
143 2350959 | 388.312 118774 | 427.845 2350.772
144 2374353 | 411.606 146443 | 451.138 2374.066
145 2429688 |  467.041 157042 | 3506573 24295

146 2506344 | 543 697 1157.45 566.995 2506.157
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147 2687823 | 725.176 89012 745,474 2687 636
148 2742.917 T80.27 376.8 §10.922 2742.729
149 2664442 | 701795 225,78 741 328 2664.255
150 2658.756 |  696.109 1252.26 735.642 2658.569
151 1193.131 | 1192944 467.62 1280,562 1192944
152 1205.545 | 1205.358 508.34 1292.974 1205.358
153 1122062 | 1121.875 44.74 1209 493 1121.875
154 1271015 | 1270829 723,14 1358.446 1270.829
155 953,238 953 051 507.45 1040 669 953.051
150 1118393 1]‘18.2'01 108.51 1205824 L118.207
157 1180.481 11803,294 M8 53 1267.912 1149139
158 1109.31 1109.123 442.03 196,741 1077968
159 1153.895 | 1§153.708 295.75 1241.326 1§22.553
160 1094.753 | 1074.566 489,79 1182.184 1063411
151 1061.572 | 1060985 £42 79 1148.603 1060983
162 1051.296 | 1051.109 632,37 1138.726 1019953
163 1123452 | 1123265 521,35 1210 883 1037.434
164 1100.592 | 1100.405 596,34 1188.023 1014575
165 1246439 | 1246252 645.96 1333 87 1158329
1658 1326.044 1325857 a07al 1413 474 1237933
167 1327977 1327.79 1022.74 | 1415408 199,825
168 1360981 | 1360.794 1021.75 | 1445412 1272.871
169 1385999 | 1385812 1103 &3 1473.43 1297 889
170 1272 3 1272 113 518.2 1359731 274,748
171 1268.877 1268.69 73817 1356 308 921.453
172 1360056 | 1359869 828.85 1447486 1012631
173 1214.897 1214.71 758.5 1302.328 867.829
174 1162 403 | 1162706 951.51 1250.323 815.468
175 1033.936 1033.75 13039 1121367 §70.898
176 1763.232 | 1260.359 461.66 1850.663 1714.068
177 1988.883 1167899 25723 276014 194,508
178 1885272 1274.016 607 36 1972 703 1797791
179 2000474 | 1197 562 763.92 2087.905 1800 887
130 2083.001 | 1115.065 498.17 2§70.432 1583.414
181 2305977 | 1220416 757.06 2342 888 1857.027
183 2140.13 1146836 515.65 2126.26 1640.398
184 1961.463 | 1321.328 1088.13 | 1947.593 1461 732
183 2225446 | 1300048 102127 | 2312877 1913.206
186 1771.762 | 1433.359 45474 1757 892 1272031
187 1860.902 1522.5 246,51 1847.032 1351.171
188 1984.629 | 1513.581 349,31 1570.759 1484898
189 2019.485 1396644 73296 2087.695 1401 B35
190 1788887 | 1391855 26507 1576.318 1700.777
191 1627115 1526.2 911.77 1715.146 1536382
152 1804.873 | 1519622 168.81 1892 304 1495.186
193 | 1847.247 | 1576.009 165.48 1900541 1414.68
194 1863.153 | 1476.442 177.61 1950584 1543.322
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195 [ 2083.628 1429.043 574.11 | 2069.758 1583897
196 1350.528 1353898 3407 19317.950 1850341
197 15866363 1365714 165.42 1953 794 1866 176
198 1833.068 1357.32 12776 1941.359 1833.781
199 1379.078 §382.420 210114 1966509 1878 #91
201 2032.949 177 25 198.35 2120381 1995157
202 2251.54 B69.013 4437.25 2338971 2174.249
203 234976 893.0% B3 17 2392407 2105383
204 2247796 1623.122 914.82 2335127 20485.208
05 2377883 1061715 013,56 2365324 2051516
2006 2377352 062256 1078.37 2464.782 2150974
07 2468.832 1030.274 1301.52 1336263 2242454
208 2432431 B15.272 317.55 25659362 2321.821
209 2522581 732391 63.85 2610012 2400507
210 2752946 574057 78428 2840 377 2514.723
211 265486 756.255 1244 2640.99 2155128
213 2485075 802,206 B58.13 2471.205 1985 344
213 22259.56 1093215 33974 221569 1720.529
214 22431357 366,843 4M4L41 2330.7RE 2205.564
215 2078.516 412189 468.16 2765947 1586249
216 274318 273.524 082,02 2833.134 1743517
a7 2852.164 447.534 101901 2939 505 2613 941
218 3012 908 30709 324,95 025,708 2530847
215 2E92.856 420.367 43.58 2878987 2393125
238 3008.553 278,728 164,86 2994683 2508.822
221 1464.853 559.641 741.31 2552 384 2464666
222 2674.505 47146 662.61 2761.934 2233432
223 2404.682 539.343 721.55 2402112 2404 485
224 2142 491 PI1018 303.21 2229.9321 2142.305
226 M9 | 2114393 258379 | 5144.589 4902 343
237 S5142.309 2200.443 230278 5230.24 4987.994
228 4697 103 2054738 2428.66 5084.534 4843 228
229 4687.419 1745.054 1500.246 4774 85 4532604
23] 4733971 1319.305 669,92 4341.402 4606.854
231 4510643 1568.277 32028 4558.073 4355827
132 4422.705 1480.339 63178 4310.135 4267 8RS
233 4397.045 1455.283 3193 445508 4242833
234 4262.11 1319.745 H43 41 43458541 4107244
235 4906.245 1963.83 213057 4993.676 475143
236 4252789 1310.423 BO4 05 434022 40497.974
237 37a0.284 961.722 118237 I347.715 3749272
238 4160267 1460.135 1370.79 4247 697 4160.08
239 31865 649 023,284 23217 395308 3714834
240 3736655 794.29 Bi6.67 3824 086 3581.54
241 3550056 | 007.69 1011.41 3637486 339524
242 3345571 403.205 g14.45 3433.001 3190755
243 3338.118 419 545 1159.24 3425.549 3207 095
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244 3008938 188,231 101411 3096.369 297578
245 3652.656 734 053 392.35 3740 087 3521 633
246 386,229 T43.864 710,35 3773.606 3331414
247 4377.146 1434.78 3534 4464.578 422233
248 4314408 1372042 109621 4401339 4159592
248 983,468 341103 11561 4070.699 382B.653
250 401851 TG 1435 1246.96 4105.941 3863.695
251 1672329 206.927 766,97 T053 344 1172.5958
253 1711.59 352.132 597 0% 1064366 1212.259
234 1666347 06.489 747.34 1018.722 1166.614
255 1671.397 311.530 763 978,732 1171 664
156 1616902 37255 70367 917.721 1117.171
257 1371.079 J08.178 434.79 1070.051 1{371.348
258 1542.671 336586 341,58 1147.459 1042.94
250 1623 142 319054 603 47 1089957 123,371
260 1664155 360,137 14015 1131.0] 1164.424
261 1665, 748 363,73 T41.07 1136.603 1170017
262 §676.034 372616 719.08 1143 489 1176 903
263 1735812 447 132 73319 1218 005 1236081
264 1770473 487,791 8673 1158.606 1276.742
265 1602863 S01.047 29772 1211.586 1103.132
266 1543.945 J12.528 135,65 1192668 1084 214
267 1443532 435424 33504 142,776 944 101
268 1436 2946 454 045 312.%2 1035.23% 936.565
269 1408277 531715 21.73 107,22 008546
270 §378.354 200,702 123.48 977495 E78.823
i1 1333.571 565 184 234.84 §42.204 83354
272 1434.1 Ho8.368 2806.25 1042 833 034 369
273 L470 496 634 764 40.3.66 1079.219 970 TGS |
274 14535095 655,78 37774 1063.513 555,364
75 1361 .2{1 665.46 4350.28 1169.924 1061.471
276 1109 851 012.327 796,85 719.0946 alj.12
a7 1116.652 847 441 53708 634.21 519479
78 1112.234 828 408 341.45 549,792 41506
279 1071.655 594,124 105705 60215 574454
280 1410 02 845.43 91311 J47.578 312.846
281 1007.117 842,527 D03.58 344.675 J09.943
282 1010.345 843,755 914.15 347.903 313,172
283 1125967 D61.377 1203.51 H63.525 628 793
284 1123991 95%.401 1287.03 6561.549 626,817
285 952.803 S18.303 324.11 520.451 485719
286 2654.541 412 db2 054 77 114.61 485.632
287 9290.586 447 417 9141 145.565 SM)L587
288 026,176 478.77 §0E.91 180 218 548.701
289 548.054 502.933 970169 205.081 570.58]
290 921,492 566,371 BE3. 55 268,519 Jdd.019
291 B59.285 217718 G79.45 219.866 451,812
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202 21933 754.74 61557 456.388 422156
263 1687501 B81.927 724.34 oEE.6%6 383,161

2594 1113 183 §431.952 §49.43 650,721 615,980

235 1151.692 1R85 711.99 H59.25 654 518
196 1234 75 705,592 43%.49 772308 T37.576
297 1061.508 982375 995,13 17.577 362 177

298 D58.108 911.628 632,71 613,776 458 377

299 1153.234 014,842 112502 490 789 BS6.037
300 1176.795 763,847 62363 714.353 078621

301 4946.0%2 2245.976 195.77 3033.522 4945905
302 5040 109 2339993 339.05 5127.54 S035.,922
303 5041188 2341.071 116.22 5128.618 5041001
Jog 5132.379 2432.263 415.41 5215.81 5132492
303 J078.012 2377896 794,05 5165.443 5077820
36 4963 961 2263844 116213 Sal1.392 4503.704
307 533211 2559.938 584216 2419541 33314923
ELH] 5359.259 2027.088 553.09 Sd45.69 5359.073
309 j430.116 2717.944 235 3537.546 2449 929
310 5395 B3R 2663.667 57407 2483268 5395 £52
i 5463 807 2737.835 B16.83 J357.23% S46%.62
312 3505279 2773107 137.26 5592.709 5505.092
313 603634 2871 442 248.67 5691.064 J603.447
314 32513 2474 341 G42.62 5293943 5206326
335 J043.645 2311.473 1476.97 5131.073 5043 458
3lb 3080713 2348.542 1355.35 5168.144 J080.526
317 4303104 2070.932 Ba0.46 48090.534 4502.917
318 4750.93% 20501334 71885 4847.37 4754 752
3o 4718.836 2009.252 J84.06 4306.287 4718 67
320 4666 103 1956 498 410,99 4753.534 4665917
32l 4508 418 1838 814 309 4685849 4593.232
322 4627773 1218168 285.23 4715 204 4527 586
323 4580.585 187098 246.75 4068016 458{1.399
324 4502.47 1792 BG5S 9.54 4589.9 4302283
325 4537493 LR27 888 105,37 4624.923 4337.306
326 2683288 £590.233 280.41 167837 1935.386
EYS) 2719.221 116165 398.29 1714.302 1375318
328 2746769 753.713 488.67 174185 2002.866
324 2671.740 372,743 14753 1708.517 1907.4%]
330 2683.265 394,259 1545.89 1730.034 2018917
33 2580046 290.04 120397 1625.814 1914 697
iaz 2619235 33233 1303.03 1656.007 1944891
LER] 2898 604 99,688 733,38 1919.665 2180681
334 2914.089 615.084 244 54 1950858 2213 &0l
136 2914158 615.152 85321 1950526 223981

337 2045 030 $49.033 995,11 1684 807 2259.697
338 2907272 608267 1153.04 1944041 2233914
339 3126848 927843 B25.25 2263.617 25525
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344} 3341947 1120.35 747.61 2336989 2558.005
3 1245523 246.617 T703.65 2282.391 2571.2°M4
342 3338.465 1039459 36.24 2375 233 2639.844
343 3323717 1024711 7.HE 2360485 26453469
344 3310 811 1185 294 fidy, 08 2305.592 2566.903
345 3535671 1236666 445.51 257244 285549

346 3565.037 1271.021 3338 260,118 2821.135
347 3555137 1359 295 431.55 25041219 2851235
348 3584.063 1348 825 39719 2379745 2840.761
349 3702362 1463.7 78498 2697944 295596

3s0 3691975 1453.814 Ta2.54 2088.057 2649.073
351 1730.104 175014 14923 871,141 BG5.925

352 18065817 251717 1532.15 049.454 972639
353 1745.009 242,439 132033 40.163 06335

334 1726.592 260.855 1259 91 254,582 981.767

356 16{02.432 254.339 780.02 OR2.065 985 216
337 1427.23 459.54 310.7 1157.267 1070 D36
358 1509.031 417,148 458.02 1114874 11165303
339 1430241 034.267 750 98 1158.898 1249.281
Jal 1337.5398 662 797 T78.5G 1125.828 1168.576
36l 1362752 644520 719 03 LT 1229583
Jo2 1463.542 715319 351.28 1000001 1300.673
363 1381.95% §57.313 760.97 1067, 206 1242.667
64 1262452 §12.792 g48.8 9ITAT] 1262265
3623 117654 107959 LOB7.34 1040.057 1176 497
366 12j2.439 965.218 820.8 51.093 1219 253
47 1170684 1079.59 108736 104,057 1173497
368 1012 826 1112639 1424.85 525.021 1012.639
369 iFi3.637 1113 45 i755.6 1025 32 iE13.45
370 1287.807 1193713 2062.83 1154.18 1237.62
371 1120.861 1120 674 1775.3 1033.056 1120.674
372 1025.131 1024 344 674.83 937.327 1024 944
373 1060525 1060.338 324.37 999917 1060.338
374 1038.826 138,639 1228.08 951021 1038.639
375 1035.793 1035606 31627 075,185 1035 &6
376 3491.5 1664.73 124.65 2237068 2547 3561
i 3507.904 1651.224 178.76 2153.562 2563835
378 3354.019 1572 893 342.13 1862.229 2409 B8
379 2387335 lads 209 405,44 2132904 2443.194
380 338354 1602.415 343 2129109 2439 402
181 3516784 1690.015 2075 1262353 2572.046
352 3096.005 1760 485 666.55 2441.573 2750866
383 3725111 1785.5%] 62.04 2470.679 2780972
384 3719 694 1784.175 T44.27 2465.262 2775553
383 1676.136 1849367 730.41 2421705 2731.9%5
186 J662 873 18356.103 58589 2408.441 2718.734
387 3676 135 1340.366 73041 24321704 2731.997
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EL1) 684 468 1857698 757,74 2430.036 2740329
389 3632.501 1744.724 58725 2378.069 2688.362
390 3632501 1744724 58725 2378.069 2688.362
3 3693839 1867.07 783.45 24354038 274%.7

392 3695.434 1872 664 80654 2445.002 2733.295
93 3730774 1913.004 039.19 2485342 2795 635
334 3739794 1913.0H 939.19 2485342 2735.435
305 3730774 1913.00:4 8319 2485.342 2795 635
396 J00E 257 1275555 1301 81 1399.762 2234.079
RN 2993.053 1303.25 218728 1324 558 2155.873
398 2967.272 1277.463 2i02.7 1208 777 2133094
399 2806.608 1218.865 1903.54 1238.173 207249

436 3134 387 1360.92% 145701 1465 91 2300 209
401 J192.927 1503.123 37470 1524 431 2358.748
4012 32 227 1512423 100527 1533.731 2368048
403 3243.645 1553.841 1141.16 1575.15 2409 467
404 0te 189 1286 445 126607 14417 693 2242 111

405 2955369 1265566 2063.64 1286.874 2121.191
406 2341.755 1251.951 2018938 1273.255 2107.577
407 3052091 1308.633 1285.44 1413.595 2247013
408 2844163 1230.36 01375 1271.668 1105985
409 3140 .84 1451.036 J03.87 1472 344 26661
410 2580333 12450.529 1145.54 1311.837 2146 155
a11 2430.519 820 492 52533 T25.7% 1596241
412 2367107 £19.572 B21.51 662 379 1532.929
411 2314157 733,936 613.8 609,428 1479979
414 2302.819 744.618 376.6 598.0% 1468.641
416 3364513 T6E.380 521.56 4401.281 4665 117
417 337,654 758,743 554.83 4411 422 4675 258
413 J364.659 768.741 522.04 4401.427 4655 263
419 537619 757.21 S50.87 4412.958 4676 794
420 531816 B15.24 36948 4334 928 4618704
421 5286787 B46.612 266.55 4323.555 4587.391
422 3251.498 281.902 V5078 4288 266 4552 142
423 3251 498 ER1.902 L50.78 4238 266 4552102
424 4449.096 088.2062 981.32 3485.864 37447

425 4950193 1174206 TE7.04 3995 961 42597317
426 4435455 674.62 036.56 1472323 3736.059
427 4445965 685 i3 971 3482.733 37465049
428 4470.917 710083 1032 91 I507 686 37521
4249 4480987 720152 1085.94 3517 755 3781.591
430 4489.312 728.478 1113.26 352608 ITR9916
431 453708 776.246 1269.58 3573.848 3837.684
432 5535.547 521.849 133300 4572316 4836.152
433 Ja03.345 630,054 577.05 4540.113 4303949
434 5459928 486.229 1445 91 4536.697 4800532
435 5404.574 T28.825 652,94 4441.342 4705.178
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436 2556.503 | 858017 568.25 1593271 1382 154
437 2571604 | 873117 617.79 1608.372 1897255
438 2414,122 | 730,138 148.7 1450.891 1739774
439 3172537 | 873531 2613.52 | 2209.305 2498188
440 3361226 | 1062221 758.76 2397.995 2686.878
441 3345083 | 1046.078 75,8 2381.852 2670.735
442 1062 468 T3 463 209.66 2009237 23I¥E12
443 2982.146 683.14 587.51 2018.914 2307.797
444 2996.587 |  697.88i G35.58 333,655 2322.539
445 2899.168 |  600.163 1716.64 | 1935937 2224.821
446 3023.520 | 714.513 721,28 2060297 2349.18
447 2872141 | 573.136 78.59 190891 2157.793
448 2020981 621,975 23512 1957.749 2246 633
449 2939042 L4036 298 318 197581 2264 694
450 2074857 | 675.852 415.88 2011.625 2300.509
451 1001 897 T02 BEAT 504 58 2033.661 2327 544
452 2990.824 | 691818 468.27 2027 592 2316476
453 3086.007 | 787.001 232963 | 2122.775 2411659
454 3098.004 | 799088 236928 | 2134 862 2423745
455 3200054 | 901.048 270379 | 2236.823 2525.706
456 2756 | 340373 891,24 962,436 1223453
457 2232004 | 321046 130569 | 1268772 1557656
458 1967 378 | 304.995 1463.03 | 1004.146 1293.03
459 1967.465 | 305.081 1463.31 1004,233 1293.116
460 1951.013 |  288.632 140934 U87.783 1276667
461 1998026 |  335.642 1563.58 | 1034.794 1323.677
462 2233.11 312,305 127702 | 1269.878 1558 761
463 2270224 | 555528 120616 | 1306992 1595876
464 2310724 | 573.398 869,72 1243.888 1504904
465 23431563 | 628863 144678 | 1380.331 1669.215
466 222535 405.73 1583.53 | 1262.118 1551,001
467 2197481 | 355.560 141896 | 1234.249 1523.133
463 2175288 | 377.762 149177 | 1212.0% 1500.94
469 21837 369.33 1464.17 | 1220.468 1509351
470 2215037 395417 1549.40% 1251.80% 1540 688
471 2305428 | 467276 105548 | 1300.509 1561526
472 2206.513 | 346.537 1389.32 | 1243281 1532164
473 2313026 | 659.915 423.47 1107.87] 1368887
474 2714334 507.78 121581 | 1251003 1539886
475 2265786 | 637416 268.48 1060.63 1321.647
476 2933.254 | 874543 1865.2 874,543 2724387
477 2942654 | 8R31.942 153436 583.942 2714987
478 2971.381 912.67 2008.35 912 67 2768.021
479 2890.24 $31.529 1742.15 §31.529 2686881
AHD 2863977 | $05.266 1653598 805.266 266(.617
451 3056.882 998.17] i966.85 998,171 2868.169
482 3078.037 | 1019326 | 17775.6 | 1019326 2783.781
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483 2960742 902,031 1264.04 902.031 2001075
454 3074023 1015.312 117453 1015312 3073830
483 3194 977 1136.266 836,04 1136.266 318479
456 3205947 1150.236 55247 1150.236 320876
487 33232.751 146404 1881.04 1404.04 3479238
488 3385.652 1336941 1550.88 1336.941 3352.138
489 3334304 1275.593 1355.41 1275.593 3290 791
490 3208.6613 1239954 1238.69 1239 954 3255 152
491 J043.674 Hid 652 1{37.5% 1139.587 2209.455
493 3027 12 547.58 1559604 1176208 2152.823
493 2712.365 333343 6437 938.18 1874 184
494 2906.253 527.232 1200.449 1055.459 2072.074
4495 152513 773.4N 869 07 1248836 2315334
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APPENDIX B



Appendix B

Table: Actual and predicted house rent

Predicted | Predicted Predigted
Actual | Reot {Initial [ Rent (Best Rent
House ID | House | ANN model) |ANN Model)| (iledonie
Rent Pricing)
361 2000 2095457 2139558 2100099
362 1500 2128633 2243 425 2093.2%1
363 3000 2799.002 3420.419 25182
44 3500 2663.631 3371.545 2379.904
365 2500 2487608 2111.354 233819
366 2000 1448365 1616.8316 1608.179
367 000 2378684 2404 431 2283 267
368 2800 2127.752 2476.738 2155447
369 2500 2233.238 2004.8 2227.172
I 2200 1720116 1815.628 1712838
37i 2000 18359.005 1876987 1738.1
372 2500 2044202 2094 515 1345444
373 2700 29{(1.14%9 2793,303 2924925
374 3000 2957398 3259 68 2902.987
375 1200 1512.558 1594.530 1547 288
376 1800 2150936 2145229 2139.6509
377 3200 2832.615 2765378 2504,234
378 2000 2259943 2392.595 2208282
3719 1500 2038 601 2064716 1989052
IR0 2800 178358 3485.036 3466939
351 3300 3440.232 3547105 3418.044
g2 300 22835 3115.296 3258241
383 2100 2778.228 2564.641 2701 711
354 2360 2253.523 2373757 2313.13
385 200 3121599 2920 644 3076 461
386 2800 2761053 29122314 2858 466
387 2600 3029298 2904.232 2995.529
388 1300 2274 636 229322 2219265
389 2400 2884 686 2881.055 2934 879
390 2500 2489.73% 2067.958 2551.704
391 2800 17B0.168 2051.816 1644, | 28
392 3000 2668.026 24971 595 2695.994
393 2900 2605807 2435427 2617184
394 2600 384,588 3041.957 3073 84
395 3100 2269.256 201287 223062
396 900 2375491 2261.575 2368 B8]
397 1700 T 2507433 4374828 2520.823
398 2100 2307188 205213 2195316
399 2100 1999829 1312 966 202,563
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400 13010 237327 2293767 2354417
401 2400 2063.805 2357 602 2130329
412 1500 2552.052 2616.528 25497.553
403 2500 3628202 31541 {162 4318 291
404 2300 2128.727 2242046 J081.5%5
4035 300 2460 (094 2614327 2590.4%95
406 2000 1458.702 1522353 1470.174
407 300 1208.191 1115.424 1255428
408 20HH) 22446629 2365931 2731783
409 3000 2445.251 244,734 2335 695
410 2000 2214729 1834.137 2162.471
411 2500 2169604 1415.782 2315.593
412 3300 J002.441 2681.139 JT9E MY
413 12400 15260415 1136011 1556134
414 2000 1445677 1646.073 2040.287
415 1000 £460.5999 1130.615 1095497
4i6 1300 1964 974 1865.585 1057.052
417 3000 1952.486 1936.649 1832337
418 HHH) 2103 843 1452.698 2176.3465
419 400 1256.934 10201 1353 4569
424 1200 2203 496 1757.327 2105.866
421 1500 1808.05 1583 956 1786.49
422 20060 280695 2473.325 2767.461
423 2500 1795 193 1721 625 L7E1 435
424 3000 2228.165 091,755 2194 886
425 2500 2600213 2757576 2651 33
426 1500 1887.565 1604.013 1881.173
427 1900 2315.399 1529.3462 2364.676
425 250 2230.608 2267541 2197734
420 1200 1658447 1166599 1623.72
430 500 1357 973 TG 1577 1356 287
431 2600 212331 2249957 2102 994G
412 1500 1917.413 2400.191 1765.533
433 GO0 6009338 BOZ 1793 799 R159
434 600 3l6.1232 636.8037 5320384
435 500 4.3817 7414359 9298755
436 500 38349 5229702 539.693
437 300 442 0874 530.0223 5712313
438 §00H 851.54402 9194736 7441374
439 3500 2773722 2663.233 2721083
440 1300 1205.558 1205966 1173.009
441 1500 413,033 1512.32% 34914588
442 2000 1932.738 1754.134 1833.096
443 15 (W) 1624 371 1333.905 1534 142
444 1000 1336.228 1230.435 1604.689
445 1600 1369588 14015 691 1775.168
446 2200 2800.508 313173 2753.328
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447 2500 1518.363 | 1683.198 1553 939
448 1700 1301.982 1370.51 1397471
449 500 010.5846 | 827.5762 | 955.6391
450 1500 1232.491 1350 578 114838
451 800 6317795 | 9161721 566 9257
452 1000 1117987 | 1285915 1090998
453 1600 1236153 | 1383.453 1241536
454 2500 2150 12 2697.199 | 2310931
455 1000 1200577 | 1394.499 1205.451
456 1500 1223.109 | 1362.544 1209.543
457 1200 1094713 | 1787737 1164.278
4358 2000 1599828 | 1656014 1624586
459 IR0 2788399 | 3206481 2776608
460 1560 1339 93 1211.872 1547835
461 1200 1273.842 | 12090936 1451.346
462 1800 1489.317 | 1416017 1395255
463 1200 1429319 1247178 1681.05
464 2000 1734.042 1828.5 2028451
465 1200 52139290 | 764.292) 9441941
466 20000 1802129 | 1609.69% 1905.977
467 3000 1250787 | 2909.854 3267.702
468 2000 2101537 | 1925979 | 2184.423
469 1200 1013.92 1227 677 1383.543
470 2000 1830.635 | 1345119 1779.39
471 1200 1276.154 | 0691458 1226.763
472 900 097.6525 | 766.1116 815 5585
473 6000 3853721 | 3388.567 3414.564
474 2000 1933 464 | 1794.641 1048 439
475 1500 1686.935 | 2022746 1795.176
476 4400 2759308 | 27R5.064 | 2759.848
477 3000 2438756 | 2456 633 7429420
478 2000 2006456 | 1761449 1985.23
479 2500 2792.8% | 2604920 2697176
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