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## ABSTRACT

A linear multiple regression model has been developed to study the effect of total monthly rainfalls (TMR) on the yearly highest/lowest levels (HWL and LWL respectively) of groundweter table. Twelve different applications of the model has been made to simulate the annuai highestilowest groundwater levels in the Ganges-Kobadak ( $G-K$ ) Project area. Groundwater developments in this area were kept to a minimum in the past, and this served the prerequisite of a relatively undisturbed subsurface regime for regression study. All the simulations by the model have been found to be statistically satisfactory. Particular emphasis has been put on the techniques of selecting the 'Best Subset' of independent variables (TMRS). It is found that a combination of efficient
algorithm and instantaneous judgement is necessary to obtain the optimum subset of variables which will generate the near largest coefficient of determination, $R^{2}$ and the smallest error of estimate, $s$ at the same time.

Possibility of forecasting HWL/LWL with the help of resulting regression equations has also been discussed. It is found that, nine out of twelve of the regression equations are capable of making quite dependable forecast. Frequency analysez have been done for TMRs of appropriate rainfali stations so that forecast of highest or lowest water table due to TMRs having numerous combinations of return periods could be made.

The effect of river stage on groundwater table has also been studied using simple linear regression technique. It is found that, beyond a distance of about 2500 m from the bank, the water table remains virtually insensitive to the river stage.
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## Chapter 1

## INTRODUCTION

### 1.0. Introduction.

Modeling of groundwater system is at a preliminary stage in Bangladesh. Initial activities in this field began in around 1976 and they were mostly concerned with the determination of important groundwater related parameters like storage coefficient, transmissivity etc. The simple analytical techniques were used for these purposes. Later on, a number of numerical exercises were also carried on for regional assessment of the groundwater system (Ahmed,1986). But use of statistics, which is an equally powerful tool, is still absent in the studies of groundwater related phenomena.

The annual cycle of groundwater table fluctuation in Bangladesh is predominantly governed by the total monthly rainfalls in different months, specially in areas where there is no artificial interference on the groundwater regime. Also, presence of near by stream affects the level of groundwater table. So far, no attempt was made by any researcher in Bangladesh to statistically correlate the two above mentioned factors with the fluctuation of groundwater table. This encouraged the author to take up the present study.

The primary purpose of the proposed research is to develop a linear multiple regression model to study the effect of total monthly rainfalls (TMR) on the yearly maximum/minimum levels of groundwater table. For testing the goodness of fit, the model will be applied in the Ganges-Kobadak (G-K) Irrigation Project area. A location map of the study area is shown in Fig. 1.1. The $G-K$ area is selected primarily because this area is under surface water irrigation scheme and groundwater developments were kept to a minimum in the past. This ensures a relatively undisturbed groundwater regine suitable for multiple regression study having constant coefficient of determination. Moreover, the effect of river stage on groundwater table at different distances will also be studied. Consequently, a characteristic distance, $d_{c}$ will be identified for the study area beyond which the water table will supposedly remain insensitive to the fluctuation of river stage. Simple linear regression will be used for this part of the study which may be treated as a special case of multiple regression with single independent variable. Hence, the same methodology and techniques of inferences that will be discussed for the multiple regression study will also be applicable to the simple linear regression. The major incentives for the proposed undertaking based on statistiral technique are :
a] No multiple regression model related to groundwater has so far been. developed in Bangladesh. So, such a study will open


FIG. 1.1 : LOCATION OF THE STUDY AREA IN BANGIADBSH
up a new arena of soientific inquisition in this field.
b] A regression model is conceptually simple. It does not require thorough understanding of the underlying principles of a natural process, nor does it require elaborate mathematical background.
c] Provided with adequate good quality data, a regression model is as good as a numerical model. Moreover, it does not require the tiresome 'calibration' phase; rather, a regression model sets automatically calibrated with the insertion of new set of inputs.
d] A regression model generates basic statistics of input and output with little additional effort which give valuarile insight into the problem. It also generates variancecovariance and correlation matrix and thus, provides the degree of variability and interdependency of the variables. It produces weight factors from which relative contribution of each variable in the model can be estimated. Such features are absent in any other model.
e] A regression modal. may allow valuable supplementary analyses of distribution and trend. When adequate data are available, study of distribution and trend become easier by using input statistics generated through the process of model development.
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f] A regression model is relatively cheap. Development and execution of other models are either cumbersome or costly. When such models are developed on a regional basis, computer facilities become a prerequisite to handle the huge amount of input and output data. But anyone having a pocket calculator may use the ultimate product of regression model - usually a simple linear equation. $g]$ The outcome of a multiple regression model is easily transferable to the field level. On the contrary, any other type requires special training for using the model and for interpreting the output.


### 1.1. Objectives of the Research

From the above made discussions, objectives of this study may be summarized as follows:


#### Abstract

i] To develop a linear multiple regression model between monthly total rainfalls and yearly maximum and minimum levels of water table.


ii] Tu apply the model to six selected dug wells in the G-k Project area, each having water level records of about 20 years. Also to discuss the techniques of determining the 'Best Subset' of independent variables from statistical point of view with a suitable illustration.
iii] To discuss the possibility of using such model for forecasting of maximum and minimum groundwater levels.
iv] To study the effect of river stage on the groundwater table at different distances by simple linear regression and to get the characteristic distance, do beyond which the groundwater table is no more affected by the river stage.

## Chapter 2

## LITERATURE FEVIEW

### 2.0. Models for Groundwater

A model is a tool to represent the simplified version of reality. A good model adequately depicts all the desired features of a physical or enviromental process with certain degrees of approximation and idealization.

With the advent of sophisticated experimental and computational facilities, numerous models have already been developed in the field of groundwater which can be broadly classified into :
a) physical models
b) aralog models
c) mathematical models
d) hybrid models

### 2.1. Background of Groundwater Modeling

The fundamental task in developing groundwater related model was done by the great. French scientist Henry Darcy(1803-1858). His treatise of 1856 defined the relation, now known as the Darcy's law, governing groundwater flow in most alluvial and sedimentary formations. Later European contributors of the
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nineteenth century were J.Boussinesq, G.A.Daubree, J.Dupuit, P.Forchheimer and A.Thiem (Todd, 1980). Their contributions were mainly of analytical nature and thereby served as the basic tools for developing analytical models.


In the twentieth century, tremendous advancements have been made in getting analytical solutions for the problems of radial flow into a well and time-variant flow through porous media. Among many distinguished contributors are C. V. Theis, C.E.Jacob, M.S.Hantush, K.E.Glover and C.W.Walton.

Consequence of such extensive analytical search was betrer understanding of the scope and limitations of this procuss. Researchers looked forward to getting alternalive breakthroughs. And, a surge of physical and analog models evolved in the late fifties, which finally merged into the new wave of mathematical models (other than analytical) with the dawn of computer-age in late sixties.

Standard texts which contain good documentations of these developments include Walton(1970), Glover(1974), McWhorter and Sunada(1977), Bouwer(1978), Bear(1979), Freeze and Cherry (1979), Todd(1980) and Rethati(1983).

### 2.2. Ties of Groundwater Models

2.2.1. Physical Model

A physical model is scaled down replica of the field conditions maintaining similarity from both physical and hydraulic points of view. Sand tank model is a typical example. This is one of the earliest type of models ever used to study groundwater flow. P. Forchheimer used one such mociel. for study of well flow in Graz, Austria as early as 1898 (Todd,1980).

Although such a model is good enough for homogeneous and isotropic formation, elaborate treatment is necessary for simulation of features like nonhomogenity, anisotropy, capillary action etc. Another major disadvantage is its lack of flexibility to the changing geohydrological conditions:

### 2.2.2. Analog Model

Analog models are developed by noticing the similarity of governing equations for flow of fluid (laminar), heat and electricity. For example, Ohm's law is the electrical analog of Darcy's law for laminar flow of fluid. Viscous fluid model, membrane model, thermal model etc. are well known analog models. Relatively recent development in this discipline is the electrical analog model based on conductive solid/liquid or resistance-capacitance(RC) network. RC network is specially
flexible and is capable of simulating time-varient flow in non-homogeneous aquifers. Todd(1980) includes extensive discussion on analog models.

### 2.2.3. Mathematical Model

Mathematical models can be arranged into four subgroups, namely:
i) analytical model
ii) numerical model
iii) Operation research (OR) model
iv) statistical model

### 2.2.3.1. Analytical Model

An analytical model is usually based on a number of rigorous mathematical. equations which are subjected to specified initial and/or boundary conditions. Texts mentioned earlier contain numerous references of such models. Basic advantage of an anajytical model is that the model is deterministic (always generates the same output for a specified set of inputs) and well-understood for relatively simple flow conditions. Underlying equations of an analytical model may also serve as the building blocks of equivalent numerjcal model.

However, analytical model has one serious drawback. As described by Thomas(1973), the equations of flow and continuity in the form of differential equations do not ferf themselves easily to rigorous analytical solutions when
boundaries are complex. So far, the only remedy is to switch over to alternative modeling techniques.

### 2.2.3.2. Numerical Model

A common feature of most numerical models is superposition of a regular or irregular grid system over the zone under study. Then the equation of flow is applied to each of the grid points, and using finite difference approximation, a system of linear equations is formed. Computer aided solution of such system usually yields groundwater levels at grid points. Sometimes the entire zone is sub-divided into a number of polygons and finite element technique is applied. Renson et al(1971) have presented a very worthreading text detailing most of the numerical methods with their advantages and disadvantages. Other interesting titles are : Thomas(1973), Prickett(1975), Pinder and Gray(1977), Boonstra and Ridder(1981) and Wang and Anderson(1982). Since mid seventies, finite element technique has been modified into a more advanced and mathematically complicated form, called the boundary element technique. This method requires much smaller system of equations and hence, saves valuable computer storage. Brebbia(1978) covered the fundamentals of this technique.

Flexibility is the major advantage of a numerical model. The modeller can incorporate almost any pecularities he wants to in the model. However, il requires indepth knowledge and
adequate experience to formulate a dependable model. In addition, it requires efficient algorithms, good programming skill and high speed computer for its execution. It is obvious that, developing a numerical model is very often a laborious, time-consuming and costly process. And the final run-time cost is also considerable.

### 2.2.3.3. Operation Research (OR) Model

Operation resecrch is being used in different branches of engineering since late fifties. But its application in the field of groundwater is relatively new. Both the linear and the dynamic programming approaches have been used depending upon the nature of the problen. Models are developed to optimize different objective functions, such as, the net economic gain from conjunctive use of surface and groundwater subjected to a number of constraints. Among many distinguished contributors, to name a few, are: dracap(196is), Domenico(1968), Cochran ana Butcher(1970), Kleinecke(197ij, Chaudhury et al.(1974), Heidari(1982), Gorelick et al.(1984), Willis(1985) and Jones et al.(1987).

OR models are mainly being used in the process of decision making which is also the intended purpose of all linear and dynamic models. Such help is of great use in water resources engineering from economic and environmental point of view.

### 2.2.3.4. Statistical Model

A statistical: model generates output which is always associated with an element of chance or probability. Usually a statistical model has a number of parameters. As described by Haan(1977), they are to be determined in someway from the observed hydrological data. The validity and applicability of a statistical model depend directly on the characteristics of the data used to estimate the parameters. Statistical models can be classified into parametric and stochastic models. In a parametric model, once the parameters are known, the model becomes a deterministic one. A stochastic model produces different outputs even with the repeated use of a specified set of inputs. However, the generated outputs follow a statistical pattern. To exemplify - a multiple regression model is a parametric model and a model generating random events from a predefined distribution is a stochastic model.

It is interesting to note that parametric models are also inherently stochastic. Once the data determining the parameters get changed, so do the parameters.

A statistical model requires some minimum amount of data to produce a reliable output. But collection and monitoring of groundwater data usually have a very short history. Until late sixties, this was the major hindrance of using the powerful tools of statistics for the study of sub-surface flow. So far, majority of the statistical models related to groundwater
dealt the problem of solute transport and groundwater contamination.

Pioneers in this field are: Chalky(1949), Scheideggar(1954), Reddell(1967) ar.d de Jons(1969). Fron severties and onwards, with the accumulation of workable amount of data, this discipline flourished rapidly. Among significant contributors are : Bibby(1971), Cooley(1973), Flores(1976), Bakr et al(1978), Dagan(1982), Gelhar and Axness(1983), and finally, Black and Freyberg(1987).

### 2.2.4. Hybrid Model

The term 'hybrid' indicates that the model is a composite one having certain combination of the categories already discussed. Vemuri and Karplus(1969) and Morris et al.(1972) used hybrid computer models which were combination of RC analog and computer based numerical model. They saved numerous iterations by explicitly solving the problens with the help of analog models. Solutions so obtained were then used as feedbaci to the numerical models.

Another typical example is a combination of statistical and nunerical techniques. To avoid tedious trial and error process, linear regression model may be developed which will correlate the numerical model parameters with some basic input data. Reddell and Sunada(1967) and Eshett(1970) discussed such
possibilities. Cooley(1973) discussed a hybrid of statistical and analytical techniques. As all the methods have some specific advantages over the others, more and more hybrid models are supposed to come out in future optimizing the overall simulation process.

### 2.3. Related Works to the Proposed Research Topic

As mentioned earlier, works that have been done so far in statistical mode? Jing of groundwater are not voluminous. This is specially true for the study of rainfall-groundwater relationship by statistical technique. Among the beginners, Ubell worked on the effect of rainfall on groundwater storage in early fifties (Ubell,1953). Bogardi(1953) extended the findings of Ubell and studied the impact of precipitation as well as temperature on changes of water table. Further supporting works in this line were carried on by Csomane(1968), Rethati(1970) and Sing(1981) etc. Later on, Rethati(1983) discussed about a multiple linear regression model to simulate annual highest and lowest groundwater levels (HWL and LWL respectively) with the help of total monthly rainfalls (TMR) of previous water year. This particular work by Rethati will be the basic guide line for major part of this research work.

Study of the effect of river stage on groundwater level, which is also the secondary objective of this research work, is
recently gaining increasing attention due to the introduction of the concept of conjunctive use of water resources. McWorther et al.(1972), Glover(1974), Labadie et al.(1983) and many others did excellent works in this field of streamaquifer interaction.

In Bangladesh, the most relevant work to the proposed research topic was done by Haq and Sattar(1987). In their study, six years of data on annual groundwater table fluctuation was regressed with corresponding total annual rainfall. A simple single variable regression equation was developed which showed that the speculated relationship was very significant. They found the coefficient of determination to be 0.99 - almost a perfect linear fit! They also observed that the water level usually responded favorably after an accumulated rainfall depth of about 75 cm . This amount, as noted by the researchers, took about three monsoon months to accumulate.

Although this simple study precludes any possibility of using it as a forecasting model, it definitely encourages such effort. It will be discussed later on that, breaking up the total annual rainfall into its monthly components and using multiple regression technique may give in quite a dependable forecasting model.

Since 1976 - the beginning of groundwater related modeling in Bangladesh, nine other exercises have been undertaken by
organizations like Bangladesh Water Development Board (BWDB), Bangladesh Agricultural Development Corporation (BADC) and Master Plan Organization (MPO). Most of the treatments were based on analytical techniques, except a few numerical ones. The North-West Bangladesh Groundwater Model was the most elaborate among them. Basic aim of all these activities was to achieve better planning and management policies for groundwater use. Some of the above mentioned models, given proper adjustments, may be used to predict the extreme groundwater levels based on previous rainfall pattern. For details, volume III of the second interim report by MPO(1984) may be consulted.

Apart from the models used for professional purposes, models are coming out in recent years from academicians and researchers. Khan(1982) has presented models for groundwater yield and recharge assessment based on combination of analytical techniques. Khan and Mawdsley(1984) also tried to assess the aquifer yield by linear programming. Ahmed(1986) developed another model using simple implicit finite difference scheme to study the groundwater system in the Mymensingh-Tangail area. However, none of these models were concerned with the linear or polynomial relationship between rainfall and groundwater table.

About the effect of river stage on groundwater level, Saleh(1985) developed an analytical model called, Watershed

Irrigation Potential Estimation (WIPE) model, to simulate groundwater movement in ${ }^{\circ}$ a watershed. For a small watershed in the North-West Bangladesh, he found that, beyond 2000 m from the river, the flux from the watertable to the river was negligible and the water table profile of the watershed was not affected by the water level in the river. Later on, Hoque (1986), Khan and Mawdsley(1986), and Michael (1986) dealt with the problem of stream-aquifer system, although their main emphasis was on the theme of conjunctive use of surface and groundwater.

It is quite noticeable that so far no physical, analog or statistical model related to groundwater is attempted by any modeller.

## Chapter 3

## PRINCIPLES OF LINEAR MULTIPLE REGRESSION

### 3.0. Definition

Multiple regression is a part of statistics which deals with the investigation of the relationship between three or more variables related in a probabilistic fashion (Devore, 1982).

### 3.1. The Linear Probabilistic Model

For the deterministic model $y=B_{1}+\Sigma_{i}\left(B_{i} X_{i}\right)$ where $i=2,3, \ldots, k$, the actual observed value of $y$ is a linear function of variables $x_{2}, x_{3}, x_{4}, \ldots, x_{k}$. The generalization of this to a probabilistic model assumes that the expected value of $y$ (dependent variable) is a linear function of $x_{i}$ (independent variables); but for a particular set of $x_{i}$, the variable $y$ differs from its expected value by a random amount. Mathematically,

$$
y=B_{1}+B_{2} x_{2}+B_{9 x_{3}}+\ldots \ldots+B_{k} x_{k}+\varepsilon
$$

where $\varepsilon$ is a random variable with $E(E)=0.0$ and $\operatorname{Var}(\varepsilon)=\sigma^{2}$. To construct confidence and prediction intervals and to test hypotheses about the model parameters, it is also needed to assume that $\varepsilon$ has a normal distribution.

Equation [3.1] is the most straight forward form of linear
multiple regression. Sometimes the variables may have exponents over them making the equation to be of higher order. Also there may be terins formed by product of two or more variables, called interaction terms. The following equation implies a second order interaction model :

$$
\begin{equation*}
y=B_{1}+B_{2} x_{2}+B_{9} x_{3}+B_{4} x_{2}^{2}+B_{5} x_{3}{ }^{2}+B_{6} \times_{2} x_{3}+\varepsilon \tag{3.2}
\end{equation*}
$$

The presence of higher order terms indicate that the expected change in $y$ depends on the change of values having higher order in such a way that the contours of regression function against those variables will be curved. And the presence of interaction terms imply that the expected change in $y$ depends not only on the variables being increased or decreased but also on other variables forming the interaction terms.

Now, whether to include such higher order or interaction terms in the model solely depends on the nature of the problem being studied.

### 3.2. Estimating the Favameters

The multiple linear regression model with (k-1) variables and n observations $y_{1}, y_{2}, \ldots . y_{n}$ has the form :

$$
\begin{aligned}
& y_{i}=B_{1}+B_{2 x_{i 2}}+B_{3} x_{i j}+\ldots \ldots+B_{k} x_{i k}+\varepsilon_{i} \\
& i=1,2, \ldots \ldots, n
\end{aligned}
$$

For convenience of matrix notation, a dummy variable is introduced as $x_{i 1}$ associated to $B_{1}$ where $x_{i 1}=1.0$ for $i=1$, 2,..,n. So equation [3.3] becomes :

$$
\begin{equation*}
y_{i}=B_{1} x_{i_{1}}+B_{2} x_{i_{2}}+\ldots+B_{k} x_{i k}+\varepsilon_{i} \tag{3.4}
\end{equation*}
$$

Now the vector of observation $Y$, vector of random errors $E$, parameter vector $B$ and design matrix $X$ are defined as :


Consequently, in matrix form, equation [3.4] turns out to be :

$$
\begin{equation*}
\mathrm{Y}=\mathrm{XB}+\mathrm{E} \tag{3.5}
\end{equation*}
$$

If $b$ be the sample estimate of the vector $B$ using least square criteria, then, it can be shown with the help of matrix algebra that the normal equations corresponding to equation [3.5] takes the form:

$$
\begin{equation*}
\left(X^{T} X\right) b=X^{T} Y \tag{3.6}
\end{equation*}
$$

where $X^{T}$ is the transpose of the design matrix $X$. Multiplying both sides of equation [3.6] on the left by ( $\left.X^{T}\right)^{-1}$, the solution matrix for sample estimates of parameters becomes :

$$
\begin{equation*}
b=\left(X^{T} X\right)^{-1} X^{T} Y \tag{3.7}
\end{equation*}
$$

Equation [3.7] indicates that to get the vector $b$, it must be possible to invert the matrix $X T X$, however, the transformation is not unconditional. If $z_{i j}$ is defined to be $\left(x_{i j}-\bar{x}_{j}\right) / s j$ and $Z=\left[z_{i j}\right]$, then $Z^{r} Z /(n-1)$ is the $k * k$ correlation matrix $R=\left[r_{i j}\right]$, where rij is the corrolation coefficient between the ith and the $j$ th independent variables. By definition, $r_{i j}=1$ for $i=j$.

If $\left|r_{i j}\right|=1$ for some $i \neq j$, then the ith independent variable is a linear function of the $j$ th independent variable and the rank of $X^{r} X$ matrix will be less than $k$. But $X T X$ being $a k * k$ matrix: its rank must be $k$ to get it inverted. This means that an independent variable can not be a (perfect) linear function of any other independent variable. Moreover, an independent variable can not be linearly dependent on any linear function of the remaining independent variables, otherwise the rank of $X^{\top} X$ will drop down again. Even a near linear dependence in $X$ may cause severe roundoff errors in (XTX $)^{-1}$ and loss of significance leading to nonsensical estimates for $B$ (Draper and Smith, 1981). This is why, very often the first step in regression analysis becomes the computation of correlation matrix.

### 3.3. Standardizing the Variables

When the values of variables in multiple regression analysis are large, it is advantageous to carry out a special coding for the variables. If $\bar{x}_{j}$ and $s_{j}$ be the sample mean and standard deviation of $x_{i j}{ }^{\prime} s(j=1, \ldots, n)$, the coded form of $x_{j}$ will be $x_{j} *=\left(x_{i} y^{-} \bar{x}_{j}\right) / s_{j}$. The cuded value $x_{j}$ * simply represents any $x_{i j}$ value in units of standard deviation above or below the mean. Careful observation easily reveals that the outcome of such transformation simply creates the 2 matrix needed for correlation coefficients. So, standardizing the variables need no additional effort. But it has two important benefits :
a) it increases the numerical accuracy in all computations through less computer roundoff error.
b) it gives more accurate estimates than for the parameters of the uncoded model because the individual parameters of the coded model characterize the behavior of the regression function near the center of the data rather then near the origin.

### 3.4. Coefficients of Determination and the ANOVA Table

Recalling that the column vector $b$ is the sample estimate of parameters and defining $x_{i}=\left(x_{i_{1}}, x ; 2, \ldots, x_{i s}\right)$, the ith estimate for the dependent variable becomes $\hat{y}_{i}=x_{i} b$. So, summing up for all the $i ' s, ~ t h e ~ e r r o r ~ s u m ~ o f ~ s q u a r e s ~ S S E=\Sigma\left(y_{i}-\hat{y}_{i}\right)^{2}$ measures how much variability in the $y_{i}$ 's is not explained by the regression relationship. If $S S E$ is quite small, all the observed points lie near the least square line, while if it is large, then there is much 'residual variability' even after taking into account the possibility of a linear relationship.

The total amount of variability in the $y_{i}$ 's. can be measured by computing $\operatorname{SST}=\Sigma\left(y_{i}-\bar{y}\right)^{2}$ which is the total sum of squares of the $y_{i}$ 's about their mean. Hence, the coefficient of multiple regression $R^{2}$, indicating the proportion of variation in $y_{i}$ 's explained by linear regression is defined as :

```
R2 = (SST - SSE)/SST
    = 1 - SSE/SST
    [3.6]
```

The table given below, called the ANOVA (analysis of variance) table is quite helpful in calculating all the above terms and for other analyses using matrix notation.

## ANOVA TABLE

| Source | Degrees of freedom | Sum of squares |
| :---: | :---: | :---: |
| Mean | 1 | $\mathrm{n} \bar{y}^{2}$ |
| Regression | k-1 | $\mathrm{b}^{T} \mathrm{X}^{T Y}-\mathrm{n} \bar{Y}^{2}$ |
| Residual | $\mathrm{n}-\mathrm{k}$ | $\mathrm{Y}^{\mathrm{P}} \mathrm{Y}-\mathrm{b}^{\text {P }} \mathrm{XP}^{\text {P }}$ |
| Total. | n | Y ${ }^{\text {r }}$ |

Using the ANOVA table, SST, $S S E$ and $R^{2}$ assume the following forms :

$$
\begin{align*}
S S T & =Y T Y-n \bar{Y}^{2} \\
S S E & =Y^{T} Y-b T X T Y \\
R^{2} & =\left(b^{T} X T Y-n \bar{Y}^{2}\right) /\left(Y T Y-n \bar{Y}^{2}\right) \tag{3.9}
\end{align*}
$$

Another important statistic, $\operatorname{Var}(\varepsilon)$ or $\boldsymbol{\sigma}^{2}$ is represented by its sample estimate $\mathrm{s}^{2}$ as :

$$
\begin{equation*}
s^{2}=\left(Y^{T} Y-b^{T} X^{T} Y\right) /(n-k) \tag{3.10}
\end{equation*}
$$

which is also known as residual mean square.

### 3.5. Inferences on Regression Coefficients

To make inferences concerning $B$, the variance of $b$ must be known. It is shown by Haan(1977) that the variance-covariance matrix of $b$ is given as :

$$
\begin{equation*}
\operatorname{Cov}(b)=\sigma^{2}\left(X^{T} X\right)^{-1} \tag{3.11}
\end{equation*}
$$

The variance of $b_{i}$ is equal to the covariance of $b_{i}$ with itself and is therefore $\sigma^{2}$ times the ith diagonal element of $\left(X^{r} X\right)^{-1}$. The covariance of $b_{i}$ with $b_{j}$ is $\sigma^{2}$ times the ( $\left.i, j\right)$ th element of (XTX)-1. To get a confidence interval on each $b_{i}$, the underlying assumption would be that bi/sbi has a $t$ distribution with ( $n-k$ ) degrees of freedom where soi is the positive square root of covariance of $b_{i}$. Such assumption will be perfectly valid when the dependent variable is normally distributed. However, according to the Central Limit Theorem, if a hydrologic random variable is the sum of $k$ independent effects and $n$ stands for the number of observations, then, as $n$ gets larger, the distribution of the variable tends to be normal. Usually, n 30 gives good enough approximation. It is shown by different experimenter that $n$ as small as 15 also works good if the underlying distribution of the dependent variable is not far from normal. Then the lower and the upper confidence intervals are given by :

$$
\begin{align*}
& L_{B i}=b_{i}-t_{1}-\alpha / 2, n-k S b i \\
& U_{B i}=b_{i}+t_{1-\alpha / 2, n-k S b i} \tag{3.12}
\end{align*}
$$

To test the hypothesis that $H_{0}: B_{i}=0.0$ against $H_{a}: B_{i} \neq 0.0$, the test statistic is :

$$
\begin{equation*}
t=b_{i} / s_{b i} \tag{3.13}
\end{equation*}
$$

Here, $H_{0}$ is rejected if $|t|>t_{1-\alpha / 2, n-k}$ which means that the ith independent variable is contributing significantly to explaining the variation in the dependent variable. Alternately, if the null hypothesis is accepted, then the corresponding independent variable is usually deleted from the model.

Conclusions resulting from the individual testing about regression coefficients may sometimes be misleading. For example, separate t tests may indicate that both $B_{i}$ and $B_{j}$ are statistically insignificant. This does not mean that both $\mathrm{Bi}_{\mathrm{i}}$ and $B_{j}$ should be eliminated from the model as $B$; belonged to the model when $B_{i}$ was tested and vice versa. This situation is likely to occur when the sample values of corresponding independent variables are highly correlated. However, $\mathrm{Bi}_{\mathrm{i}}$ or $\mathrm{B}_{\mathrm{s}}$ when used along may be quite significant.

In many circumstances, firstly the full size model involving the $k$ carriers (including the $x_{i, 1}=1.0$ ) is made. Then further investigation is done to check whether a particular subset of $l$ carriers provides almost as good a fit as the full k-carrier model. To serve this purpose, the required test statistic has an F distribution as :

$$
\begin{equation*}
F=\frac{\left(\operatorname{SSE}_{1}-\operatorname{SSE}_{k}\right) /(k-1)}{\operatorname{SSE}_{k} /(n-k)} \tag{3.14}
\end{equation*}
$$

SSE, $=$ unexplained variation for the reduced model SSE $x=$ unexplained variation for the full model

Rejection region : $F>F_{1-\alpha, k-1, n-k}$

A more detailed discussion about the selection of best subset will be made later on in section 3.11 of this chapter.

### 3.6. Test of Model Utility

Extending the above discussion to the extreme that the entire regression equation is not explaining a significant amount of the variation of the dependent variable, the null hypothesis will be $H_{0}: B_{1}=B_{2}=\ldots \ldots=B_{k}=0.0$ versus $H_{a}$ at least one of these $B^{\prime} s$ is not zero. Here use is made of the fact that the ratio of the mean square due to regression to the residual mean square has an $F$ distribution with ( $k-1$ ) and ( $n-k$ ) degrees of freedom. The $F$ statistic in matrix form may be given as :

$$
\begin{equation*}
F=\frac{\left(b^{T} X^{T} Y-n \bar{Y}^{2}\right) /(k-1)}{\left(Y^{T} Y-b^{T} X^{T} Y\right) /(n-k)} \tag{3.15}
\end{equation*}
$$

Rejection region : F>Fi-k,k-1, $\boldsymbol{f}$ -

### 3.7. Inferences on the Regression Line and Individual

Prediction

It is shown by Draper and Smith (1981) that the variance of the ith estimate of the dependent variable from the regression equation $\left(\hat{y}_{j}=x_{i} b\right)$ can be given by :

$$
\begin{equation*}
\operatorname{Var}\left(\hat{y}_{i}\right)=\theta^{2} X_{i}(X X)^{-1} X_{i}^{T} \tag{3.16}
\end{equation*}
$$

So the confidence intervals (CI) on $\hat{\mathbf{y}}_{i}$ are expressed as :

$$
\begin{align*}
& L=x_{i} b-t_{1}-12, n-k /\left(\operatorname{Var}\left(\hat{y}_{i}\right)\right) \\
& U=x_{i} b+t_{1}-12, n-k /\left(\operatorname{Var}\left(\hat{y}_{i}\right)\right) \tag{3.17}
\end{align*}
$$

The CIs on individual predicted value $\hat{y}_{p i}$ are also given by equation [3.17] with the following change :

$$
\begin{equation*}
\operatorname{Var}\left(\hat{y}_{p i}\right)=\sigma^{2}\left(1+x_{i}\left(X^{T} X\right)^{-1} X_{i} T\right. \tag{3.18}
\end{equation*}
$$

### 3.8. The Bonferroni Intervals

In some situations, Cls may be desired for two or more set of $x_{i}$ 's. For example if two such intervals are caiculated at $95 \%$ level, then joint confidence coefficient would be $(.95) *(.95)=.90$ assuming intervals are independent to each other. But intervals are actually not independent, because same $b$ and $s^{2}$ are used in each. The treatment of such joint confidence intervals rests on a mathematical result called the 'Bonferroni Inequality' and so, the joint cis are often called the Bonferroni intervals. In general, if the $100(1-\infty) \%$ confidence interval is computed for $m$ different sets of $x_{i}$ 's, then the joint confidence coefficient on the resulting set of interval is at least $100(1-\mathrm{mc}) \%$.

### 3.9. Additional Analyses

### 3.9.1. Identifying the Outliners by HAT Matrix Elements

In simple linear regression, diagonistic plots can be used to identify botin points of large residuals and wild points well
off from most of the sample $x_{i}$ 's. In multiple regression, due to presence of two or more independent variables, such plottings are virtually impossible. Hence, a new tool has been proposed, called the 'HAT' matrix which is defined as (Devore,1982) :

$$
\begin{equation*}
H=X\left(X^{T} X\right)^{-1} X^{T} \tag{3.19}
\end{equation*}
$$

Obviously, the ith fitted value $y_{i}$ is the product of the ith row of H with Y :

$$
\begin{equation*}
\hat{y}_{i}=h_{i 1} y_{1}+h_{i 2} y_{2}+\ldots \ldots h_{i n} y_{n} \tag{3.20}
\end{equation*}
$$

Thus the element $h_{i j}$ gives the weight associated with jth observation in computing the ith predicted value. In particular, $h_{i}$ measures the influence of $y_{i}$ on its own predicted value $\hat{y}_{i}$. It is therefore of great interest to know whether a particular $h_{i} i_{\text {is }}$ relatively large or small. Large $h_{i}$ will indicate $y_{i}$ with large influence on the overall fit and such points may be excluded from the final model preparation. The rule of thumb is that any $i$ for which $h_{i}{ }_{i}$ > $2 k / n$ indicates that $y_{i}$ is a point with large influence.

Another means for deciding whether or not the ith point has large influence is to consider the changes in parameter estimates when the ith data point is deleted from the sample. However, for this study, the HAT matrix approach has been resorted to.

### 3.9.2. Antness of the Model

An effective approach to assessment of model adequacy is to compute the fitted or predicted values $\hat{\mathbf{y}}_{i}$ and the residuals $e_{i}=y_{i}-\hat{y}_{i}$, and then plot various functions of these computed quantities. It can be shown that each residual is normally distributed with expected value of zero and when $n$ gets reasonably larger, the standard deviation may be simply given by $s$ - the standard error of estimate. Now, defining the standardized residual as $e_{i}{ }^{*}=e_{i} / s$, a plot of $e_{i} *$ versus $\hat{y}_{i}$ is always recommended for multiple regression analysis. If the model is acceptable, then this residual plot should not exhibit any distinct pattern. Also the residuals should be randomly distributed about zero according to a normal distribution, so all but a very few ei*'s should lie between -2 and +2 (that is within two standard deviations of their expected value zero). Detailed discussion about identifying the difficulties and probable remedies are made by Daniel and Wood(1980) and Chatterjee and Price(1977).

In the previous section, discussion is made about using HAT matrix to identify the outliners. If such outliners result from errors in recording data values or faulty experiment, they are omitted from the final model. But if no assignable cause can be found for the outliners, it is still desirable to report the estimated equations both with and without outliners. An alternative procedure is to keep the outiiners
in the model but to put relatively less weight on them. One such method is MAD (minimize absolute deviation) and here values of parameters are to be found by iterative computational procedure. More information about alternative fitting techniques can be found in Mosteller and Tukey (1977).

### 3.10. Selection of the 'Best Subset'

Often an experimenter will have large number of independent variables or carriers and then wish to build a regression model involving a subset of those carriers. The use of the subset will make the resulting model more manageable, especially if more data is to be subsequently collected. This also provides a model which is easier to interpret than one with many more carriers (Devore, 1982). Two basic questions in connection with the variable selection are :
i] If it is possible to examine all possible subsets of independent variables, which criteria should be used to select a model?
ii] If the number of variables is too large to check all possible combinations, what alternative techniques are available?

To answer such questions, statisticians developed both criteria for variable selection and alternative ways of
getting a sufficiently good subset (it may also be the best) as discussed below.

### 3.10.1. Criterias for Variable Selection

As before, SSE will be used to indicate the error sum of squares with $k$ carriers (including the $x_{i 1}=1.0$ terms). For a fixed value of $k$, it is reasonable to identify the best model as the one having minimum SEEk. The more difficult issue concerns comparison of $\operatorname{SSE}_{k}$ 's for different values of $k$. Two different criteria, each one a simple function of SSE k, are widely in use.
i] $R_{k}{ }^{2}$, the coefficient of multiple determination for a $k$ carrier model. Because $\mathrm{R}_{\mathrm{k}}{ }^{2}$ will virtually always increase as $k$ does (and can never decrease), it is not the $k$ which maximizes the $R_{k}{ }^{2}$ is of interest. Instead, a small $k$ is needed to be identified for which $R_{k}{ }^{2}$ is nearly as large as $\mathrm{R}^{2}$ for all carriers in the model.
ii] The standard error of estimate $s_{k}$ for $k$ carrier model. The confidence intervals on the regression line are function of $s k$, the line with the smallest standard error will have the narrowest confidence intervals and hence, will represent the most dependable prediction.

In this model study, both the criteria will be used to check, the model performance. Many times the two criteria of the
near-largest $R_{k}{ }^{2}$ and smallest $s k$ give the same subset of carriers. Generally, with the increased number of variables, $\mathrm{R}_{\mathrm{k}}{ }^{2}$ will always increase and sk will hopefully decrease. But after some specific value of $k, s_{k}$ or the standard error of estimate will tend to increase. This is a tip-off that added variables are not contributing significantly to the regression and can just as well be left out.

### 3.10.2. Techniques of Variable Selection

Three different methods are commonly in practice, namely, the Forward Selection (FS), the Backward Selection (BS) and the Stepwise Selection (SS).

### 3.10.2.1. Forward Selection (FS)

FS starts with no carriers in the model and considers fitting in turn the model with only $x_{2}\left(x_{1}\right.$ being always present as the constant 1), only $x_{3}, \ldots$, and finally only $x_{m}$. The variables which, when fit, yield the largest absolute tratio (which is $\left.\left|b_{j} / s_{b j}\right|\right)$ enters the model provided that the ratio exceeds the specified constant $t_{i n}$. The process continues until at some step no absolute $t$ ratio exceeds $t_{i n}$. At $95 \%$ level of confidence, most $t$ values are near 2 and so, $t_{i n}=2.0$ is of ten used in FS technique.

### 3.10.2.2. Backward Selection (BS)

This method starts with the model in which all carriers under consideration are present. Let the set of all carriers be $\times 2$, $x_{3}, \ldots, x_{x}$. Ther: each absolute $t$ ratio is examined and the smallest one is detected. If the smallest absolute $t$ ratio is less than a specified constant tout, then the corresponding carrier is eliminated from the model. The process is continued again for the reduced model until at some stage, all absolute ratios are at least equal to tout. The model used is the one containing carriers which were not eliminated. For the same reason as mentioned above, tout is usually taken to be 2.0 .

### 3.10.2.3. Stepwise Selection (SS)

The stepwise procedure most widely used is a combination of $F S$ and $B S$, denoted as SS. This procedure starts off as does the FS, by adding variables to the model; but after each addition examines those variables previously entered to see if any is a candidate for alimination. For example, if there are eight carriers under consideration and current set consists of $\times 2$, $x_{3}, x_{5}$ and $x_{6}$ with $x_{6}$ having just been added, the $t$ ratios $t_{2}$, $t a$ and $t_{s}$ are examined. If the smallest absolute ratio is less than tout, then the corresponding variable is eliminated from the model. The idea behind $S S$ is that a variable may individually contribute littile towards the increment of $\mathrm{R}^{2}$ or decrement of $s$ when other variable(s) with which it has got
strong correlation is already present in the model. Such variables can be identified easily from the correlation matrix (CM) of the model being studied and this is another strong point in favor of working out the CM in the first place.

For $S S$ process, to prevent the same variable from being repeatedly entered and removed, it is essential that $t_{i n}>t_{o u t}$. For this study, $t_{i n}=2.0$ and $t_{0 u t}=1.975$ will be used as done in most of the standard packages available for stepwise regression (Devore, 1982). Currently, a number of efficient computer packages are available to take care of this very elaborate process of trial and error. A discussion on the packages will be made in the next chapter.

### 3.10.3. Some Final Comments on the Selection of Variables

The three automatic selection procedures $F S, B S$ and $S S$ will generally identify a very good model. But there is no guarantee that the model will be the best which could have been resulted from all possible combination of carriers. Above all, no matter which technique is used, care must be exercised to see that the resulting equation is rational.

In general, all the variables retained in a regression equation should make a significant contribution to the regression unless there is an overriding reason (theoretioal or intuitive) for retaining a non-significant variable. The
variables retained should have physical meaning. If two variables are equally significant when used alone but are not both needed, the one that is easiest to obtain should be used (Haar, 1977). Finally, if there appears to be strong relationship between some of the potential carriers in a given data set, alternative method, say, the 'Ridge Regression' technique should be employed.

## Chapter 4

## MODEL DEVELOPMENT, DATA PROCESSING AND <br> SOFTWARE REQUIREMENTS

### 4.0. Introduction

It was stated in Chapter 1 that, the basic tasks of this study were to develop a linear multiple regression model that could be used to forecast future extreme groundwater levels based on monthly total rainfall data and to study the effect of river stage on groundwater level at different distances from the bank line using simple linear regression technique.

In doinfs so, first of all, a brief description of the study area (where the develuped model will be applied) will be given in the next section. Thereafter, each of the steps necessary to attain the above mentioned objectives will be discussed in detail.

In this regard, the first step will be to develop the conceptual models for both rainfall-groundwater level and river stage-groundwater level relationships. At this stage, model variables will be defined with due care, which will eventually determine the types and amount of data required for running the model, subsequent aralyses and testing the forecasting potential when applicable.

The second step, then, will be to collect and process all the data and to point out their salient features that will be helpful in preparation and interpretation of model input and output. And the third and final step will be selection and/or development of appropriate softwares which will be able to carry on all the necessary operations.

### 4.1 Brief Description of the Study Area

The Ganges-Kobadak (G-K) Irrigation Project covers areas from the districts of Kushtia, Jessore and Khulna. The area under present study lies between latitudes of $23^{\circ} \mathrm{N}$ to $24^{\circ} \mathrm{N}$ and longitudes of 880 E to $90^{\circ} \mathrm{E}$. Major streams in and around the study area are the Ganges, the Gorai, the Kumar and the Nabaganga. The mean annual rainfall in the area is about 1550 $m m$ and the mean evapotranspiration rate is about 1350 mm . Geologic formations of the upper layers of the area are composed of silt, sand and clay. Minimum annual recharge in the project are is estimated to be about 0.02 m . The average transmissivity and specific yield of the area are approximately $2000 \mathrm{~m}^{2} /$ day and 0.10 respectively (IECO, 1980).

A map of this study area depicting all the salient features is given in the next page (Fig. 4.1). This figure shows all the locations of the wells under study along with the associated rainfall, river stage and discharge measuring stations.

FIG. 4.1 : THE STUDY AREA UNDER G-K PROJECT (SCALE 1:750,000)
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This study is supposed to formulate a model showing the linear relationship between total monthly rainfalls and annual culminations of water table in an undisturbed groundwater regime. In reality, the phenomenon of water table fluctuation is affected by numerous factors other than rainfall. Because, the extent of rainfall which ultimately reaches the groundwater table depends on the land cover, slope of the land surface, soil moisture content, depth of root zone of the exjsting crop or plantation, rate of evapotranspiration, soil and air temperature, humidity, wind speed etc., and the list is not exhaustive. But from practical point of view, it is not feasible to include all the variables into a hypothetical relationship. Firstly because, many of them will contribute too little; secondly, adequate and reliable data are seldom available for all the affecting variables. Moreover, regression analysis requires that number of independent variables should be less than the number of samples or data sets; preferably, less than one third of the later. So, only the most important factors are usually included in a typical model study.

As stated earlier, the study area of G-K project has got an undisturbed groundwater regime ideal for regression analysis. The oldest wells in the project area were installed in 1961-62 period. Associated rainfall stations were also installed in
the same time. But there was a discontinuity of records in the period of 1964-65. As the publications by BWDB documented groundwater levels from the year of 1963-64, it was not possible even to get an initial estimate of the missing values of 1964-65 by Forgo's method (Forgo, 1968) which requires data of at least four previous years. So, data from 1966 and onwaräs were used for this study. This means that groundwater level data for different wells had the longest record length of about 20 years. So, to simulate extreme groundwater levels as dependent variables, number of independent variables should ideally be kept to 7 or 8 . This is why, only the most significant contributing variables - the total monthly rainfalls were taker as independent variables in the proposed regression model. Breaking up the total annual rainfall into its monthly components greatly increases the flexibility of the model and also helps grasp the role of individual months in determining the anmual culminations. Splitting the rainfalls into further smaller intervals will cause too many variables and it was revealed by preliminary model runs that, adding several month's rainfall together to reduce the number of variables also greatly reduce the prediction capability of the model. Hence, monthly total rainfalls as independent variables came out to be the best choice.

\subsection*{4.2.1. Variables for HWL Simulation}

Apparently it may seem alright to think that the monthly rainfalls after the occurrence of LWL will contribute to the
rise of water table. But due to the very slow rate of seepage through subsurface media, it is quite possible that some portion of rainfall occurring before the \(L W L\) may eventually enter the groundwater table after recording of LWL. This will definitely contribute to the water table rise and will not be encountered by the truncated series of monthly rainfalls (after LWL). So it is a better choice to take all the monthly rainfalls from previous HWL as independent variables to simulate the next HWl as dependent variable.

It will be shown later in this chapter that, in \(G-K\) project area, the groundwater level on average becomes maximum in the month of September and minimum in the month of May. So, monthly total rainfalls from September to August will be considered as independent variables to simulate the next HWL. Mathematically (equation 3.4) :
\[
\begin{aligned}
y_{i} & =\sum B_{j} x_{i} j+\varepsilon_{i} \\
i & =1,2, \ldots, n \\
j & =1,2, \ldots, k
\end{aligned}
\]
where \(y_{i}\) is the ith HWL; \(x_{i, 2}\) to \(x_{i, 13}\) are the total monthly rainfalls of September to August of the ith year; \(B_{2}\) to \(B_{13}\) are the associated weight or contribution factors; \(B_{1}\) is the constant or intercept term which takes care of the fixed component of the dependent variables and \(x_{i 1}=1\) for all i.'s, used for convenience of matrix notation. The upper limit of \(j\), i.e., \(k\) will be equal to the number of dependent variables
plus one. The upper limit of \(i\) denoted as ' \(n\) ' is the number of samples or data sets available or being used for the model. Finally, \(\varepsilon_{i}\) is the ith random error term having expected value of zero and a constant variance for all observations as specified in section 3.1 of Chapter 3.

The LWL may also be included to simulate the next HWL. However, such inclusion is only encouraged when significant increase in coefficient of determination is noted. Groundwater levels at locations close to a nearby river will also be affected by river stage. But none of the six wells except JE05 are that close to the river Gorai or Kumar in the G-K area (Fig. 4.1). And, river stage of the Kumar will not be included in the simulations of HWL and LWL for JE05 due to the restriction on allowable number of carriers in the model.

Hence; initial number of independent variables ( \(K-1\) ) becomes 13 or 12 (with or without LWL) which is greater than one third of the number of samples ( 20 in our case). It will be shown later that, a number of months contribute too little into the model and therefore, may be dropped out. Consequently, with dropping out of insignificant variables and accumulation of more data, the model will attain the required stability.

\subsection*{4.2.2. Variables for LWL Simulation}

Selection of independent variables for LWL simulation is rather straight forward. As the LWL occurs mostly on May,
monthly rainfalls from September to April plus the previous HWL will make the nine independent variables. Hence, the starting point of the model formation will be (equation 3.4):
\[
\begin{aligned}
y ; & =\sum B_{j} x_{i j}+\varepsilon_{i} \\
i & =1,2, \ldots, n \\
j & =1,2, \ldots, 10
\end{aligned}
\]
where \(y_{i}\) is the ith LWL; \(x_{i, 2}\) is the previous HWL; \(x_{i}, z\) to \(x_{i}, 10\) are monthly total rainfalls of September to April; \(\mathrm{B}_{2}\) to B10 are associated contribution factors, \(B_{1}\) is the intercept term; \(x_{i 1}=1\) for all \(i\) 's; \(n\) is the number of data sets and upper limit of \(j\), i.e., \(k\) is fixed as 10 . Again, \(E_{i}\) is the ith random error term.

This time, after dropping out insignificant varjables, ultimate number of independent variables will be quite appropriate as demanded by multiple regression methodology.

\subsection*{4.2.3. Forecasting and the Frequency Analysis}

One of the goals of multiple regression model development in this study is to use it for forecasting purposes. Once the model passes the goodness of fit test with significantly large coefficient of determination and relatively small standard error of estimate, it can be used for forecasting future extreme water levels based on 'design rainfalls' of previous contributing montis. Here the term 'design rainfall' means the
total monthly rainfall of a month corresponding to some predefined return period. Magnitude of such rainfall may be found from the probability plots based on an appropriate probatility distribution for the rainfall data. So, frequency analysis of total monthly rainfall data is prerequisite to forecasting and will be done later in this chapter.

\subsection*{4.3. Study of Stream-Aquifer Interaction}

Before starting with the nature of study to be carried on, it will be helpful to have a brief discussion about the simplest type of stream-aquifer interaction.

Pioneering work in this field was done by Glover (1974). For classical problem of river valley drainage or drainage by parallel streams as shown in Fig. 4.2, he assumed that:
i] Dupuit Forchheimer idealization is valid, i.e. horizontal gradient \(d h / d x\) is approximately equal to surface gradient \(\mathrm{dh} / \mathrm{ds}\) and it applies to the entire depth of the aquifer.
ii] The saturated thickness remains the same and may be approximated by the depth of impermeable layer from the drain or stream water leve]. (physically it means that the flow over the drain level is negligible).


FIG. \(4: 4\) STREAM-AQUIFER INTERACTION

Using continuity principle, the flow equation for transient state then becomes :
where,
\[
\begin{equation*}
\frac{\partial^{2} h}{\partial x^{2}}=\frac{S}{--} \quad-\frac{\partial h}{\partial D} \tag{4.1}
\end{equation*}
\]
\(K\) = perineability of the aquifer
\(D=\) thickness of the aquifer contributing to the stream as shown in Fig. 4.2
\(S\) = storage coefficient
\(x=\) distance measured along horizontal
direction or along path of flow
\(\mathrm{t}=\mathrm{time}\)
\(h=\) height of water table above the drain level
Solution of equation 4.1 subject to the conditions
is :
\[
\begin{array}{llll}
h=H & \text { for } & 0<x<L & \text { when } t=0 \\
h=0 & \text { for } & x=0 & \text { when } t>0 \\
h=0 & \text { for } & x=L & \text { when } t>0
\end{array}
\]
\[
\begin{equation*}
h=H--\sum_{n=1,3,5}^{\infty} e^{e-\infty} \operatorname{SIN}(n \times x / L) \tag{4.2}
\end{equation*}
\]
\[
\text { where } \begin{aligned}
m= & n^{2} \pi^{2} \propto t / L^{2}, \quad \alpha=K D / S \\
\text { and } \quad L= & \text { width of the river valley or } \\
& \text { distance between the parallel drains }
\end{aligned}
\]

Now, water table profile on a vertical plane through the stream-aquifer system can be found by using equation [4.2] for any arbitrary time \(t\). The profile will be similar to those shown in Fig.4.2. It is evident from this figure that, the smaller the distance \(x\), the greater is the drawdown or
lowering of water table. Now, if the stream level fluctuates, the water table will also try to react; however, sensitivity of the water table to fluctuating stream level will be declining with increasing distance from the stream. Accordingly, objectives of this research work related to strean-aquifer system are :
i] to show that groundwater level will be: less sensitive to the fluctuation of river stage with increasing distance from the bank-line.

\begin{abstract}
ii] to roughly define a characteristic distance \(d_{c}\) beyond which water table will remain virtually insensitive to the river stage fluctuation for the basin under study.
\end{abstract}

Simple linear regression will be used to attain both the objectives. Firstly, river stages at different locations will be correlated with corresponding groundwater levels at different distances from the bank. Secondly, the correlation coefficients so obtained will be plotted against the associated distances at which the groundwater levels will be measured.

For the 1 st case, following simple linear regression will do:
\[
\begin{equation*}
y_{i}=b_{i}+b_{2} s_{i}+\varepsilon_{i} \tag{4.3}
\end{equation*}
\]
where,
\(y_{i}=i t h\) groundwater level at a location \(\mathrm{b}_{1}, \mathrm{~b}_{2}=\) constants

\section*{si \(=\) ith value of river stage}

To eliminate the possible effect of rainfall, river stage of 31st December and groundwater level of the next week will be used as independent and dependent variables respectively. River flow data should also be collected on the same date to confirm that cecorded stages do not merely represent stagnant water level but correspond to the level of flowing stream augmented by the aquifer.

The nature of the plot of correlation coefficient \(R\) versus distance \(x\) is unknown. But, it may be expected that the value of \(R\) will decrease rapidly with increasing distance from the bank. As \(R=0.75\) is generally the lowest accepted value which is supposed to indicate moderately linear relationship, this value of \(R\) will be used to get the a characteristic distance \(d_{c}\), as defined earlier.

\subsection*{4.4. Data Processing}

From the elaborate discussions about model development, it is evident that four different categories of data were necessary to carry on the proposed study; namely :
i) groundwater level
ii) total monthly rainfall
iii) river stage
iv) river discharge

The source of groundwater level data were BWDB, the Institute of Flood Control and Drainage Research (IFCDR) and Bangladesh University of Engineering and Technology (BUET). The rainfall data were gathered from IFCDR, MPO and Bangladesh Meteorological Department (BMD), Dhaka. Finally, the river stage and discharge data were collected from both 1FCDR and BWDB. The sections to follow cover each of the types in detail.
4.4.1. Groundwater Level
4.4.1.1. Type

Weekly depths of water table from the fixed measuring points were collected for a period of about 20 years for six selected wells in the \(G-K\) project area. Table 4.1 shows details of these wells. All the wells were dugwells and only these six selected wells had long enough records necessary for the develomment of a multiple regression forecasting model. However, a seventh well (JE25) of relatively recent installation was also used for the purpose of studying streamaquifer interaction in the dry season along with the other wells.

Three different types of data were extracted from the collected weekly groundwater levels:
a) MML - mean monthly water level.
b) HWL/LWL - highest/lowest water level (annual)
c) Water level of the 1 st week of January of each year.

\section*{PABLE 4.1}

\section*{LOCAITIUN UF WELLS}
\begin{tabular}{|c|c|c|c|c|c|}
\hline NO. & WELLL NO. & LOCATION & Latitude & LONGITUDE & INSTALLATIUN DATE \\
\hline 1 & JEO4 & Jhenatuah & \(23^{\circ} 32 \cdot 301\) & \(89^{\circ} 10 \cdot 45^{\prime \prime}\) & JAN, 1961 \\
\hline 2 & JEOS & goraganj & \(23^{\circ} 41^{\prime} 35^{\prime \prime}\) & \(89^{\circ} 15^{\prime} 0011\) & JAN, 1961 \\
\hline 3 & JE06 & magura & 23 \(3^{\circ} 29^{\prime \prime} 05^{\prime \prime}\) & \(89^{\circ} 25^{\prime} 20^{\prime \prime}\) & JAN, 1961 \\
\hline 4 & JE25 & NOHATA & \(23^{\circ} 33145^{\prime \prime}\) & \(89^{\circ} 271301\) & JAN, 1977 \\
\hline 5 & KTO1 & KUSilica & \(23^{\circ} 45^{\prime} 00^{\prime \prime}\) & \(89^{\circ} 07^{\prime} 00^{\prime \prime}\) & FEB, 1961 \\
\hline 6 & KTO3 & blandil, KUMARKHALI & \(23^{\circ} 51^{\prime} 0011\) & \(89^{\circ} 0^{\prime}{ }^{\prime} 00^{\prime \prime}\) & SEPY,1962 \\
\hline 7 & KTOS & alamdanga & \(23^{\circ} 45^{\prime} 00^{\prime \prime}\) & \(88^{\circ} 561001\) & JAN, 1961 \\
\hline
\end{tabular}
(ALL WELLS ARE DUGWELLS)

Type (a) was used to study the typical yearly hydrograph as shown in Fig. 4.3. It was found that, the mean monthly depths of water table in all the wells become minimum in the month of September and maximum in the month of May. Further checking with type (b) revealed that almost all the HWLs and LWls also occurred in the same months. Hence, months of september and May were treated to be the months of annual culminations of water table.

Type (b) was used as model inputs. It was also used to check the goodness of fit of the predicted water level values.

Type (c), as stated earlier, was used to study the degree of influence of nearby stream on the contributing aquifer, obviously in the period of no rainfall.

\subsection*{4.4.1.2: Data Freparation}

All the groundwater levels were converted into reduced levels (RL) in meter with respect to the mean sea level (MSL). To convert data from PWD to MSL, the following relationship was used (IECO, 1964):
\[
\begin{equation*}
R L(M S L)_{m}=R L(P W D)_{m}+1.507 \tag{4.4}
\end{equation*}
\]

\section*{Fluctuation of Mean Monthly Water Table}


MOMTHS

\section*{FIG. 4. 3 : TYPICAL PLOT OF FLUCTUATION OF mean monthly water table}

\subsection*{4.4.1.3. Additional Features}
a) Missing/erratic water levels: It was noted during the preparation of model input that, certain extreme water levels were either missing or too erratic in comparison to the rest of the data. As groundwater levels have some sort of memory of their own due to slow rate of subsurface flow, deletion of such observations would cause discontinuity in a series where each value was dependent on the previous one. To overcome this difficulty, Forgo's method (Forgo,1968) of missing value estimation was used as a preliminary measure. This method is based on the trends of extremes of previous years. Fig. 4. 4 illustrates this quite simple but reasonable procedure.

To get the LWL of 1971, firstly four previous differences of HWL and LWL were calculated. For example, HWL of 1966 and LWL of 1967 gave the first such difference. The process was repeated upto the difference of HWL of 1969 and LWL of 1970. Then, average of these four differences was substracted from the HWL of 1970 to get the liWl of 1971.

Although the method usually gives the first approximation to the desired extreme, it has one major drawback. It does not consider the potential factors affecting the extreme water levels, for example, rainfall pattern of previous water year. So, in this study, an iterative approach was used to improve the approximation. 'Io start with, Forgo's estimates for
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FIG. 4.4 : FORGO'S METHOD OF MISSING VALUE ESTIMATION
missing/erratic values were used in the regression model to get the 1 st set of monthly contribution factors. Using these factors, total effective rainfall of previous water year (from September to August for HWL simulation) was calculated and compared with the same for other years. Such comparison indicates whether the forgo's estimates should be increased or decreased. The process continued until change in \(R^{2}\) due to latest modifications became negligible. It may be mentioned here that, out of about 240 extreme groundwater levels used in the model study, 7 were found to be erratic and 14 others missing.
b) Change in trends of HWL/LWL: It was noted that the wells KTO1 and JEO5 showed distinct sign of decline of annual HWL and \(L W L\) respectively (Fig. 4.5). In well no. KT01, the average yearly HWL before 1975 was about 12.65 m , while the same from 1978 to 1985 became 12.288 m , indicating a permanent lowering of 0.36 m . However, as rio sther wells in the vicinity showed such sign of permanent lowering of HWL, this particular drop in KTOl should be treated with care. So far; no definite cause could be identified for this lovering.

In weil no. JEO5, sign of lowering is much more distinct. Here, although the HWL renained the same over the years, LWL declined quite sharply. From 1982 to 1983 , the drop was about 4.068 m . Mean LWL before 1983 was found to be 5.86 m while the same 1983 to 1986 came out as 2.976 m , hence, the average drop


FIG. 4.5 : DECLINE OF ANNUAL EXTREME WATER LEVELS
becones 2.884 m . The most probable cause of such significant lowering could be sudden and extensive withdrawal of groundwater. Although ground water extraction is reportedly not permitted in the command area of \(G-K\) project, a number of shallow tubewells (STW) which were existing earlier are still under operation (Michael, 1986). It is possible that, since 1983, extraction from such STWs near JE05 has been increased greatly for irrigation and domestic purposes. Even some new STWs could have been installed which were not reported duly to the authority.

An interesting feature was shown by the comparative plot of LWL and corresponding river stage of the nearby river Kumar (Fig. 4.6). It was noted that trends of LWL and river stage were quite similar upto 1982. But strangely in 1983, LWL suffered a huge drop and even went below the river stage. It remained so thereafter and never managed to come back to the original trend. This unnatural behavior of LWL in dry season strongly indicates the possibility of artificial interference to the aquifer. In other words, possibility of significant groundwater withdrawal cannot be ruled out.
4.4.2. Total Monthly Rainfall (TMR)
4.4.2.1. Station Selection

Six rainfall stations were selected carefully so that they remain close to the six selected wells of long duration record. This matching was necessary to avoid adjustments in

Comparative Plot of Stage and LWL


FIG. 4.6 : DECLINE OF RIVER STAGE AND LWL AFTER 1983
rainfall data used as direct input into the model. List of the selected rainfall stations along with the matching wells is presented in Tabie 4.2 and shown in Fig. 4.1.

\subsection*{4.4.2.2. Data Type}

Data were collected on daily basis. But the processed data sheet also provided 10-day average, mean and total monthly rainfalls etc. Fig. 4.7 shows a typical plot of monthly total rainfalls over the years 1982 to 1985 for the station R-19. The plot shows clearly that, on average, the water year can be partitioned into two distinct periods - wet and dry. The wet period comprises the months of May to October and the dry period - the months of November to April. It is also noticeable that most of the rainfall in the wet season occurs during the months of June, July and August. And, the driest months over the year are November to February. These information were used later during the analyses of model outputs."

Throughout the study, rainfall values were reported in centimeter (c̣m).

\subsection*{4.4.2.3. Frequency Analysis}

Frequency analysis was done for the rainfall stations R-463, R-460 and R-452 (given in Appendix-A), the corresponding matching wells are JE05, JE06 and KT05 respectively. For these wells, the proposed multiple regression model explained las

\section*{TABLE 4.?}

RAINFALL STATIONS
\begin{tabular}{|c|c|c|c|c|}
\hline No. & STATION io. & LOCATION & Matcining well & InStaliation \\
\hline 1 & R-457 & JHENALDAH & JEO4 & 13/03/61 \\
\hline 2 & R-463 & SAILAKUPA & JE05 & 30/06/62 \\
\hline 3 & 8.460 & hagura & JE06 & 01/12/60 \\
\hline 4 & R- 19 & KUShtia & кт01 & 01/01/61 \\
\hline 5 & R-19 & KUSHTIA & KTO3 & 01/01/61 \\
\hline 6 & R-452 & ALAMDAIVGA & KTO5 & 18/09/62 \\
\hline
\end{tabular}

\(\begin{aligned} \text { FIG. } 4.7: & \text { PLOT OF MONTHLY TOTAL RAINFALLS FROM } \\ & \text { SEPTEMBER- } 82 \text { TO AUGUST- } 85 / \mathrm{R}-19\end{aligned}\)
will be shown in the next chapter) \(90 \%\). or more of the variations in either HWL, LWL or both. Log-normal distribution was taken for frequency analysis as a first choice. The distribution was found to be good enough for the months of wet period. These months also passed the Kolmogorov-Smirnov (K-S) test of acceptability. Fig. 4.8 shows one such log-normal plot and K-S bounds at \(95 \%\) confidence level for the month of August belonging to the station \(\mathrm{R}-463\).

On the other hand, months of dry period needed some special treatments due to presence of 'zero' rainfalls which could not be plotted on a log-normal paper. There are three methods in practice to tackle such specialty (Haan, 1977).
i) To add a small constant to all the observations and then, to follow the usual procedure.
ii] To use partial series, excluding zero values or values below certain lower limit.
iii] To use the theorem of total probability to get a mixed distribution with a finite probability that \(x=0\) and a continuous distribution of probability for \(x>0\).

The third method seems to be theoretically more sound than the other two. It does not distort the data in any way - either by adding constant to 'zero's or by deleting zero and/or near zero values in the series. However, it requires elaborate


FIG. 4.8 PROBABILITY PLOT OF AUGUST/R-463
calculation and its real merit from practical point of view is not yet well established. So, methods (i) and (ii) were resorted to in this study.

In method (i) a rainfall of \(1 \mathrm{~mm}(0.1 \mathrm{~cm})\) was assigned to all the 'zero' rainfalls. The plotting positions were then calculated and plotted accordingly. Fig. 4.9 shows one such plet for the month of February of station R-452. It is clearly revealed in the figure that, rains of \(>1.0 \mathrm{~cm}\) arranged themselves into a hypothetical straight line (line A in fig. 4.9). But rains of lesser magnitude scattered well off that line. And the theoretical log-normal line (line B in Fig. 4.9) failed to be a good fit to the plotting positions. Similar characteristics were noted for all other months of dry season and for all the stations under study. As the purpose of analysis was to predict design rains of longer return periods, it was concluded that giving equal weights to all the data points would produce highly erroneous results. At this point, method (ii), although biased to some extent, seemed to be an intuitively better choice.

Method (ii) turned out to be quite befitting for the months of dry season. Here total monthly rainfalls of \(<1.0\) cm were deleted from calculation. So, the resulting series became curtailed at the lower end. The new plotting positions, however, showed excellent agreement with the new theoretical lines. Again, referring to Fig. 4.9, line \(C\) is the new


FIG. 49 PROBABILITY PLOTS OF FEBRUARY / R-452
theoretical line showing a very good fit indeed. Finally, recapitulating that the interest of investigation lies towards the rainfalls of longer return period, it was concluded that method (ii) was reasonable and better choice compared to method (i). However, the months of December and January were excluded from the frequency analysis due to their insignificant contributions into the model, as will be shown later in Chapter 5.

\subsection*{4.4.3. River Stage and Discharge}

\subsection*{4.4.3.1. Type}

Water level (WL) and discharge (Q) were available at IFCDR on a daily basis from the water year of 1969-70 to water year of 1986-87 for the six selected locations (adequate for the proposed nature of study). Table 4.3 shows salient features of these stations. Relative locations of the river stations were already shown in Fig. 4.6.

\subsection*{4.4.3.2. Linear Interpolation}

To carry on the proposed stream-aquifer interaction study, linear interpolation was used to get river stages at intermediate locations between pairs of stations. For this part of the study, the first location was at half way between stations S-91 and S-99; the second location was at 33 km downstream from station \(S-100\) (and 42.375 km upstream from station S-101), both on the river Gorai (Fig. 4.1). The
```
TABLE 4.3
```
STAGE/DISCHAKGU STATIUNS
\begin{tabular}{|c|c|c|c|c|}
\hline No. & STATION NO. & LOCATION & DATA TYPE & RIVER \\
\hline 1 & S-91 & TALBARIA & WL & 39,GANGES \\
\hline \multirow[t]{2}{*}{2} & S-99 & GORAI RLY. & \(W E, Q\) & 42,GORAI- \\
\hline & & \(\therefore \mathrm{RID} \mathrm{S}^{\text {c }}\) & & MADHUMOPI \\
\hline \multirow[t]{2}{*}{3} & S-100 & JANIPUR & WL & 42,GORAI- \\
\hline & & & & MADHUHOTI \\
\hline \multirow[t]{2}{*}{4} & S-101 & KAMARKHALI & \(W L, Q\) & 42,GORAI- \\
\hline & & & & ルADHUMOTI \\
\hline 5 & S-101.5 & KAMAKKHALI & WL & 42,GORAI \\
\hline 6 & S-171 & GORAGANJ & \(W L, Q\) & 65,KUMAR \\
\hline
\end{tabular}

WL : WATER LEVEL, \(Q:\) DISCHARGE
underlying assumption was that the river has a considerably flat bottom slope, and hence water surface slope, which favored the direct linear interpolation.

To check the validity of the assumption, WLs of 31 st Decerber of S-99 were plotted against wLs of \(\mathrm{S}-91\). The correlation coefficient \(R\) by simple linear regression was found to be 0.79 (Fig. 4.10.a). It suggests that the linear interpolation for the location balfway between stations \(S-91\) and \(S-99\) was acceptable; Dut, in-situ water level should have been used to get exact water levels. Interestingly enough, plotting of whs of \(S-101\) versus that of \(S-100\) gave \(R=0.95\) which may be considered as excellent (Fig. 4.10.b).

The probable cause of slight distortion from linearity for the first case may be attributed to the presence of the district town Kushtia along the south bank between stations S-91 and S99. It is quite possible that certain amount of water is being withdrawn from the river for municipal or other purposes. Also, there may be some return flow from the town into the river Gorai, the ultimate result being local change in slope of the water surface profile.

So, for the stage of the location halfway between S-91 and S99, some unavoidable error was initially introduced. Interpolated data at this location were correlated to groundwater levels of K'OU1 and KTO3. On the other hand, linear

(b)

FIG. 4.10 : CORRELATION BEYWEEN UPGTREAM AND DOWNSTREAM STAGES
interpolation to get stage at 33 km downstream from \(\mathbf{S - 1 0 0}\) was good enough approximation. Data so obtained were used to study the correlation with groundwater levels of JE25. But, stages of station \(S-171\) on Kumar required no such interpolation and were used along with groundwater levels of JE05 for similar study.

\subsection*{4.4.3.3. River Flow}

It was assumed in the theoretical part of stream-aquifer interaction that the strean was flowing continuously with fluctuating water levels which affected the level of water table of the surrounding aquifer. To supplement this assumption, discharge data at two selected stations were collected. The first station was \(S-101\) on river 42, GoraiMadhumati which was the last of the stations 91-99-100 from upstream to downstream being used for the study. The other station was \(S-171\) on river 65 , Kumar. Data from both the locations confirmed that there was continuous flow in the rivers during December-January period, specifically on \(31 s t\) of December.

\subsection*{4.5. The Software Reguirements}

A number of powerful softwares are available for doing multiple regression analysis like SPSS, SAS, BMDP, MINI'IAB, STATWORKS, SELECT, etc. However, not all of them are equally suitable to carry on all the proposed analyses of this study.

Among the packages mentioned above, STATWORKS (Apple Macintosh compatible) is the most user friendly and it has got excellent graphics display. For major statistical jobs, SPSS and SAS are being universally used, although their memory requirements are very high and they are easy to handle when installed in the Mainframe syster. Graphics of SPSS and SAS are not as vivid as that of STATWORKS . For this study, both SPSS and STATWORKS were used as per job requirement.

The other packages are currently not available at BUET Computer Center. But they have got some powerful features. For example, MINITAB uses the HAT matrix technique to identify the outliners - a unique feature not available in other packages (the author developed a program of his own which includes this specialty). BMDP and SELECT are very versatile in generating the so called 'best subsets' comprising different number of carriers. For this study, the 'STEPWISE' option of SPSS was used along with the special option of 'FORCED ENTRY'.

It is obvious that, all the packages mentioned above are good enough for simple linear regression used in the stream-aquifer interaction study.

\section*{Chapter 5}

\section*{RBSULTS AND DISCUSSIONS}

\subsection*{5.0. Introduction}

In this chapter, all the steps of analyses will be followed in detail and pertinent comments will be made. Firstly, the multiple regression model will be covered along with the selection of best subset and then, the study of stream-aquifer interaction will be taken up.

As all the wells studied by multiple regression model were subjected to the same procedure; the case HWL simulation of well no. JE06 will be picked up for detailed analysis. The reason for choosing JE06 is that it has exhibited excellent match between actual and simulated groundwater levels and thus allows further fine tunning of the original. 12-carrier \(\left\{x_{i 1}\right.\), reported as \(X(1)\) in the subsequent discussion is actially a dummy variable, and hence, will not be referred to as a carrier) model into a smaller sized 'best subset'. To avoid repetition, findings for other wells regarding simulation of HWL and LWL will be given in tabular form in Appendix-B. However, brief comments will be made about salient features of inputs and outputs for these wells when necessary.

\subsection*{5.1. Sample Analysis for HWL of Well no. JE06}

\subsection*{5.1.1 Basic Input Statistics}

To provide an insight into the quality of input data, basic statistics of all the variables were calculated first. Table 5.1 gives such statistics for simulation of HWL of well no. JE06. Here \(X(1)\) represents the variable associated to the constant (hence, \(X(1)\) always equals to 1.0\(), X(2)\) through \(X(13)\) stand for TMRs of September to August and finally, Yp represents the field or actual HWL.

The statistics given include mean(MEAN), minimum (MN), maximum (MX), standard deviation (STD), skewness (SKEW) and kurtosis (CUR). The last three properties for \(X(1)\) were reported as 99.99 which simply means 'Not Applicable'.

As the underlying assumption of the multiple regression analysis was that the variables had normal (or at least near normal) distribution, these basic statistics point out to what extent the assumption was satisfied. For a theoretical normal distribution, the coefficients of skewness and kurtosis are 0.0 and 3.0 respectively. However, Table 5.1 makes it pretty clear that the carriers \(X(4), X(5)\) and \(X(6)\) (stand for the TMRs of November, December and January respectively) had properties greatly different from than those of normal. Also they had STDs greater than the respective MEANs.

\section*{TABLE 5:1}

\section*{BASIC TNFUT STATISTICS}


So, it could be guessed even before getting the regression coefficients or contribution factors that such carriers would contribute little towards the enhancement of the model; on the contrary, they would increase the standard error of estimate. It is no surprise that subsequent analyses confirmed this prior suspicion.

\subsection*{5.1.2. The Correlation Matrix (CM)}

Technique of generating the correlation matrix or CM has already been discussed in Chapter 3 . Its main utility is that it helps to identify the degree of 'statistical dependency' or correlation brtween the predefined independent variables. The CM for simulation of HWL of well no. JE06 is given in Table 5.2 (for the 12-carrier original model) which is a \(13 * 13\) symmetric matrix. The diagonal elements of this matrix give the correlation of carrier with itself which is always 1.0 . The off diagonal elements give the cross-correlations between the carriers corresponding to the rows and columns of the elements. It is clearly noticeable from the three inner boxes within the \(C M\) that all the high cross-correlation terms are related either to the months of November, December or January. Hence, these three months may be considered as the most problematic ones. Interestingly enough, basic input statistics also pointed out to the same three months as major deviants. Hence both input statistics and correlation matrix jointly suggest that performance of a 10 -carrier model excluding the

\section*{TABLE \(5 . ?\)}

\section*{CORRELATION MATRIX FOR SIMOLATION OF HWL}

OF WELL NO. JEO6

two most disturbing months of December and January (also statistically insignificant, as will be shown in the coming sections) should be checked against the initial 12-carrier model.
5.1.3. Estimating the Parameters and the ANOVA Table

\subsection*{5.1.3.1. Inferences on the Regression Coefficients}

After getting the basic input statistics and the correlation matrix, the next step becomes determining the regression coefficients. Table 5.3 contains a complete list of such coefficients for simulation of HWL of well no. JE06. The first column gives the values obtained using equation 3.7. As the process involves thousands of operations which may cause accumulation of roundoff errors, a check column CB(I) is also reported side by side. Here the coefficients were determinect by direct solution of equation 3.6 using the Cholesky's algorithm (Rice,1983). The standard deviation of the coefficients are reported in the next column as STD(I). Finally the column of \(T(I)\) gives the \(t\) statistics for each of the coefficjents.

As suspected earlier, individual \(t\) statistics for the months of November, December and January are all found to be less than \(t_{1-\alpha / 2, n-k}(\) at \(\propto=0.05\) in this case) which is equal to 2.57 (Table 5.3). Now to check whether deletion of the two worst carriers (i.e., TMRs of December and January) makes any

\section*{TABLE 5.3}

significant difference, equation 3.14 was used. It was found in a separate model run using ten carriers (so, \(1=11\) ) that \(\operatorname{SSE}_{1}=0.1417\) for the reduced model. For the full model, \(\operatorname{SSE}_{\mathrm{k}}\) was found to be 0.1307 which was reported as RESIDUAL in Table 5.3. Now, from equation 3.14 , the value of \(F\) was found to be 0.21 , whereas, the oritical value of \(F\) or \(F_{1-\infty}, k-1, n-k(\infty\) \(=0.05\) ) is 5.79 . Hence the null hypothesis becomes accepted indicating that TMRs of December and January failed to explain significant amount of variation of the dependent variable HWL. So, once again the analysis suggests that TMRs of December and January may be excluded from the final model.

Scanning through Table 5.3, a further detection of weak carrier is possible which is \(\mathrm{X}(11)\) or TMR of June. It is rather unexpected that a month like June having very high rainfall intensity fails to be statistically significant. The probable explanation of such outcome is that the carrier badly suffered from the problem of multicollinearity (Devore, 1982). Literally it means that TMR of June could be expressed by a linear function of a number of the remaining independent variables. Unfortunately, the correlation matrix does not give any direct indication to this kind of interdependency. The only facial symptoms of such flaw are that the respective regression coefficient fails the t-test and bears the sign opposite to what is expected. Evidently, statistic from Table 5.3 that \(B(11)\) (or equivalently \(b_{11}\), the contribution factor of June) came out to be -0.0024 with \(t\)-ratio of -0.457 makes
the diagonosis almost conclusive. Possible remedy may be to use the 'Ridge Regression' technique which is designed to handle such problems or to use some kind of multivariate analy:3is like the method of 'Principal Components'.

The carrier \(\mathrm{X}(11)\), however, was retained in the proposed 10carricir model; firstly because it has got strong hydrologic significance and secondly due to its role in optimizing the process of variable selection to get the 'Best Subset' from statistical point of view.

\subsection*{5.1.3.2: ANOVA Table arid the Test of Model Utility}

The 'Analysis of Variance' or ANOVA table is presented in the lower part of Table 5.3. Meaning of different terms will bet obvious when compared with the same of ANOVA table shown in section 3.4 of Chapter 3. Additional terms reported have the following meaning :
\[
\begin{aligned}
M S S Q & =\text { sample estimate of variance, } s^{2} \\
M S & =\text { standard error of estimate, } s \\
M R S Q & =\text { multiple coefficient of determination, } K^{2} \\
M R & =\text { multiple correlation coefficient, } R \\
F & =F \text { statistic for the full model }
\end{aligned}
\]

As given by the table, \(R^{2}\) is 0.9811 in this case which means that the model explained \(98.11 \%\) of the total variation of the dependent variable and so, the simulation may be treated as excellent. A further test of model utility may be done by \(\mathrm{F}-\) test. The \(F\) value of 21.58 reported in this table was
estimated from equation 3.15 . The corresponding critical value \(\mathrm{F}_{1-\alpha, 1,1, \mathrm{n}-\mathrm{k}}(\mathrm{at} \propto=0.05)\) is 4.68. Clearly, the alternate. hypothesis becomes accepted which means that the model is significantly explaining the variation of HWL.

In short, ANOVA reflects the overall performance of the model by \(R^{2}, s\) and \(F\). This table also greatly helps in the process of variable selection where both \(\mathrm{R}^{2}\) and s are needed.

\subsection*{5.1.4. Inferences on Prediction}

One way of checking the goodness of \(\mathfrak{f i t}\) of prediction by the model is to calculate the confidence limits (at some predefined level, say, at \(95 \%\) ) on each of the predictions and then, to superimpose those limits on the plot of actual values of dependent variable. Table 5.4 gives such limits (calculated from equation 3.17) along with the actual HWLs for well no. JE06. The corresponding plot is shown in Fig. 5.1. As revealed by the figure, all the actual HWLs remained within the spectrum of prediction outlined by the upper and the lower confidence limits. It visually confirms the excellent nature of prediction by the model. A further complementary plot of actual and simulated fWLs is shown in Fig.5.2.

It should be noted at this point that, due to lack of adequate data, all the available observations were used for model development. So, goodness of individual prediction based on

\section*{TABLE 5. 4}

PREDICTION STATISTICS
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I & Y: & \(Y F\) & FFPE & \(\%\) EFE & 96\% & 55941 & YFras & Hat \\
\hline \(i\) & 5.597 & 5 Eta & -- 0¢ & - - 4 & 5 \% & 5.80 & - \%e & .795\% \\
\hline \(\cdots\) & 4.93 & ¢ ¢ \({ }^{\text {c }}\) & \(\therefore\) - 89 & - 1 - & 4.94 & 5.76 & .0joz & . \(40 \%\) \\
\hline 3 & -6\%\% & 9.6 & --9. -67 & - - = & \(\triangle \mathrm{A}\) & - \(9 \%\) & . 020 & -79\% \\
\hline 4 & 4.700 & 4. 547 & - t & \%.24 & 4.29 & 4.00 & . \(05 \%\) & . 5964 \\
\hline 5 & 5.713 & 5.9 y & , 98 & , 9es & 5.59 & 6.01 & -024 & . 5564 \\
\hline 9 & 4.450 & 4.429 & -9\% & . \(40 \%\) & 4.9 x & 4.6 ¢ & .0117 & . 4478 \\
\hline 7 & 9.404 & 9.40e & --.004 & --. & \%-ta & 5. 08 & . 1 E & \(\cdots 215\) \\
\hline 8 & E. 660 & \%, 49\% & - \(\hat{0}\) & 2. B 4 A & 5 . 9 & 5.777 & .0170 & . \(\% 7\) \\
\hline 9 & 5.025 & 9.674 & --948 & \(-.964\) & 4.79\% & 5.357 & = 0176 & .7488 \\
\hline 10 & 4.750 & 4.761 & \(\cdots .011\) & - 2 F & 4.407 & 5.05 & .0194 & .7041 \\
\hline 11 & 5.150 & 5.166 & \(\cdots \mathrm{O}\) & \(\cdots-6\) & 4.868 & 5, 50\% & - 0.56 & .9765 \\
\hline 12 & 5.02 & 5.15 & \(-.15\) & -2.249 & 4.88\% & 5.392 & . 0157 & . 5984 \\
\hline 1 t & 5.350 & 5.6 eg & .051 & i. 109 & 4.947 & 5.89 & -0141 & . 5406 \\
\hline 14 & 4. \(\mathrm{S}_{\text {\% }}\) & 4.112 & --.0\% 6 & -1.67 & צ.80\% & 4.421 & .034 & . 895 \\
\hline 15 & 4.452 & 4.419 & . 08 & . 70 & 4.106 & \(4.73 \%\) & . 241 & - 9 Cl \\
\hline 15 & 9.426 & \(\because 8424\) & . . \(^{\text {a }}\) & .050 & 3.110 & E. 789 & .9242 & . 9 \%80 \\
\hline 1.7 & 5.104 & 5, \({ }^{\text {are }}\) & .92 & 1.410 & 4.790 & 5.274 & . 0144 & . 5cct \\
\hline 18 & 5.784 & 51.92 & . \({ }^{3}\) & 1.951 & 5.43 & 6.13 & - 0\% \({ }^{\text {a }}\) & . 7878 \\
\hline \multicolumn{9}{|l|}{The criticel Hiatij) value is \(=1.4444\)} \\
\hline
\end{tabular}
\(Y F=A C T U A L H W L, \quad P=P R E D I C T E D H W L, Y P V A R=V A R I A N C E\) OF PREDICTION

\section*{Confldence Limits and the Fleld Values}


FIG. 5.1 : CONFIDENCE LIMITS OF PREDICTIONS and the field values

Actual and predicted water levels (m)

\(\begin{aligned} \text { FIG. } 5.2: & \text { ACPUAL، AND SIMULATED HWLs FOR } \\ & \text { WELL NO. JEO6 : }\end{aligned}\)
the observation which was not used for the model developinent could not be tested. However, with the accumulation of more data in future, the model can be put in a real test to judge its prediction capability.

\subsection*{5.1.5 Study of HA'T Elements and Residuals}

As discussed in Chapter 3, the diagonal elements of HAT matrix (given by equation 3.19) measures the influence of \(y_{i}\) on its own predicted value \(\hat{y}_{i}\). When an \(h_{i}\) gets bigger than the critical. value of \(2 \mathrm{k} / \mathrm{n}\), the ith observation of the dependent variable \(y_{i}\) may be considered to be a point of large infiuence. Both such diagonal hiis and the critical value are given in Table 5.4. It is noted that none of the HAT values exceeds the critical value given at the end of the table. Recapitulating that missing and erratic yis were smoothened out during the phase of data processing, such finding is not unexpected. Rather, it indicates the effectiveness of the previous treatments.

The final assessment of a model is usually done by examining the plot of standardized residual versus the predioted variable \(\hat{y}_{i}\). Such a plot for well no. JEOG is given in Fig. 5.3. The nature of the scatter plot of residuals seems to be an ideal one. All the residuals are randomly distributed about zero, but none of them exceeds the limit of -2 to +2 . The figure also exhibits another plot of \(\hat{y}_{i}\) versus \(y_{i}\) in ascending


FIG. 5.3 : (a) PLOT OF \(\hat{y}_{i}\) VERSUS \(y_{i}\)
(b) Plot of of versus \(\hat{y}_{i}\)
order, again the success of linear simulation is clearly displayed. Hence, both the HAT elements and the residual plot promptly disclose the sound performance of the model.

\subsection*{5.1.6 Physical Interpretation: Contribution and Capriciousness of the Independent Variables}

Before going for selection of best subset, discussion will be made in this section about the physical interpretation of regression coefficients and associated terms. It is worth recaling that in article 5.1 .3 .1 , significance of a carrier was judged by its \(t\) ratio and not by the associated regression coefficient or contribution factor. A contribution factor \(b_{j}\) near zero does not necessarily imply weak relationship between associated carrier \(x_{j}\) and the dependent variable. In fact, \(b_{j}\) can be made very near to zero by multiplying each \(y_{i}\) by a small number c. In reality, this may happen due to change in units of measurement. The effect will be that the new bjs will be \(c\) times the old one, but the new s will also be \(c\) times the old one, so that \(t\) statistic will have the same value. So, a near zero \(b_{j}\) may simply be converted into two or three digit figures which will apparently look very strong contribuior, but its real contribution into the model will remain unchanged.

The next question that follows the identification of potential carriers is how to judge their relative contributions into the
model. According to Rethati(1983), the role of a month in the development of groundwater can be evaluated by the product of appropriate contribution factor and mean TMR of that month. Likewise, the contribution factor of a month and the standard deviation of corresponding TMR multiplied together gives the 'capriciousness' of the month in contributing to storage.

In Table 5.1, the column of CONT gives such absolute contribution of each month and \%CONT gives the same in percentage expressed with respect to the sum of CONTs for all the carriers ('***' for \(X(1)\) means 'Not Applicable'). The 'capriciousness' as mentioned above, is given in column of SENS and relative value of the same is given in the next column of RSENS. Now looking at these statistics, comparisons of the real contribution and capriciousness of different carriers become much easier. For example, the largest contributor in simulating the HWL of well no. JE06 is identified as \(X(13)\) or \(T M R\) of August, which accounts for \(28.05 \%\) of the total contribution by all the carriers. The model is most sensitive to this particular carrier as revealed by the associated RSENS of 0.2 (equivalent to 20\%). On the other hand, contribution of \(\mathrm{X}(16)\) or TMR of January is virtually nil. (only \(0.336 \%\) ) and the model is least sensitive to its value as indicated by corresponding RSENS of 0.0119 .

A word of caution, however, should be mentioned at this point. Statistical models are often called the 'Black' Box' models
because they are not meticulous about the physical relationship between dependent and independent variables. The mere \(1.68 \%\) relative contribution of \(\mathrm{X}(11)\) does not mark it as a poor contributor from hydrologic point of view and probable presence of multicollinearily has already been discussed. Hence, statistical inferences do not necessarily imply cause and effect relationship.
5.1.7. Selection of the 'Best Subset'

As discussed in section 3.10.2.3 of Chapter 3, the Stepisise Selection (SS) is so far that best available technique to get the best subset of carriers. Hence, \(S S\) is the method resorted to in this study. Different steps in variable selection for simulation of HWL of well no. JEO6 are shown in Table 5.5 which reveals some very interesting features as discussed below:
i] The process terminated abruptly just after the inclusion of the most important carrier \(\mathrm{X}(13)\) or TMR of August. This happened because the highest absolute t-ratio for the next. entry was 1.83 which was less than \(t_{i n}\) of 2.0 . This undue termination demonstrates the major drawback of any meehanical process. At this point, mere common sense dictates that more variables should be entered to improve both \(R^{2}\) and \(s\) of the model. so, the second carrier X(7) was forcibly entered using a special option of SPSS.

\section*{TABLE 5. 5}

SHUENCES OF STEPWISE SELECTION
\begin{tabular}{|c|c|c|c|c|c|}
\hline \begin{tabular}{l}
s'le \\
NO.
\end{tabular} & LAKKIER 'ilu EMTHA & ABSULUNは
t-ridutu & Carkith 'lu OU'i' & \(\mathrm{R}^{2}\) & s \\
\hline 1 & \(\mathrm{x}(13)\) & 3.60 & NONE & 0.45 & 0.49 \\
\hline 2 & \(\mathrm{X}(7)\) & 1.83* & NONE & 0.55 & 0.45 \\
\hline 3 & \(x(3)\) & 2.24 & indine & 0.66 & 0.41 \\
\hline 4 & \(x(10)\) & 2.99 & NONL & 0.80 & 0.33 \\
\hline 5 & \(\mathrm{x}(12)\) & 2.03 & NONE & 0.85 & 0.29 \\
\hline 6 & \(\mathrm{x}(9)\) & \(1.36{ }^{*}\) & NONE & 0.87 & 0.28 \\
\hline 7 & \(x(2)\) & 2.35 & NONE & 0.92 & 0.23 \\
\hline 8 & \(x(8)\) & 3.03 & NONE & 0.96 & 0.18 \\
\hline 9 & \(x(4)\) & 2.10 & NONE & 0.97 & 0.15 \\
\hline 10 & \(\mathrm{X}(11)\) & 1.40* & X (4)** & 0.98 & 0.14 \\
\hline 11 & \(x(5)\) & 0.67* & IGNORED & 0.98 & 0.15 \\
\hline 12 & \(x(6)\) & 0.22* & IGNORED & 0.98 & 0.16 \\
\hline IGNO & \begin{tabular}{l}
: HORCE \\
: ELIMT \\
: STEPS
\end{tabular} & \begin{tabular}{l}
ENTRY \\
ation UF \\
CARRTED O
\end{tabular} & IS INV ONLY IO MO & \[
\begin{aligned}
& \text { DUE } \\
& \text { IOR R }
\end{aligned}
\] & \[
\begin{gathered}
\text { RCED } \\
\text { s. }
\end{gathered}
\] \\
\hline
\end{tabular}
ii] After forced entry of the second carrier, the next three carriers \(X(3), X(10)\) and \(X(12)\) entered directly into the model, each time making considerable improvement of the model. Moreover, just after entering the 3rd carrier, tstatistic of the 2 nd one or \(\mathrm{X}(7)\) became significant, thus validated its presence in the model.
iii] The process terminated again at the sixth entry as the largest absolute \(t\) (this time for \(X(9)\) ) was only 1.36 against the required value of greater than \(t_{i n}\) or 2.0. But recalling that the allowable number of carriers for 20 years' of observation may be 7 or \(8, X(9)\) was included in the model. This inclusion further increased the \(R^{2}\) and decreased the s.
iv] The next three carriers after \(\mathrm{X}(9)\), which were \(\mathrm{X}(2)\), \(X(8)\) and \(X(4)\), entered directly into the model. The first two entry of \(X(2)\) and \(X(8)\) considerably improved the model performance satisfying both the criteria for \(R^{2}\) and \(s\). The entry of \(\mathrm{X}(4)\), however, stirred the model only slightly.
v] Despite the forced entry of \(X(7)\) and \(X(9)\), carriers in each step which were already present in the model maintained t-ratios greater than tout or 1.9748. So, no case of dropping out occurred upto step no. 9.
vi] The tenth entry of \(X(11)\) was again a forced one, done only to monitor the behavior of \(R^{2}\) and \(s\). This also caused dropping out of \(X(4)\). But replacement of \(X(4)\) by \(X(11)\) introduced no change in the model performance. However, \(X(11)\) is more preferable due to its strong hydrologic significance.
vii] The last two carriers entered by force were \(X(5)\) and \(\mathrm{X}(6)\) by sequence. Both the entry failed to increase the \(\mathrm{R}^{2}\) significantly, rather, they caused successive increase in \(s\), thus deteriorated the overall model performance.

Interpretation of model performance during this entire selection process becomes much easier by simply having a glimpse of Fig. 5.4. It depicts the nature of variation of \(\mathrm{R}^{2}\) and \(s\) with increasing \(N\) - the number of carriers in the model. A bit of scanning through the figure shows that, after the eighth entry, model performance became almost optimum. However, after the tenth entry, \(R^{2}\) reached very close to the possible maximum and at the same time, \(s\) became the minimum. This is the so called 'optimum configuration' of a model having the near-largest \(R^{2}\) and smallest \(s\) (statistics of this 10 -carrier model is given in Appendix-B). Considering the fact. that the tenth entry was \(X(11)\) or TMR of June which \(1: 3\) supposed to be an important hydrologic contributor, the 10 . carrier model excluding TMRs of December and January may be declared as the 'Best Subset' for HWL of well no. JE06.

\section*{Variation of \(\mathrm{R}^{\wedge} 2\) and S with N}


FIG. 5.4 : MODEL PERFORMANCE IN TERMS OF \(\mathrm{H}^{2}\), s AND N

\subsection*{5.1.8. Forecasting tor the Future IIWL/LWL}

One of the objectives of this study was to discuss the possibility of using the multiple regression model for forecasting of annual gulminations of the water table. 'lo use a model for forecasting, its quality of prediction should be good enough, or in other words, its \(R^{2}\) should be 0.8 or higher. It is seen from Table 5.6 that, nine out of twelve of the simulations passed this criteria, and hence, corresponding regression equations can be used for predicting the future HWL or LWL. It is advisable that, instead of using the full twelve or nine carrier model (for HWL and LWL respectively), the optimum subset of carriers should be identified first. And forecasting should be attempted by using such 'Best Subset' which will ensure the narrowest spectrum of prediction.

Input for forecasting may be extracted from the probability plots of potential carrjers as given in Appendix-A. A number of forecasting exercises are shown in Table 5.7 for simulation of HWL of well no. JEO6. 'lhe 10 -carrier optimum subset was used for all these predictions.

The mean values of the potential carriers in the table were taken from Table 5.1. The corresponding simulated value of HWL of 5.02 m is close to the actual mean HWL of 5.00 (the is actually due to roundolf error during computations).

\section*{YABLE 5.6}

MODLL PERFORMANCL SUMFARY
\begin{tabular}{|c|c|c|c|}
\hline WELL NO. & STMULATHON & \(\mathrm{R}^{2}\) & \(s\) \\
\hline \multirow{2}{*}{J 204} & HWL & 0.80 & 0.51 \\
\hline & LWL & 0.75 & 0.34 \\
\hline \multirow{2}{*}{JE05} & HWL & 0.96 & 0.28 \\
\hline & LWL & 0.93 & 0.19 \\
\hline \multirow{2}{*}{JE06} & HWL & 0.98 & 0.16 \\
\hline & LWL & 0.78 & 0.27 \\
\hline \multirow[b]{2}{*}{KTO1} & HWL & 0.86 & 0.15 \\
\hline & LWL & 0.83 & 0.29 \\
\hline \multirow[b]{2}{*}{K'HO3} & HWL & 0.84 & 0.31 \\
\hline & LWL & 0.80 & 0.43 \\
\hline \multirow[b]{2}{*}{KTO5} & HWL & 0.90 & 0.44 \\
\hline & LWL & 0.74 & 0.27 \\
\hline
\end{tabular}

TABLE 5.7

\section*{FORECASTING FOR HWL OF WELL NO. JE06}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline \multirow[t]{2}{*}{Months} & \multirow[t]{2}{*}{Contribution Factors} & \multicolumn{5}{|c|}{Total Monthly Rainfalls (cm)} \\
\hline & & Mean & 10-Year & 20-Year & 50-Year & 100-Year \\
\hline SEPT & -0.0253 & 24.92 & 40.00 & 45.00 & 52.50 & 58.00 \\
\hline OCT & 0.0318 & 13.02 & 29.90 & 40.00 & 57.50 & 73.00 \\
\hline NOV & 0.0112 & 4.62 & 11.40 & 15.00 & 18.60 & 22.00 \\
\hline FEB & -0.0691 & 2.12 & 8.50 & 12.70 & 18.00 & 22.50 \\
\hline MAR & -0.0492 & 3.52 & 9.00 & 10.75 & 13.33 & 15.00 \\
\hline APL & -0.0403 & 10.05 & 21.25 & 28.75 & 39.00 & 48.00 \\
\hline MAY & 0.0257 & 20.48 & 40.00 & 50.00 & 65.00 & 75.00 \\
\hline JUNE & -0.0044 & 28.24 & 60.00 & 76.00 & 100.00 & 133.33 \\
\hline JULY & 0.0164 & 32.91 & 55.00 & 67.00 & 78.00 & 87.50 \\
\hline AUG & 0.0418 & 29.08 & 47.50 & 56.00 & 67.50 & 74.00 \\
\hline SIMUL & TED HWL ( II ) : & 5.02 & 5.58 & 5.88 & 6.32 & 6.49 \\
\hline
\end{tabular}
[Constant or the Intercept Term of Regression Euqation \(=3.7533\) ]

The table also gives the probable HWLs corresponding to TMks having return periods of \(10,20,50\) and 100 years. It is noted from the table that TMRs of 100 year return period bring the groundwater table to a level of 6.495 m which is very close to the ground level of 6.805 m in the location of the well. However, it is very unlikely that in reality, all the potential carriers will have a magnitude of 100 year return period in the same year. The highest recorded value of HWL from 1966 to 1986 is 5.913 m which is less than the magnjtude of 6.495 m resulting from carriers of 100 year return period. It is obvious that numerous combinations of return periods to different carriers may be tried to predict a HWL or LWL.

The forecasted value of HWL or LWL will be helpful in the process of decision making. For example, a very high HWL indicates a possibility of water logging in the area and a very low LWL indicates the possibility of drying out of surface water sources which were being being augmented by the aquifer. Moreover, the difference of HWL and LWL multiplied by the specific yield of the aquifer material gives the amount of annuai recharge into the aquifer.

An interesting exposition of the model performance may be reported here. As given by Table 5.7 , the forecasted HWL of JEOG for the monn values of associated INREs is 5.02 III. The: same for LWL (using the full model) is 0.84 m . 'lhe difference of HWL and LWL becomes 4.17 m or 4170 mm . The well JEO6 is
located in the upazila of Magura and the average specific yield of this area is given to be 0.06 by karim(1984). Hence, the annual recharge on a year of mean rainfalls in each of the months becomes \(4170 * 0.06=250.2 \mathrm{~mm}\). And Karim(1984) has reported the mean annual recharge for the upazila Magura as 262 mm - a reasonably close figure to the predicted 250.2 Ium by the model.

Such forecasting exercises may be carried on for other wells and the potential of forecasting is obviously enormous. In fact, the use of forecasting by a model is only limited by the scope and limitations of the model itself.

\subsection*{5.2 Brief Discussion about the simulation of HVL and LWL oi: Other Wells}

All the steps followed above for analysis of HWL simulation for well no. JE06 may be repeated for the rest of the wells. So, instead of going through the same process many more times, relevant findings about HWL and LWL simulation for these wells are given in Appendix-B. However, the discussion to follow will outline saliont features of the simulations for the wellas other than JEOG.

For simulation of HWL of well no. JEO4, 12-carrier model Jike that of JE06 was used. Agajn the carrier \(\mathrm{X}(13)\) cane out to be
the strongest contributor. But this time, the contribution of X(11) increased to \(11.67 \%\), from that of just \(1.68 \%\) for JEOB. For simulation of HWL for other wells (except JEO6 and JEO4), previous LWL was introduced as an additional carrier. This was done to improve the model performance. So, in associated tables for these wells, number of carriers becane 13 where the LWL had the status of \(X(11)\). The TMRs had the same sequence with \(X(10)\) representing TNiR of May and \(X(12)\) that of June elc. It should be mentioned here that LWL was not used in the case of JEO4, because i.t failed to improve the model performance significantly. And the 12-carrier model of JEOG worked excellent without the inclusion of LWL. As the number of carriers should always be kept to the possible minimun, LWL was not added to this model.

It was found from examining the \%CONTS of different carriers that, for all these wells LWL played a very significant role. The secondmost important carrier was identified to be X(14) or TMR of August which was the strongest contributor when LWL was not included. One exception was noted for \(X(14)\) of JE05 which could be attributed to the same problem of multicollinearity which happened to \(X(11)\) of JEOE.

For simulation of LWL, 9 carrier models were used. The first carrier \(X(2)\) stood for previous HWL, the successive carriers were TMRs of September to April to simulate the LWL occursing on May. For all the wells, \(X(2)\) or the HWL played a very
significant role. Allong rest of the carriers, \(x(3)\) and \(\times(10)\) or TMRs of September and April were found to be dominating. Again it seemed pretty difficult to interpret the contributions physically. For example, contribution of \(X(3)\) varried from \(0.5 \%\) for KT03 to \(27.25 \%\) for JE05. However, froii statistical point of view, such variation is immaterial uniess it affects the quality of prediction by the model. And as revealed by Table 5.6 which shows the sumary of model performances in terms of \(\mathrm{R}^{2}\) and s , all of the models seem to possess the characteristics required for dependable prediction or forecasting.

As pointed out in artiche 4.4.1.3 of Chapter 4: LWL of JEO5 suffered an average lowering of about 2.884 m since 1983. To avoid this new trend in the data set, 16 years of data from 1967 to 1982 were used for simulation. Another trial run of the model was done including all the data set upto 1986. It was found that, in the former case the model performance was excellent, but for the later, quality of prediction severely deteriorated. It simply indicates that the model will work good only if the groundwater regime remains undisturbed. Hence, regression equation developed for simulation of LWL of JE05 should not be used for forecasting due to recent change in the regine condition.

About the selection of 'Best Subset', procedure described in section 5.1 .7 for HWL of JEOG may be repeated for all the remaining cases under study. Required statistics generated by the full models (without deletion of any TMR, except for LWL of Kro5) are given in Appendix-B. Careful examination of these statistics discloses that, in general, TMRs. of December and January were the weakest contributors and hence, may be deleted from the model. Another sample analysis for variable selection by \(S S\) technique, this time for twh of kros, supported this postulation. For other wells, however, detailed study is recommended to exactly identify the optimum set of variables.

The model generated regression equations which have \(\mathbb{R}^{2}\) equal to or greater than 0.8 can be used for forecasting. The same procedure outlined in section 5.1 .8 may be followed. As stated in the same section, the optimum subset of variables should be used for this purpose. Due to recent change in trend of the LWL of JEO5, corresponding regression equation is not usable for forecasting.

Finally, examining the Table 5.6, it becomes evident that simulations of HWL were always of better quality than those of LWL. Hence, a probable conclusion may be that sroundwater regime suffers some interference during the dry season.

\subsection*{5.3. Results and Discussion on the study of Stream-Aquifer. Interaction}

The procedure to be followed to attain the objectives related to the stream-aquifer interaction study was outlined in section 4.3 of Chapter 4. To be brief, the groundwater levels at different distances from the bank line were regressed with corresponding river stages and a set of correlation coefficients ( \(R\) ) were derived. One such plot depicting the linear relatimnship between. grourdwater level of JEOS and stage of river at station \(S-171\) is shown in Fig. 5.5. The correlation coefficients so obtained were indicative of the degree of sensitivity of the water table to the river stage. A plot of \(R\) versus \(x\) (distance) was then made which showed the declining trend of i with increasing \(x\) (Fig. 5.6). From this figure, the characteristic distance de was found to be about 2500 m . Hence this preliminary study suggests that in the \(G-K\) Project area, the groundwater table beyond a distance of about 2500 m from the bank will probably remain insensitive to the fluctuation of river stage.

The salient features and results of this study are summarized in Table 5.8

\section*{Effect of Stage on JEOS}

cstage

FIG. 5.5 : LINEAR RELÁTYONSHIP' BETWEEN RIVER STAGE AT S-171 AND GROUNDWATER LEVEL OF WELL NO. JEOS

\section*{Change of R with distance}


FIG. 5.6 : DECLINE OF R Wrinh INCREASING DISTANCE FROM THE RIVER BANK

\section*{TABLE 5.8}

SUMMARY TABLE OF STREAM-AQUIFER
INTERACTION STUDY
\begin{tabular}{|c|c|c|c|}
\hline LOCATION OF RIVER STAGE MEASUREMENT & MATCHING WELL FOR GROUNDWATER LEVEL & \begin{tabular}{l}
DISTANCE OF WELL \\
FROM THE BANK (m)
\end{tabular} & CORRELATION COEFFICIENT \\
\hline \begin{tabular}{l}
S-171, on river 65 , Kumar. \\
At 7.5 km downstream from S-91, on river 39, Ganges. \\
At 33 km downstream from \(S-100\), on river 42, Gorai-Madhumoti. \\
At 7.5 km downstream from S-91, on river 39, Ganges.
\end{tabular} & \begin{tabular}{l}
KTO1 \\
JE25 \\
KTO3
\end{tabular} & \begin{tabular}{l}
750 \\
1875 \\
4500 \\
9000
\end{tabular} & \begin{tabular}{l}
0.87 \\
0.77 \\
0.62 \\
0.37
\end{tabular} \\
\hline
\end{tabular}

\section*{Chapter 6}

\section*{CONCLUSIONS AND RECOMMENDATIONS}

\subsection*{6.0. Conclusions from the Multiple Regression Model and \\ Stream-Aquifer Interaction Study}

In accordance with the 'Objectives of the Research', the multiple regression model was developed and applied successfully to the six selected dugwells in the \(G-K\) Project area. The model was used to simulate both HWL and LWL. As revealed by Table 5.6 , all the simulations explained significant amount of variation in the dependent variable (HWL/LWL). In general, simulations of HWLs were found to be more successful than those of LWLs. This minor weakness of the later may be attributed to the probable interference on the groundwater regime in the dry season.

The model has generated percent contributions (\%CONTS) for all the carriers or independent variables for simulation of HWLs and LWLs. Such factors should be interpreted statistically, and not physically. Statistical inferences do not necessarily imply cause and effect relationship. However, contribution of a carrier which strongly contradicts the intuition or physical findings should be treated with care. Such problem may arise due to presence of multicollinearity among the carriers.

The technique of variable selection to determine the statistically 'Best Subset' was discussed in detail with a case study of HWL simulation for well no. JE06. It was pointed out that a combination of efficient algorithm and instantaneous judgement is necessary to get the optimum subset of carriers having near largest \(R^{2}\) and smallest \(s\).

The multiple regression model has generated a set of multiple regression equations, each for a particular case of HWL or LWL simulation. Possibility of using such regression equation for forecasting was discussed with several exercises using TMRs of different return periods for well no. JEO6. The forecasted values of HWL and annual recharge (calculated from the difference of forecasted value of HWL and LWL) were found to be quite satisfactory when compared with the actual values. it was concluded that nine out of twelve of the regression equations could be used for forecasting. However, regression equation for simulation of LWL of JEO5 should not be used for forecasting due to recent change in trend of LWL in this well.

The study of stream-aquifer interaction showed that the effect of river stage on groundwater table decayed with the increasing distance from the bank. It was found that, beyond a distance of about 2500 a from the bank, groundwater level remained statistically insensitive to the river stage.

\subsection*{6.1. Recommendations}

The following recommendations are made in respect to the future study.
i) The model generated contribution factors should be updated with accumulation of more data. Also the best or optimum subset for all the simulations should be identified.
ii] The technique of 'Ridge Regression' or the method of 'Principal Components' should be tried to eliminate the effect of multicollinearity among the carriers and the outcomes should be compared with those of the current study.
iii] The exercises may be extended to the piezometric wells in future to evaluate the model performance.
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Samulation Tables for HWLs and LWLs of the \(S i x\) Selected wells in the G-K project Area

BASIC INPUT STATISTICS
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline VARIABLES & MEAN & MN & MX & STD & SKEW & CUR & \\
\hline X( 1) & 1.00 & 1.00 & 1.00 & 99.99 & 99.99 & 79.79 & \\
\hline \(x(2)\) & 24.92 & 10.97 & 41.78 & 9.18 & . 11 & 2.71 & \\
\hline \(x(3)\) & 13.02 & . 51 & 3.37 & 9.21 & . 57 & 3.38 & \\
\hline \(x(4)\) & 4.62 & . 00 & 30.61 & 7.46 & 2.72 & 11.82 & \\
\hline \(x(5)\) & 2.12 & . 00 & 9.19 & 2.43 & 1.97 & 6.97 & \\
\hline \(x(6)\) & 3.52 & . 00 & 8.81 & 3.32 & . 28 & 1.89 & \\
\hline \(x(7)\) & 10.05 & . 00 & 27.55 & 6.44 & . 96 & 5.57 & \\
\hline X ( 8) & 20.43 & 2.06 & 49.66 & 12.12 & . 63 & 3.92 & \\
\hline \(x(9)\) & 28.24 & . 00 & 76.76 & 17.45 & 1.15 & 5.73 & \\
\hline x(10) & 32.91 & 6.35 & 65.41 & 14.74 & . 50 & ( 3.4 & \\
\hline \(\because(1.1)\) & 29.08 & 14.40 & 57.20 & 11.94 & 1.12 & 24.04 & \\
\hline YF & 5.004 & \(3.42 \epsilon\) & 5.913 & . 637 & -. 842 & 4.214 & \\
\hline VARIABLES & COEF & & CONT & \%CONT & & SENS & RSENS \\
\hline X( 1) & \(\because .73\) & & *** & *** & & 0000 & . 0000 \\
\hline X ( 2 ) & \(\cdots .02\) & & . 631 & 14.932 & & 2326 & . 0999 \\
\hline \(x(3)\) & . 03 & & . 414 & 9.787 & & 2928 & . 1257 \\
\hline \(x(4)\) & . 01 & & . 052 & 1.220 & & . 833 & . 0358 \\
\hline \(x(5)\) & -. 016 & & . 146 & 3.461 & & 1681 & . 0722 \\
\hline \(x(E)\) & -. 04 & & . 173 & 4.095 & & 1636 & . 0702 \\
\hline X(7) & -. 040 & & . 405 & 9.583 & & 2595 & -1.114 \\
\hline \(x(8)\) & . 02 & & . 526 & 12.452 & & 31.14 & . 1337 \\
\hline X ( 9) & -. 00 & & . 124 & 2.925 & & 0764 & . 0324 \\
\hline \(x(10)\) & . 01 & & . 540 & 12.778 & & 2413 & -1038 \\
\hline X(11) & . 04 & & 1.216 & 28.768 & & 4975 & . 214 \\
\hline
\end{tabular}
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\section*{STMULATION OF HWL OF KTO1－（a）}

Emxe tNPW STATTSTTS
\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline VAETAEf & TEANA & MN & 1 Mix & \(\times\) ST0 & G¢E6 & \multicolumn{2}{|c|}{CuF} \\
\hline Xi 1 ） & 1． m & A．，\({ }^{\text {a }}\) & ，1．00 & 099.97 & 97.97 & \(9 \%\) & \\
\hline \(x(\underline{\square})\) & \(\cdots 4.9\) & \(7 \times 14\) & 7\％．0 & ） 19.37 & 区n97 & 14. & \\
\hline \(x\left(\begin{array}{l}\text { ¢ }\end{array}\right.\) & 1200 & a． a & \％4，45 & \％¢\％ & 1． 44 & 5 & \\
\hline \(\times 4\) ） & t，\％ 4 & ．00 & 6，68 & 202 & 1.2 & 4. & \\
\hline X \(\times\) \％ & 1． 18 & ． & \％．92 & － O & 1．, 6.5 & 4 & \\
\hline \(x(6)\) & － 6 & －0 & 5.41 & ． x 1 & \(\because \pm\) & \(13=\) & \\
\hline \(x: 7)\) & 1． 76 & ツ & 6， 2 & 2 1．90 & f． \(\mathrm{\square}\) 2 & 4. & \\
\hline \(x(E)\) & \(\because \cdots\) & －\％ & 10．62 & －«7 & 1．\(=0\) & 4. & \\
\hline \(x(\%)\) & 4 & 1.40 & 2\％．09 & －7．0t & 1． & 4. & \\
\hline \(x(10)\) & A7\％ & － 6 & 9． 96 & 10，5\％ & －41 & \％ & \\
\hline \(x(t y)\) & \(19 \% 7\) & 40．01 & 11.65 & －46 & ． 65 & \％ & \\
\hline \(x(x)\) &  & 7.06 & 7\％ 37 & \(13: 4\) & 1． x 5 & 4. & \\
\hline \(x(18)\) & 29.7 & \％n9\％ & 65.61 & 16.34 & 1．0． & 4. & \\
\hline ＞（14） & 二6，\％ & 19.6 & ¢9， 9 & 12， 1 & 1.48 & 5. & \\
\hline  &  & Ш－खढ & \(1 \cdots\) ¢ 9 \％ & － 216 & ． \(67 \%\) & 2 & \\
\hline VABMABLES & ¢！F\％ & & Cont & \(\%\) \％可析 & & NS & 5 FH \\
\hline & 4.1614 & & ＊＊＊ & ＊采＊ & & & ． 900 \\
\hline \[
x(\cdots)
\] & \[
.09
\] & & .096 & \[
1.105
\] & & & －14日 \\
\hline \[
x(x)
\] &  & & \[
.19 .1
\] & 2.219 & & &  \\
\hline \[
\times(4)
\] & ＂ ar & & ． 050 & ． 581 & － 10 & & －64 6 \\
\hline \[
x(5)
\] & \[
\cdots .026
\] & & ，\％To & － 5 & 09 & & .651 \\
\hline \[
\times(0)
\] & \(\cdots-937\) & & ．Oid & ． 1.8 & ． & & ． 164 \\
\hline \[
x(7)
\] & ， 6,4 & & \[
.660
\] & ．695 & \({ }^{0} 08\) & & ． 0402 \\
\hline \[
x(\theta)
\] & ब玉 & & ． \(10 \%\) & 1．241 & 43 & & －665 \\
\hline \[
x(7)
\] & －．ひम & & ． 497 & 4.76 & & & \(\cdots 2\) \\
\hline \[
X(10)
\] & \[
=012
\] & & － 1 & \[
.247
\] & ． 01 & & －0¢3 \\
\hline \(x(1\). & 06510 & & 015 & 81．6世 & 3 & & －．¢ \\
\hline \(x(12)\) & ＂0190 & & \(\times 29\) & － 247 & －15 & & .3044 \\
\hline \(x(1)\) & － 0014 & & ． 042 & ． 440 & ． 0 & 217 & ．1） 4 \\
\hline \(x(14)\) & －0．1． & & － F & ج－\％ & －12 & 5 & ． 990 \\
\hline
\end{tabular}

FEGMESTMA 以TEFIGTENTS AND TTE STATISTTCS
\begin{tabular}{|c|c|c|c|c|}
\hline 1 & Eil & 1R(I) & ST0 ( P & T ( ) \\
\hline 1. & 4.164 & 9.1614 & 2.1914 & 2.95s \\
\hline 2 & - .0\%\% & . 6057 & .0020 & 1.3417 \\
\hline \(\cdots\) & --015\% & -.0159 & .0064 & \(\cdots .47 \%\) \\
\hline 4 & .0צ\% & .0342 & . 0285 & 1. 1.983 \\
\hline 5 & - . \(\mathrm{E}_{\text {c }}\) & … . 0.6 & . 0.95 & \(\cdots .7944\) \\
\hline 6 & \(\cdots \cdots 17 \%\) & \(\cdots .0179\) & .0365 & \(-.4716\) \\
\hline 7 & .0841 & \({ }^{0} 041\) & .0880 & . \(297 \%\) \\
\hline 9 & . \(059 \%\) & . \(97 \%\) & .021.4 & 1.9276 \\
\hline 9 & --7.483 & -.048\% & - 0116 & \(-4.1785\) \\
\hline 10 & - ¢1\% & . \(01 \%\) & . 0168 & - 0 \\
\hline 11. & . 6815 & - 61.5 & n.061 & \%.1618 \\
\hline 12 & . \(01 \%\) & -0t20 & .0047 & 2 5 S - \\
\hline 18 & . 0914 & .0914 & - 0¢x & .4420 \\
\hline 1.4 & :0111 & , OLIL & .0064 & 1. 7 996 \\
\hline \multicolumn{5}{|l|}{} \\
\hline \multicolumn{2}{|l|}{¢OUF\%E} & DOF & \multicolumn{2}{|c|}{505} \\
\hline \multicolumn{2}{|l|}{\multirow[t]{4}{*}{\begin{tabular}{l}
MEAN \\
REGRESEIOM RESTDUA. Total.
\end{tabular}}} & 1.00\% & \multicolumn{2}{|l|}{\multirow[t]{4}{*}{\[
\begin{array}{r}
297.2961 \\
.7218 \\
29146 \\
296.1270
\end{array}
\]}} \\
\hline & & A \% OOOO & & \\
\hline & & E. 000 & & \\
\hline & & 17.0000 & & \\
\hline \multicolumn{2}{|l|}{\(\mathrm{MESQ}=-\mathrm{O}\)} & \multicolumn{3}{|c|}{\%"} \\
\hline \multicolumn{2}{|l|}{\(\mathrm{MS}=: \quad .1\)} & \multicolumn{3}{|c|}{. 1.546} \\
\hline \multicolumn{2}{|l|}{\(\mathrm{MFE}=\) -} & 957\% & & \\
\hline Hta & & \[
.92 \%
\] & & \\
\hline \(F\) & \multicolumn{2}{|l|}{\(\times\) - x} & & \\
\hline
\end{tabular}

\section*{SIMULATION OF HWL OF KTO1－（c）}

\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I & YF＇ & Y＇． & Ffe & \％EFK & 75\％11． & 9\％\％11 & YFWar & HiT \\
\hline 1. & 12．725 & 12.698 & \％． & － 10 & 12425 & 12.972 & ．0193 & \(\cdots 56\) \\
\hline 2 & 12．550 & 12．014 & ． 6.8 & ．\(\% 1\) & 12.300 & 12.72 & ．0114 & ． 476 \\
\hline \(\Psi\) & 12， 2 O & 12． 5 \％ & ． 06 & ． 476 & \(12 . \leq 5\) & 12.813 & ． 015 & －¢4， \\
\hline 4 & 12.46 & 12 y & \(\cdots \mathrm{O}\) & －． 049 & 12．24． & 12.861 & － 0.4 & ． \(97 \%\) \\
\hline 9 & 12.300 & \(1 \cdots\)－\(\times\) & ＂0．6 & －150 & 1201t & 12－55\％ & ．0179 & －74， 7 \\
\hline 6 & 19．647 & 12．144 & ． 13.8 & 1．065 & 12－ッ2 & 12，\(\%\) & －09\％1 &  \\
\hline 7 & 12． \(\mathrm{Q}^{2}\) & 1\％－79 & －\％\％ & ． 441 & 12．59\％ & 18．0才2 & ． 1144 & －¢\％ \\
\hline Q & 12．7\％ & 1\％．6t\％ & －115 & ． 58 & 12， 4 & 12 \(\mathrm{n}^{884}\) & － 01.6 & \(\times \mathrm{CO}\) \\
\hline 9 & \(12.7 \%\) & 18， 94 & －．07\％ & \(\cdots\) & 」2．714 & 1．3．29\％ & －Oe\％ & ， 6.97 \\
\hline 10 & 12．405 & 1\％－\(\%\) ¢ & － 7 & ． 5 \％ & 12．149 & \(12.60 \%\) & ． 0.20 & －5et \\
\hline 1． 1. & 12－4\％ & 12.468 & \(\cdots \cdots 42\) &  & 12．1．9 & 12．783 & ．0179 & －74\％ \\
\hline \％ & 12.316 & 13． y 小 & .012 & .096 & 12．0¢ & 12.605 & ． 622 & ． \(9 \% 7\) \\
\hline \(1 \times\) & 12．5\％ & 12．400 & \(\cdots-111\). & －－ \(89 \%\) & 12－21 & 12．758 & ． 0164 & － 654 \\
\hline 1.4 & 12．268 & 12060 & ．9® & ． 09 & 11.957 & 12.56 & ． 2.24 & ＝56， 4 \\
\hline 15 & 12．26\％ & \(12=165\) & ． 108 & ，ब\％ & 11．877 & 12.454 & ＂O2O4 & －\％\％\％ \\
\hline 16 & 12 －\(\%\) & 12 － 50 & \(\cdots .097\) & －－7．789 & 12.105 & 12.675 & .0197 & ． 6 \％0 \\
\hline 17 & 12．26\％ & 12 ， 42 & －－158 & －1．274 & \(12 \times 170\) & 12.674 & ． 0156 & ． 6514 \\
\hline 15 & 12．2．6 & 12．41 & \(\cdots\) & \(\cdots \mathrm{Ca}\) & 12m68 & 12：644 & ． 0211 & － 888 s \\
\hline 19 & 12.2 b & 12， 1 \％ & －－9．01 & －． 6.6 & 12.049 & 12.585 & .0177 & ． 786 \\
\hline
\end{tabular}


\section*{SIMULATION OF LWL OF KTOT－（a）}

\begin{tabular}{|c|c|c|c|c|c|c|}
\hline VARMEİ＊ & HFAm & tr & 14 & \(5 \square\) & CFEM & ロuF \\
\hline X（ 1.\()\) & 1． 00 & ¢ \％ & 1． 00 & 99.99 & 89.99 & 99，79 \\
\hline \(\therefore\)（2） & 12．49 & \(12 \cdots\) & 1 － ar & － 1 & ．62 & 2．62 \\
\hline \(x(3)\) & 25．47 & 10， & 97－39 & 19.5 & \％ 17 & 14.5 \\
\hline \(x(4)\) & 12．89 & \(\cdots\) \％\(\%\) & 34.45 & 9．57 & 1．－ 8 & 4.18 \\
\hline \(x(5)\) & 1．4 4 & －0\％ & 6.68 & き， 07 & 1.36 & \(4 \sim 2\) \\
\hline \(x(6)\) & 1．26 & － 0 & ＂， 9 & 2.07 & 1． 56 & 4 y \\
\hline \(x(7)\) & ， 3 & ． 0 & 5 y 4 & 1．35 & ＂0¢ & 12.72 \\
\hline \(x(8)\) & 4．84 & － 0 & \(6 \square\) & 1.91 & 1.15 & 4．20 \\
\hline \(x(9)\) & 2.27 & ．\({ }^{\text {a }}\) & 10.20 & 2．82 & 1． 7.7 & 6.08 \\
\hline \(X(10)\) & 8.61 & \(4 \times 40\) & 25，06 & 7.16 & 1． 24 & 4.2
298 \\
\hline YF & 10.786 & 10,21 & 11．650 & 4.482 & 056 & \(2 \times .97\) \\
\hline
\end{tabular}

VAFIABLES COEF F FOHT YCONT SENG FGENS
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(X(1)\) & 6 ¢е＂ & ＊＊＊ & 且米米 & ＂90\％ & ． 0900 \\
\hline \(X(\%)\) & \(\because \mathrm{S}\) & 4.195 & 62．644 & .6720 & \％ 9 \\
\hline \(x(\cdots)\) & －． 006 & ． 1.45 & 2.848 & .1110 & \(=1.31\) \\
\hline \(x(4)\) & ．94．9 & －61 & 1． 19.5 & ， 6420 & － 428 \\
\hline \(x(5)\) & －－＂0500 & ， 071 & 1． 406 & －1988 & 1058 \\
\hline \(x(6)\) & ． 056 & ． 076 & 1． 500 & －131 & 1387 \\
\hline \(x(7)\) & \(-10455\) & ：90\％ & ． 600 & 0.654 & － 0606 \\
\hline \(x(8)\) & ． 0876 & .16 & 3． 145 & －1578 & － 1608 \\
\hline \(x(9)\) & votes & － &  & 0.046 & 65 \\
\hline \(\times(10)\) & －\％\％\％ & \(\cdots \mathrm{a}\) & 6.118 & ． 298 & 26.7 \\
\hline
\end{tabular}


Fataraton GTATESTra
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I. & \(Y\) & YP' & F¢\% & \%EFE & 75\%1 & 95\%11 & YFyme & \%rat \\
\hline 3 & 10.410 & 14.69 & --7. 19 & -1.976 & 10.6 & 10.99 & . 947 & \(5 \square\) \\
\hline 2 & 10.710 & +1:4\% & 04 & \% 1 B & \(16.17 \%\) & 16.776 & - 69 & - \\
\hline \% & 10.211 & 10.170 & . 1.41 & 5. \(\begin{array}{r}\text { a } \\ \hline\end{array}\) & 9.676 & 10,664 & . 0765 & -69 \\
\hline 4 & 10.900 & \(10.4 \% 7\) & - - 137 & -1. 1.30 & 10.12 & 10.762 & . 96 & .894 \\
\hline 5 & 10.36 & 10-6 & "\% & . 169 & 10.067 & 10.660 & 0258 & , 6.6 \\
\hline 6 & \(10 \times 445\) & 10.90 & -- 95 & --0\% & 10.717 & 11.154 & .0168 & - 510 \\
\hline 7 & 11.506 & 1, \(3+6\) & , 1\%"\% & 1. -74 & 10.9\%7 & 11.754 & . 4 ¢ & - \%\%-' \\
\hline e & 1j 40 c & 11. 1.34 & - \%9 & \% ¢6\% & 10.589 & 11.418 & . 049 & , ज194 \\
\hline 9 & 10.0 & 10 5\%1 & ... n . 6 & - \% ¢ - \% & 10.215 & 10.926 & \(\cdots 6\) & 4.4 \\
\hline 10 & 11.46 & 11.5 & , 94 & . 471 & \(10 \times 90\) & 11.872 & - 0.0 & - 798 \\
\hline 13 & 10.740 & 1.0 .779 & ... . \(0 ¢\) & \(\cdots \mathrm{m}\) & \(10 \sim 60\) & 11.278 & .0760 & - 946 \\
\hline 12 & 70, & 19, 水: & ... .9.2 & ..\% \(\mathrm{\square}\) \% & 10 5 5 & 11.962 & ¢19 & \\
\hline i. \({ }^{\text {a }}\) & 10.2 e & 1\% \%\% & - 1.19 & \(\cdots\) - 5is & 9.97 & 40, 097 & - 60 & -64.4 \\
\hline 14 & 11.6 ¢ & \(11 . \% \%\) & -. 126 & - 1.081 & 11.6 & 12.26 & "058 &  \\
\hline 15 & 11.2 ar & 11. ¢ & --. -9\% & \(\cdots \times 4.54\) & 10.997 & 1.1.777 & , \%6\%\% & \(\cdots\) \\
\hline 16 & 10.518 & 10 ¢10 & \(\cdots \cdots\) & \(\cdots-1.44\) & 10.970 & \(10.97 \%\) & - 06 &  \\
\hline 17 & \(10.9 \%\) & 10.95 & , ¢\% & - 6 & 10.7 & 11.26 & "9\% & \\
\hline 16 & 10.63 & \(10.8 \%\) & , \%\% & 2.514 & 9.96 & 10.751 & - \({ }^{3}\) & - 10 \\
\hline
\end{tabular}


\section*{SIMULATION OF HWL OF KTO3－（a）}

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline VARTAREE & MEAN & M & 148 & 570 & ¢120 & \multicolumn{2}{|c|}{तथ4} \\
\hline X（ 1） & 1.00 & ＂णी & 1．0） & 99.99 & 79．79 & \(9{ }^{9}\) & \\
\hline \(x(2)\) & 24.61 &  & ツ． & 17， & \(\cdots \cdot 17\) & 14. & \\
\hline \(x(3)\) & 12.00 & 区 п\％ & 54．4！ & E．50 & 1． 4.4 & 4 & \\
\hline \(X(4)\) & 1.46 & ． 0 & \(\varepsilon_{n} \dot{\sigma}\) & ¢． & 1．-2 & 4. & \\
\hline \(\times(5)\) & 1． 1.1 & \％ 0 &  & 2.01 & 1．6． & 4 & \\
\hline \(x(6)\) & ． 6. & ． 0 & E．41 & 1． E 1 & －1． 6 & 13 & \\
\hline \(x(7)\) & 1． 76 & － 0 & 6．ए & 7.80 & 1．2\％ & 4 & \\
\hline \(x(6)\) & 2．7e & － 0 & 10， & \(\cdots\) & 1． 5 & 4 & \\
\hline \(x(9)\) & 6．48 & 1.40 & 25．08 & \(7 \times 01\) & 1 n － 2 & 4 & \\
\hline \(x(10)\) & 17.5 & － 6 & \％．29 & 10.5 & 41 & － & \\
\hline \(x(11\). & 9.9 & 7.48 & 10.4 & －65 & －－90 & 5 & \\
\hline \(\mathrm{X}(1 \mathrm{~s})\) & 区，\％ & 7 mo & －7 & 13,4 & 1． 5 S & 4 & \\
\hline \(x(1)\) & 9．71 & 9.6 & 65 － 61 & \(15-3\) & 1．08 & 4 & \\
\hline \(\times(14)\) & 26．75 & 1\％\(\%\) & 59．0\％ & 19 \(\mathrm{v}^{2}\) & \[
1.48
\] & \[
7
\] & \\
\hline Y1．＇ & 12.596 & \()_{n}\)（m） & \(1 \times 500\) & ＂401 & 1.0040 & 7.4 & \\
\hline VAOTABLES & TOE： & & COM & \％「TNT & & W5 & RSENS \\
\hline X（ 1） & 11.3 & & 来京索 & 常为劣 & 0 & 00 & ．0000 \\
\hline \(x(2)\) & प0 & ？ & ，\％\％ & 2．768 & & ¢22 & － \(0 \times 74\). \\
\hline \(x(0)\) & \(\square\) & & ＂） & \(\cdots 7\) & & 1242 & \％ \\
\hline \(x(4)\) & \(\because 10\) & & － 134 & 5 － 4.3 & & 180 & C8e \\
\hline \(\times 18)\) & \(\cdots\) & & ，\％1 & －75\％ & & 0.97 & 228 \\
\hline \(x(6)\) & \(\cdots\) & & .15 & 4.460 & & 667 & 1605 \\
\hline X（ 7） & \(\cdots{ }^{-1}\) & & \(\ldots 96\) & 区． 7.9 & & 1090 & 06 \\
\hline \(x(E)\) & － 01 & & ，\％\％ & \(\cdots 96\) & & 0 & O209 \\
\hline \(x(9)\) & －01 & & ， 1. & 4 ar & & 979\％ & \％97 \\
\hline \(x(10)\) & ， 01 & & －\％\({ }^{6}\) & ¢， & & 1．दट & － \\
\hline \(x(1.1)\) & \(\cdots \cdots\) & & ． 6.7 & 2e． \(44 \%\) & & 0445 & 0268 \\
\hline \(x\)（i） & ，O0 & & \(\cdots 0\) & －\％ & & 0604 & 0.6 \\
\hline \(x(13)\) & ， 0 & & ，286 & ¢，\(x\) & & 1219 & 0764 \\
\hline \(x(1.4)\) & \(\cdots\) & & ． \(7 \%\) & 84.416 & & 4625 & ．78． \\
\hline
\end{tabular}

\begin{tabular}{|c|c|c|c|c|}
\hline 1 & E(T) & CEi \({ }^{\text {a }}\) & 5TD (1) & T (1) \\
\hline 1. & 11.685 & 11. 6.4 & F-6099 & 4.3600 \\
\hline 2 & -60s2 & . فणे2 & , 056 & .6045 \\
\hline \% & --9017 & O017 & -1146 & \(\cdots=1.24\) \\
\hline 4 & \(\cdots \cdots\) & --105\% & -617 & - 5 m \\
\hline 5 & --.0109 & - \%018e & -6\%\% & \(\cdots .910\) \\
\hline 6 & . 20.6 & \%0¢ & \({ }^{4} 0770\) & 2.618 \\
\hline 7 & --. 060 & \(\cdots-960\) & - 08.0 & -. 7276 \\
\hline 9 & \(=010 \mathrm{t}\) & Otor & - 499 & 02059 \\
\hline 9 & \(=014 \%\) & - 0143 & . 268 & \(\begin{array}{r}.4749 \\ \hline\end{array}\) \\
\hline 10 & "119\% & , 012 & - \(\%\) \% & \(1=0 \%\) ? \\
\hline 11. & \(\cdots \mathrm{O}-06\) & \(\cdots \mathrm{Cr}\) - O & - 24 & - - - - 4 -99 \\
\hline 12 & .0045 & ")0¢5 & - 0106 & \(\cdots 408\) \\
\hline \(1 \%\) & .00\%9 & - 0\%\% & . 005 & 1.2159 \\
\hline 1.4 & .08\% & 1979 & ,0141 & 2.6946 \\
\hline
\end{tabular}

AMA Y YTS OF vAEJENGE TAEL:
\begin{tabular}{|c|c|c|}
\hline SOUFTE & บп: & 905 \\
\hline MEAN & 1. 000 & 3014.565 \\
\hline FEDFESETGN & 18. x ¢0 & 2 4260 \\
\hline RESTDUAL & E.000 & -4663 \\
\hline TOTAL & 17.0000 & 9017.4675 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|}
\hline M60= & "ヶ9\% \\
\hline \(\mathrm{ms}=\) & * \% 0 \% \\
\hline Mrem= & - 8 ¢ 9 \\
\hline サ1\%: & . 9159 \\
\hline Fi. = & 20012 \\
\hline
\end{tabular}

\section*{SIMULATION OF HWL OF KTO3 - (c)}

F世कTOTMN ETATETTS


\section*{STMULATION OF LWL OF KTO 3 - (a)}

\section*{}


\section*{SIMULATION OF LWL OF KTO3 - (b)}


\section*{SIMULATION OF LWL OF KTO－（c）}

FEDTOTGON STATISTICS
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline & & & & & & 95\％uh & FVOAF & \(1+27\) \\
\hline I & YF & \(Y \mathrm{~F}\) & EFEK & \％EFF & & & 965\％ & ． dirs \\
\hline & & 3．81 & \(-.484\) & －5．174 & a． 287 & 7.376
9.817 & － 0581 & \(\cdots 17 \%\) \\
\hline 1. & 8－6\％ & 7． 5.88 & ．．．929 & － 518 & 8．7．6 & \(10.1 / 6\) & ． 5 20 & ． 83 \\
\hline \(\cdots\) & 9.257 & 9.445 & \(\cdots .158\) & \(-1.700\) & 8．72\％ & 7．745 & ，967\％ & －5＊－ \\
\hline 3 & 9.287
9.200 & 8.252 & －． 22 & \(\cdots 6\) & 8.778 & 10,36 & ． 1.79 & \(8 \cdot 1.4\) \\
\hline 4 & 9．200 & 9.450 & －． 27 & －i 55 & 9．0．0． & 9.0 OL & ． 1482 & －－ 9 \\
\hline 5 & 8．723 & C．4．14 & ， 19 & 1.244
-78 & \(9.4-7\) & 4is 4 St & ．Vexr & \(4{ }^{3}\) \\
\hline 6 & 9.698 & \(\because\) \％ 70 & －． 545 & －2． & 7．69 & 8.60 & ．1510 & \(\therefore \square^{\circ}\) \\
\hline 8 & 7．4F\％ & \(\because\) 98\％ & － 48 &  & 6．4． & 9.218 & \(\cdots\) & \(\because\) \\
\hline 9 & \(9 \times 8\) & r．il & \(\cdots\) ．\(\therefore\) ¢ & －-4.48 & 4.612 & 11．014 & \(17 \times\) & ． \\
\hline 10 &  & 50 & 0 0．4M & ．47？ & 5.884 & 10．408 & ¢6\％ & .1. \\
\hline 1．1． & \(9-6 め 3\) & 8.777 & A84 & 4.712 & 8.42 & 9.6 .51 & ． \(10 \times 1\) & ．\(\therefore \quad\). \\
\hline 12 & 「－21 & 9.68 ¢ & \％1 & 5，377 & 8.48 & 10． ¢ \(^{\text {a }}\) & －i \％ & \\
\hline 1 T & 9.280 & 9． \(87 \%\) & ． 3 & 1．73 & 7．6． & 10 ¢カ8 & ，－：\(\cdot \mathrm{E}\) & \(\cdots\) \\
\hline 14 & 10.464 & \(\because\)－사해 & 4 & 200 & E．tid & \(9.6 け\) & ． \(31 t\) & \％ \\
\hline 4 & 8，\％60 & 9．1． & －－．． & －\(\because\) & 9.28 & \(\therefore 10.443\) & － i － & 4， \\
\hline 18 & 9.497 & －1\％ & \(\because\) & －4．at & 8.676 & 29．768 & ， & \\
\hline 18 & 7.617 & ب، & & & & & & \\
\hline
\end{tabular}

The criticai lific！value is ： 1.1111.

\section*{SIMULATION OF HWL KTO5－（a）}

\begin{tabular}{|c|c|c|c|c|c|c|c|}
\hline VAFTAELES & MEAN & MN & mx & STD & SFEW & \multicolumn{2}{|c|}{CUF} \\
\hline \(X(1)\) & 1.00 & 1．00 & 1.00 & 99．99 & 97.97 & 79 & \\
\hline \(x(2)\) & 2．5\％ & 5.77 & 47.04 & 1－6． & ． \(7 \times\) & \(\therefore\) ． & \\
\hline \(x(3)\) & 10.75 & －\％ & 30.77 & ¢ 50 & ． 75 & 4. & \\
\hline \(\cdots(4)\) & 天－ & \(\times 0\) & 10.97 & － 1.6 & 1． 7.7 & 5. & \\
\hline \(x(5)\) & ， 6 e & ． 0 & 640 & 1.98 & 2． 47 & & \\
\hline \(x(6)\) & ． 60 & .9 & 队．\(\%\) & 1．22 & 2.41 & 9. & \\
\hline \(x(7)\) & 1．78 & ． 00 & 4．98 & 1．89 & ． 76 & 4. & \\
\hline \(\times(3)\) & 2． 0 & ． 0 & 10.67 & \(\because 9.91\) & 1． 4.48 & 5. & \\
\hline \(x(7)\) & 7.48 & \(\cdots 1\) & 29．9\％ & 7.81 & 1．\(\times 1.7\) & 5. & \\
\hline \(X(10)\) & 17.67 & 1． E 㐌 & 5．81 & 8.89 & ． 97 & 3 ． & \\
\hline \(x(1.1)\) & 9.19 & 7 － 4 & 30．10 & ． 70 & －－．90 & 4 & \\
\hline \(x(1):\) & 24.44 & 5 Ex & 5\％．0\％ & 1 y ， 16 & 1．01 & \(\mathrm{m}^{2}\) & \\
\hline \(x(12)\) & 1．5 1 & 1.44 &  & 18．98 & ． 24 & 2 ． & \\
\hline \(x(14)\) & 29.051 & 17.48 & 46.54 & E．06 & \(\cdots\) & 3 & \\
\hline YF & 11.719 & \(9.98 \%\) & 13.400 & ．749 & 1．． 1.41 & 8.9 & \\
\hline VAETAFAES & Cotlex & & CONT & \％COTV & & －V & ちSENS \\
\hline \(x(1)\) & 11.1712 & & 米米米 & ＊＊＊ & ． 0 & 000 & .0000 \\
\hline \(x(2)\) & \(\cdots-9476\) & & ． 97 & 9.284 & .59 & & .1646 \\
\hline \(x(z)\) & \(\cdots-02 \pm 4\) & & －251 & 2.175 & － 16 & 991 & ． 050 \\
\hline \(x(4)\) & ． 0.11 & & ．\(\%\) & －\(\dot{6} \mathrm{~S}\) & .09 & & ． 0270 \\
\hline \(x(5)\) & \(\cdots \cdots 4.4\) & & ． 19 & 1． 04.1 & － 28 & 897 & ． 0777 \\
\hline \(x(6)\) & .1616 & & ． \(10 \%\) & ． \(9 \% 7\) & .19 & 775 & ． 054 \\
\hline \(x(7)\) & \(\cdots-147 \%\) & & － F & \(2.27 \%\) & \(\cdots\) & 765 & ． 0760 \\
\hline \(x(0)\) & …－\(\%\) ¢ & & － 244 & \(\therefore=114\) & － 2 & \(7 \%\) & .0751 \\
\hline \(X(9)\) & －． 0170 & & ． 666 & －572 & .05 & 597 & ．0140 \\
\hline \(x(10)\) & －－ 43 B & & ．76\％ & \(6.6 \pm 1\) & 0.3 & 55 & \(\cdots 1058\) \\
\hline \(x(11)\) & ． 698 & & ． \(7 \% 7\) & 49 6 －1 & .4 & 944 & －1194 \\
\hline \(x(12)\) & ． 097 & & ． \(5 \%\) & 2．057 & －1．1 & 18.1 & ． \(02 \%\) \\
\hline \(x(18)\) & －－－9016 & & ． 05 & .48 A & － 0 & 22 & ．0061 \\
\hline \(Y(1.4)\) & －„ه®® & & ． 560 & \％ \(2 \times 4\) & .71 & \(11 \%\) & .1956 \\
\hline
\end{tabular}

\section*{SIMULATION OF HWL OF KTO5 - (b)}


\section*{SIMULATION OF HWL KTO5 - (c)}

FRETMGTION STATTETTB
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I. & \(Y\) VF & V\% & FFe & \%fF? & \(95 \% \ldots\) & \(9 \%\) & VPVAF & Hm \\
\hline \(\pm\). & 19-247 & 1- 18 & , 115 & . 9 & 11. 5 & 12-954 & .1643 & . 8475 \\
\hline 2 & 1-0.6\% & 1. \(\quad 966\) & , \%') & - 979 & 15.26 & \(12 \mathrm{6} \mathrm{\%}\) & . 1202 & -604 \\
\hline 3 & 120416 & ,208 & . \(\%\) \% & 3.964 & 11. 1.509 & 12.566 & .6695 & - 345 \\
\hline 4 & 1.1.881. & 11.76 & .115 & \(=970\) & 19.905 & 12.25 & 0.1814 & -5 \% \\
\hline 5 & 10.50 & 10.489 & - .989 & \(\cdots-93\) & 9.611 & 11.26 & -160\% & -6\%4 \\
\hline 6 & 9.795 & 10.419 & \(\cdots \cdots\) & -4, 4 , 9 & 9.815 & 1. 1. 22 & - 692 & . 469 \\
\hline 7 & 11.20 & It 12 z & . 924 & -749 & \(10.3 \%\) & 11.944 & "159\% & .9245 \\
\hline 8 & 11.6\% & 11.689 & …61 & --75 & 10.876 & 1\% 482 & . 1541 & 07949 \\
\hline 9 & 11.905 & 12-060 & \(\cdots\) & -1. 1.600 & 11.262 & 12.858 & - 5 ¢ 1 & -6\% \\
\hline 10 & 12.110 & 11.608 & . 52 & 4.146 & 10.964 & 12-21 & . 10.5 & - 5085 \\
\hline 11. & \(1 \% \mathrm{~m} 40\) & 13.60 & ... - 20 & - - - EA2 & 12.88\% & 14.358 & \(\cdots\) & .6\%1 \\
\hline 12 & 12.811 & 15 - 29 & . 102 & , 9.6 & 11.373 & 13.046 & - 1715 & . 8847 \\
\hline 18 & 12.210 & 11.746 & - 264 & 2.16 & 1. 1.205 & 12.687 & \(\cdots 48\) & . 6446 \\
\hline 1.4 & 12.2 E & 12.346 & \(-.113\) & - . \(\% 6\) & 11.78 & 12.763 & .0927 & -47\% \\
\hline 15 & 12.186 & 1玉 a E & … 202 & --1.656 & 11.558 & 12.216 & - 1689 & .8714 \\
\hline 16 & 11.681 & 12.02\% & \(\cdots .149\) & \(-1.24 \mathrm{ta}\) & 11.205 & 12.853 & - 1.604 & - 8586 \\
\hline 17 & 12.470 & \(12.45 \%\) & -11 & . 989 & 1.1. 667 & 13.250 & . 1585 & .7723 \\
\hline 18 & 12.060 & 1.1.9世5 & . 9 & - 9 & 11.078 & 12.791 & . 1797 & - 9 ¢1 \\
\hline 1.9 & 11.960 & 12. 27 & --\%\% & \(\cdots \mathrm{c}\)-6! & 11.498 & 13.057 & .1489 & .768 \\
\hline
\end{tabular}

The critical !fat(t) value js : \(1 \times 4737\)

\section*{SIMULATION OF LWL OF KTOS_-(a)}

\begin{tabular}{|c|c|c|c|c|c|}
\hline VGEIACLEG & 1tim & H! M1 & ST & \multicolumn{2}{|l|}{¢ret [10:} \\
\hline \(x: 1\) ) & 1.0 & (1.0) & 9\%.99 & 99.9999 & \\
\hline \(x(2)\) & \(12 \times 11\) & \(\cdots 18{ }_{0} 4\) & 46 & 1.618 & \\
\hline \(x(\square)\) & 21.11 & 746.6 & 11. 89 & . 9 C & \\
\hline \(x(4)\) & 10,64 & ) 3077 & E.64 & 1.15 5. & \\
\hline \(\times(8)\) & 1. B \% & 0) 10.97 & \%,28 & ¢ 5 ¢ 10 & \\
\hline \(x(6)\) & 2.4 & ¢ 19.67 & \(\cdots 29\) & 1. 1667 & \\
\hline \(\times(7)\) &  & 29.96 & 9.47 & 1.43 9 & \\
\hline \(\times(8)\) & 14.98 & \% 5 - & E96 & --44 4. & \\
\hline \(\mathrm{YF}^{-}\) & 9.947 & \%.1. \(10 \%\) & , 298 & . 9192.6 & \\
\hline Vftematis & Were & Crint & "TONT & SENS & F\%F\% \\
\hline \(\chi(1)\). & 4.6147 & *** & *** & "000\% & " 0000 \\
\hline \(x!2)\) & - 4¢ ¢ \% & - 69 & 92.455 & . 2124 & - 5 ¢ \\
\hline \(x(z)\) & -0¢50 & -106 & 1.720 & .0596 & - 106 \\
\hline \(x(4)\) & \(\cdots-01 \% 0\) & 459 & \(\cdots 565\) & . 1292 & - 2180 \\
\hline < \((5)\) & --911\% & . 00 & 4 O & . 0566 & \(\cdots 618\) \\
\hline \(x(6)\) & \%25\% & . 690 & . 976 & -646 & - 14.7 \\
\hline \(x(7)\) & .044 & .987 & - 609 & - 09 & .0571 \\
\hline \(x(8)\) & --9041 & "081 & i. x 1 & .0365 & -0615 \\
\hline
\end{tabular}

FFEDTGTON STATTETTE
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I. & YF' & V' & एFF & \%ERT & cy \(9 \% 1\) & 96\%un. & Y-VAE & 14. \\
\hline 1. & 8.899 & 9.808 & .071. & \({ }^{.762}\) & 8.829 & 5.786 & .0414 & - 5\%a' \\
\hline 2 & 9.445 & 9.472 & - . 027 & ---9.94 & 9.071 & 9.873 & .0291 & \(41 \%\) \\
\hline - & 10.025 & 9.70 & . 5 & צ.246 & 9.298 & 10.101 & -6291 & . 41 \% \\
\hline 4 & 10. 100 & 10.060 & - 540 & . 37 & 7.459 & 10.681 & .6654 & . 925 \\
\hline 5 & \(9.7 \times\) & 9,88 & - 100 & \(\cdots 1.02\) & 9.810 & 10.59 & . 0495 & .70\% \\
\hline 6 & 9.491 & 9.669 & --1.78 & \(-1.874\) & 9.171 & 10.167 & .0449 &  \\
\hline 7 & \(9.46 \%\) & 9.662 & \(\cdots .15\) & \(\cdots .056\) & 9.155 & 10. 18 & . 06.1 & .7940 \\
\hline 8 & 10.100 & 1601 & .669 & .69\% & 9.419 & 10.643 & . 0679 & 669 \\
\hline 9 & 9.450 & 9.485 & . 05 & -052 & 8.866 & 1.0 .104 & . 060 cos & \(\square^{\circ}\) \\
\hline 10 & 9.440 & 7،5\% & ")7 & .831 & 8.767 & 9.956 & -9640 & -9\% \\
\hline 11. & 9.467 & \%.w" & --990 & \(\cdots .954\) & 9.043 & 10.072 & \(.047 \%\) & - F F \\
\hline
\end{tabular}


\section*{SIMULATION OF LWL•OF KTOS - (b)}

FEGFESSION EOEFFTOTENTS FND TTS STATISTTCS


\section*{SIMULATION OF HWL OF JEO4－（a）}

EनSTU TNFUT ETATSTICS
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline WAETABEE & MFAT & 1014 & Mx & ET0 & CFEW & \\
\hline \(x(1)\) & 1． 00 & J． \(\mathrm{OO}_{0}\) & 1．\({ }^{1} 0\) & 99.97 & 99.9979 & \\
\hline \(x(2)\) & 21.26 & 4.24 & \(48.1 \bigcirc\) & 8.00 & ．86 4． & \\
\hline \(x(3)\) & 10．49 & ， 0 & 97．0 & 0.99 & .703 & \\
\hline \(\times(4)\) & 2． \(4 \%\) & － 0 ） & 10， 5 & उ， & 1.424 & \\
\hline \(x(5)\) & 1．47 & － 00 & 10.19 & \(\because 8\) & \(2.18 \quad 7\) & \\
\hline \(x(6)\) & ． \(7 \times\) & ． O & －， & 1． 16 & 1． 58 4． & \\
\hline \(x(7)\) & 1． 7.7 & －¢ & 4.41 & 1.94 & 2.19 ？ & \\
\hline \(x(8)\) & 4．4．4 & ，\％ & 14.5 & 4.69 & \(.75 \quad 3\) & \\
\hline \(x(9)\) & 7.72 & \({ }_{4} 45\) & 97．97 & 6．98 & 1.966 & \\
\hline \(\times(10)\) & \(17.6 \%\) & 1． 4.4 & \％，1\％ & 7.68 & \(\cdots 4\). & \\
\hline X（ 11.1 ） & 26． 0 & 6.15 & 56.42 & 11．76 & －62 & \\
\hline \(x(1.2)\) & \％8．86 & 5.9 & 4\％ 4 \％ & 10.05 & －1\％ & \\
\hline \(x(18)\) & 27.92 & 12．47 & ¢1，50 & 10.90 & .68 & \\
\hline YF & 7.57 & 6000 & 9，5\％ &  &  & \\
\hline VAFTAELEE & COEF & & Cont & \％\％ONT & EENG & RSENS \\
\hline \(x(1\). & 6, & & 束必矣 &  & .0000 & ． 0000 \\
\hline \(x(2)\) & \(\cdots \mathrm{O}-1\). & & ，\％e & 4．997 & － \(15 \%\) & ． 0494 \\
\hline \(x(\square)\) & \(\cdots \mathrm{Cr}\) & & －4\％ & 7.86 & － 94. & － 96 \\
\hline \(x(4)\) & \(\therefore \mathrm{O}_{0} \mathrm{O}\) & & － 140 & 区， 58 & ． 1882 & －0606 \\
\hline \(x(6)\) & － 1 & & ．197 & － 513 & －0551 & －0． 0 \\
\hline \(x(6)\) & \(=1.9\) & & \(\cdots \mathrm{x} 4\) & 2.606 & －2es\％ & \(\cdots 70\) \\
\hline \(x(7)\) & －． 16 & & ，9\％\％ & 5.84 & － 20. & .1049 \\
\hline \(\times(8)\) & －－\％ & & 0247 & 4.547 & ，2607 & п0887 \\
\hline \(\times(7)\) & ． 04 & & ． 66 & \％，765 & － 801 & －1062 \\
\hline \(x(10)\) & \(\times 1\) & & ． 06 & 5.648 & － x & － 04.5 \\
\hline \(x(11)\) & － 0 & & － A B & 11 tab & \(\bigcirc \mathrm{ESx}\) & \(=091 \%\) \\
\hline \(x(1.2)\) & \(\cdots\) & & 1． e & 19．95 & － 857 & －1152 \\
\hline \(x(1,5)\) & ＂ 0 & & 1． 4.2 & 26.76 & ．5\％1 & \(\cdots 1.78\) \\
\hline
\end{tabular}

\section*{SIMULATION OF HWL OF JEO4 - (b)}


\section*{SIMULATION OF HWL OF JEO4－（c）}

\section*{FFEDTTEN STATIGTCS}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I． & YF＇ & Y\％ & ジス & \(\pi \mathrm{FRR}\) & 95\％ & 94\％4． & YEVAR & 1 Hit \\
\hline 1. & 6．220 & 7.880 & － 40 & 4.15 & 7.210 & 8.551 & .1299 & ．5011 \\
\hline \(\underline{1}\) & 7．200 & 7.495 & －－ m & \(\cdots .9 .680\) & 6.745 & 8．248 & ． \(16 \% \%\) & ．6315 \\
\hline \(\underset{\square}{\square}\) & 7.890 & 7.880 & －．．\({ }^{\text {－}}\)－ 40 & \(\cdots-6.5\) & 7.086 & 8.674 & －1823 & \(\cdots \square\) \\
\hline 4 & 7.170 & 7.69 & －\({ }^{\text {－} 40 .}\) & －－6．216 & 6.844 & 8．402 & .1754 & ． 6769 \\
\hline 5 & 8．410 & 7.71 L & ．697 & ¢． E ¢ & 7.000 & 3． 427 & ． 1470 & － 5 \％ 7 \\
\hline 6 & Q 570 & \(8.20 \%\) & －ぶ方 & 4． 4 \％ & 7.42 s & 8.978 & \(\cdots 1756\) & －6\％ \\
\hline 7 & 6．570 & 4.315 & 2\％ 5 & －．931 & \(7.5 \%\) & 7．0\％ & － 15.5 & － 68 \\
\hline \(\theta\) & 6.680 & 6.967 & … \(97 \%\) & \(-4.4 .48\) & 6.442 & \(7.47 \%\) & ． 0768 & －2962 \\
\hline 9 & 7.760 & 7.085 & ．615 & 7.986 & 6.26 & 7.901 & ． 1926 & 0.7409 \\
\hline 10 & 8.260 & 8 B 5 & － 1 a & 1． 491 & 7 y \％ & e．903 & .1696 & ¢－n！ \\
\hline 11. & 6.450 & 6.845 & －\％\％ & －109 & 6.01 & 7.664 & －1964 & 7. \\
\hline 12 & \(7.09 \%\) & \％．Jot & －－9．011 & －7． 160 & 6.540 & 7.668 & －0\％ & － 772 y \\
\hline 1 s & 8.840 & 6．844 & …044 & －7．0．90 & ¢． 6 & 7.915 & \(\cdots\) & ＂6E\％\％ \\
\hline 1.4 & \(\because 010\) & \(7 \times 1 \pm\) & － 1.2 & -1.744
\(\cdots-104\) & －6． 0.6 & 6.777 & ．17．8 & －box \\
\hline 18 & 6．00 & 6.06 & \(\cdots \mathrm{O}\) & －\％ & 6.287 & 7.888 & ． 0876 & ． 577 \\
\hline 16 & 6.760 & \(6 \times 4\) & \(\cdots{ }^{-\cdots} 1\) & －1．605 & 6.367 & 8.12 B & ．2178 & ． 8400 \\
\hline 17 & 7.140 & 7 п．5．5 & －－113 & -1.605
1.60 & 6.687
\(5.9 \%\) & 7.707 & ． 2.57 & ． 8768 \\
\hline 1.6 & 6.910 & 6．653 & .097
\(\times-419\) & 1.260
\(-5,1+1\) & 6.769
7.828 & 4.978 & \(\cdots\) & ． 6691 \\
\hline 19 & 8.180 & 8．598 & -7.48
\(\cdots-27\) & \(-5.11\) & 7.829 & 8．9．7 & ．1495 & .5767 \\
\hline 20 & 7.620 & \％．6\％ & \(\cdots-27\) & －-6.0 & 6．98\％ & 9．21．6 & .1190 & \(.458 \%\) \\
\hline 21 & 7.620 & 7.375 & ． 045 & 4 & & & & \\
\hline
\end{tabular}

The critical MAT（i）vatue is a 1 ． 2 at

\section*{SIMULATION OF LWL OF JEO4（a）}

BAETO THUT STATTETTRS
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline UAFTABLES & WEA & 10 Cl & MX & ET & ¢fk & CUF \\
\hline \(X(1)\) & 1． 0 & 1．00 & 1.00 & 97.97 & 99.97 & 9\％－99 \\
\hline \(x(2)\) & 7.6 & 6．0 & ¢．¢\％ & ． \(7 \times\) & －＂． 68 & 4.62 \\
\hline \(x(-5)\) & 11．20 & \(4 \cdot 24\) & 4 4 & 8.60
6.99 & .80
.70 & 4． 5 \\
\hline \(x(4)\) & 10．45 & － & \％ 70 &  & 1.42 & 4.37 \\
\hline \(\times(5)\) & 2.42 & 0 & ！0，\(\%\) & 3.6 & 2.18 & 7 ¢\％ \\
\hline \(x(6)\) & 1． 4.7 & ．98 & 498 & 1.16 & 1．58 & 4.6 \\
\hline \(x(7)\) & ． \(7 \%\) & 00 & 54 & 1.94 & 2.19 & 9.45 \\
\hline \(x(8)\) & 1.72 & － 0 & 8.41
14.50 & 4.69 & ． 95 & \(\cdots\)－\％ \\
\hline \(x(9)\) & 4.44 & ＂O0 & 14．90 & 6.96 & 1．96 & 6.95 \\
\hline \(X(10)\) & \(7 \cdot 72\) & 4 & 4.60 & －508 & ． 084 & उ．229 \\
\hline YF & 5.63 & 4.000 & & & & \\
\hline
\end{tabular}

VAFIAELES COFFG
CONT \％GOMT
EENS
FEEMG
\begin{tabular}{|c|c|}
\hline \(x(1\). & 1．250 \\
\hline \(x(2)\) & ． 4576 \\
\hline \(x(3)\) & \(\cdots-0147\) \\
\hline \(x(4)\) & －61\％ \\
\hline \(x(5)\) & ．0978 \\
\hline \(x(6)\) & 064 \\
\hline \(x(7)\) & －0／54 \\
\hline \(X(\mathrm{~B})\) & ． 0162 \\
\hline \(\times(7)\) & ． 0 0 \\
\hline \(x(10)\) & ． 0.6 \\
\hline
\end{tabular}
\begin{tabular}{|c|c|c|c|}
\hline ＊＊＊ & ＊当妾 & .0000 & ＂0000 \\
\hline 3.434 & 77.76 & － 51 & ． 286 E \\
\hline \％2 & 7.66 & .126 & ． 1087 \\
\hline 18女 & 4.145 & .1221 & .1051 \\
\hline 06 & 1． .494 & ． 9886 & 0768 \\
\hline ，\％riol & 1．1．40 & .1041 & ． 6897 \\
\hline 0.640 & 1.054 & ．0728 & ． 62 \\
\hline －28 & ． 69 & ．6814 & \(=070\) \\
\hline .691 & 2．058 & .0961 & － 987 \\
\hline － & \(4 \times 675\) & .1875 & 165 \\
\hline
\end{tabular}

\section*{SIMULATION OF LWL OF JEO4 - (b)}

FEGRESSION COEFFICIENTS AND ITS STATISTICS


\section*{SIMULATION OF LWL OF JEO4 - (c)}

\section*{FGETOTTOQ STATTSTTCS}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I & VF & Y' & EFT & \%EEFE & 75\% & 95\%ut & YFVAF: & HAT \\
\hline 1 & 5.400 & 4.734 & - 6.6 & 1- 2 C & 4.489 & 4.590 & . 0186 & -1629 \\
\hline 2 & 5.250 & 5.2 z & "9\% & \(\times 5\) & 4.757 & 5.690 & . 0671 & 587
\(609 \%\) \\
\hline 3 & 5.010 & 5.95 & \(\cdots-275\) & -5.697 & 4.818 & 5.792 & \(07 \%\)
0.617 & .6572
.276 \\
\hline 4 & 4.700 & 4.556 & 0.144 & צ 670 & 4.255 & 4.876 & 4 & -97 \\
\hline 5 & 5.610 & 4.972 & . 088 & . 760 & 4.589 & 5.59 & . 0645 & - 5.649 \\
\hline 6 & 4.910 & 5.069 & -. 159 & -9,944 & 5.187 & 6.032 & .0551 & \({ }^{4} 4227\) \\
\hline 7 & 5.850 & 5.610 & 040 & 4.108
-898 & 4.716 & 5.514 & .0491 & . 4301 \\
\hline 6 & 4.650 & 5.115 & \(-465\) & -8, 972 & 4.198 & 4.980 & \({ }_{.} 0484\) & :433 \\
\hline 9 & 4.470 & 4.584 & \(\cdots \times 114\) & \(\cdots .548\) & 5.102 & 5.951 & . 0557 & .4974 \\
\hline 10 & 5.290 & \(5.5 \% 7\) & -- - - & \(-4.47 \%\) & 4.619 & 5.272 & . 027 & . 9879 \\
\hline 11 & 5.910 & 4.945 & .965
\(-\quad .94\) & -4.716 & 4.207 & 4.861 & .056 & . 2892 \\
\hline 12 & 4.350
5.050 & 4.584 & - - -27 & - 5. 5.89 & 4.780 & 5.865 & .0909 & . 7955 \\
\hline 1.3 & 5.050
6.000 & \(5 \times 785\) & . 215 & \% ¢ \(¢ 1\) & \(5 \times 30\) & 4.268 & \(\cdots 9719\) & -6951 \\
\hline 15 & 4.500 & 4.563 & - , 088 & -1. 844 & \(4{ }^{2} 8\) & \(4=931\). & .0374
.0762 & .624
.6144 \\
\hline 16 & 4.000 & 4.157 & \(-1.17\) & \(-2.96\) & - 4.986 & 6.087 & \({ }^{4} 0935\) & . 6189 \\
\hline 17 & 5.690 & 5 45\% & - 15.5 & \(\cdots \mathrm{m} 974\) & 4.988
4.801 & 5.864 & .0871 & . 7629 \\
\hline 18 & 5.540 & 5.82 & - 08 & \(\cdots 0746\) & 4.293 & 4.978 & .0384 & . 5 - 68 \\
\hline 19 & 4.770 & 4.645 & -1.25 & \(\cdots \times 1\) & 4.854 & 5.596 & .0388 & .2860 \\
\hline 20 & 5.120 & \(5 \cdot 265\) & \(-145\) & - 4 - 8 \% & 4.949 & \(5 \times 107\) & 0.945 & , 589 \\
\hline 21 & 4.940 & 4.728 & ، & 4.601 & 4...48 & - \(\times 107\) & & \\
\hline
\end{tabular}

The critinal HAT(i) y lue is * "95天4

\section*{SIMULATION OF HWL OF JEOS - (a)}

MकाE TNFT GTATTGTTES


\begin{tabular}{|c|c|c|c|c|}
\hline I & B(1) & MT T & STL(I) & T(i) \\
\hline 1 & क.70\% & ¢ 7 \% & 1- ¢¢ & 6.158 \\
\hline 2 & \(\cdots \cdots 001\) & … 6 ¢ & - 10 & -4.9\% \\
\hline \(\underset{4}{3}\) & \(\times 179\) & -1) 6 & ,60\% & 1.915\% \\
\hline 4 & .6169 & \% \(\%\) & , 944 & .8791 \\
\hline \(\%\) & … \(0 \times \%\) &  & , 4 A & --.7442 \\
\hline 6 & - - - 56e & \(\cdots \square\) & -2952 & \(\cdots-1.5713\) \\
\hline 7 & --6712 & -- ¢ ¢ - & . 0541 & \(\cdots 1.3160\) \\
\hline 8 & .04 6 & .948 & .0644 & , 6772 \\
\hline 8 & --91. & -- "019 & .0075 & -1.2688 \\
\hline 10 & ... . O e & --. 26 & - 5 & \(\cdots . .9044\) \\
\hline 1.1. & . 4766 & . 4766 & -1102 & 4.2249 \\
\hline 12 & . 2 es &  & .0168 & 1.7724 \\
\hline 13 & . 0.6 & - 02 c & , 00¢天 & - 48.12 \\
\hline 1.4 & \(-.0915\) & \(\cdots \mathrm{cos}\) & , 02\% & -. \(065 \%\) \\
\hline \multicolumn{5}{|l|}{ANALYTS OF VARTENCE TABE} \\
\hline \multicolumn{2}{|l|}{SOUREE} & फढf & \multicolumn{2}{|c|}{505} \\
\hline \multicolumn{2}{|l|}{\multirow[t]{4}{*}{\begin{tabular}{l}
MEAN \\
FEGFESSION \\
FESTDUAL.. \\
Toral.
\end{tabular}}} & 1.000\% & \multicolumn{2}{|l|}{\multirow[t]{4}{*}{\[
\begin{array}{r}
1742,3464 \\
10.2450 \\
.4754 \\
17550609
\end{array}
\]}} \\
\hline & & 1\% 00\%\% & & \\
\hline & & 6.0000 & & \\
\hline & & 20.000 & & \\
\hline \multicolumn{3}{|l|}{\multirow[t]{5}{*}{\begin{tabular}{lr}
\(M 650=\) & .0792 \\
\(M 6=\) & .2815 \\
\(M R S O=\) & .9557 \\
\(M R=\) & .9776 \\
\(F=\) & 9.9455
\end{tabular}}} & & \\
\hline & & & & \\
\hline & & & & \\
\hline & & & & \\
\hline & & & & \\
\hline
\end{tabular}

\section*{SIMULATION OF HWL OF JEO5 - (c)}

FREDTCTON STATSTTES
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I & YF' & YF' & FF\% & \%EFG: & 95\%L & 95\%ul & YPVAFE & HAT \\
\hline 1. & 8.827 & 7.110 & --7e 2 & - . -207 & 9.840 & 9.580 & .0184 & . \(244 \%\) \\
\hline \(\cdots\) & 9.741 & 9.846 & -. 107 & --1.095 & 9.345 & 40.350 & .0671 & . 8464 \\
\hline 3 & 9.970 & 9.741 & -29\% & 2. 297 & 9.969 & 10.113 & . 686 & - 4646 \\
\hline 4 & 9.970 & 9.984 & \(\cdots-0.4\) & --. 141 & 9.567 & 10.401 & - 968 & - 588\% \\
\hline 5 & 8.900 & 8.789 & . 11.2 & 1.259 & 9,281 & 9.293 & -6664 & . 6 E \\
\hline 6 & \(10.1 \% 0\) & \(9.9 \%\) & . 197 & 1.94\% & 7.4.48 & 10.398 & -6600 & . 76.77 \\
\hline 7 & 8.962 & 8.861 & . 091 & 1.02\% & a. 427 & 9.274 & -049\% & - 6.94 \\
\hline \(\Theta\) & 9.954 & 9.814 & \(\times 180\) & 1.608 & 9.380 & 10.247 & \(\times 49\) & . 0.0 - \\
\hline 9 & 9.766 & 9.954 & - 0 - 08 & \(\cdots\) & 9.471 & 10.87 & . 0.40 & -4712 \\
\hline 10 & 9.642 & 9.75 & . 107 & 1. 68 & 9.278 & \(10 \cdot 192\) & - O559 & . 9.600 \\
\hline 1.1 & 日. 547 & 8.87\% & \(\cdots-6\) & - -917 & 8.513 & 9.238 & -0344 & - 440 \\
\hline 12 & 9.790 & 9.65 & , 1 S & 1. 409 & \(9 \cdot 158\) & 10.171 & . 071.5 & - 9021 \\
\hline 13 & 9.974 & 10, 070 & --979 & -. 7.65 & 9.590 & 10.551 & -6014 & - 7747 \\
\hline 1.4 & 9.308 & \(9.44 \%\) & --139 & \(-1.489\) & \(8.9 \%\) & 9.761 & . 0768 & -6871 \\
\hline 15 & \(6.9 \%\) & 3.915 & \(\cdots 064\) & -798 & 8.45 & \% 969 & -0.54 & 4664
-684 \\
\hline 16 & 9.618 & 9.811 & -- - 196 &  & 9.5 E & 10.290 & -0607 & * 6140 \\
\hline 1.7 & 9.2. & \(9.10 \%\) & - \(5 \%\) & 1. 577 & 8.612 & 9.598 & "064\% & "8\% \\
\hline 18 & 8.056 & 8.010 & r 1946 & \(\cdots 70\) & 7.498 & 8, 4 & -06\% & - ¢ 9 \\
\hline 1.9 & 7.815 & \(9.9 \%\) & \(\cdots .94\) & \(-2.65\) & \(7 \mathrm{7ab}\) & 10.42 & & \\
\hline 0 & 7.35 & \% - \% & - \% & - \(\quad .7\) & 6.707 & \%.7.97 & - \(07 .\). & \(\cdots\) \\
\hline
\end{tabular}

The critical HAT() velue is : 1.400

\section*{SIMULATION OF LWL OF JEOS－（a）}

BASTC INFUT ETATISTTC
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline VAETAELEG & MEAN & P10 & NX & ST0 & SFEW & CHE \\
\hline \(x(1)\) & 1．00 & 1． 00 & 1.90 & 97.79 & 97.97 & 99.98 \\
\hline \(x(2)\) & 9.5 & 6， & 10.12 & －\％ & －－．64 & 2.49 \\
\hline \(x(3)\) & 2.04 & \(7 \times 3\) & \％s 4 4 & 8.98 & －1． 19 & 1． 91 \\
\hline P（4） & 10，25 & 1． r & 34．8\％ & 8．72 & 1.85 & 4.46 \\
\hline \(x(5)\) & 9 & ．0 &  & 2．75 & 1.17 & 4.46 \\
\hline \(x(6)\) & 1.8 & （0） & 7.49 & \(\because 64\) & 1.60
2.97 &  \\
\hline X 7 ） & －4\％ & \(\cdots\) & \(2 \cdot 70\) & ．\({ }^{64}\) & 2．27 & 7.87 \\
\hline \(X(0)\) & 1． 79 & －\％ & \％ 18 & 1.74 & －67 & 2．\({ }^{4} 4\) \\
\hline \(x(9)\) & 3． 80 & －0 & 9.65 & － 22 & ． 40 & 54.3 \\
\hline \(X(10)\) & 11.70 & .71 & \％．98 & 9.77 & 1.5 & \(4{ }^{3} 604\) \\
\hline YF＇ & \％． \(5 \%\) & \(4=918\) & 6.684 & ． 444 & ＂0．5 & 4.005 \\
\hline
\end{tabular}

VAFTAEFS COEFF WONT \％CONT SENS FSENS
\begin{tabular}{|c|c|c|c|c|c|}
\hline \(x(1)\) & 5.772 & 实米莫 & ＊＊＊ & \(=000\) & .0000 \\
\hline \(x(2)\)
\(x(2)\) & \(-.1761\) & 1． 676 & 46．082 & .0907 & .0616 \\
\hline \(x(3)\) & ． 6450 & ． 99. & 27.256 & .4016 & ． 2726 \\
\hline \(X(4)\) & －． 0.059 & ． 680 & 1．649 & .0510 & ． 0.46 \\
\hline \(x(5)\) & \(.6665^{\circ}\) & ． 155 & 4.268 & .1822 & ． 1244 \\
\hline \(x(6)\) & ，06\％ & ．08， & 2.269 & .1507 & ． 1028 \\
\hline \(x(7)\) & －．0517 & ， 22 & ＂ 618 & .0419 & ．0284 \\
\hline \(x(8)\) & ．0525 & .094 & 2.590 & ． 0913 & － 0620 \\
\hline X \((9)\) & ＂0710 & －276 & 7.582 & ．2286 &  \\
\hline \(x(10)\) & ． 299 & ，29） & 7.696 & －2540 & .1588 \\
\hline
\end{tabular}


\section*{SIMULATION OF LWL OF JEOS - (c)}

\section*{FGEDITTON STATISTTS}
\begin{tabular}{|c|c|c|c|c|c|c|c|c|}
\hline I & YF & Ye & EFre & \%EFE & \(95 \%\) L & 95\%41. & YFVAF & HHT \\
\hline 1 & 5.58 & \(5 \times 2 \pm\) & \(\cdots .00\) & \(\cdots+.6 \pm\) & 5.56 & 5.718 & \({ }^{0} 0248\) & -6946 \\
\hline 2 & 5.651 & \%-821 & \(\cdots .170\) & -3,007 & 5.602 & 6.040 & - 128 & - 576 \\
\hline \% & 5.752 & 5.74. & - 011 & . 1.93 & 5.430 & ¢ 058 & -625\% & \(\cdots 114\) \\
\hline 4 & 6.100 & 6.019 & - ¢ 1 & 1. 25 & \% 688 & 6.35 & "צ0\% & . 6.98 \\
\hline 5 & 5.995 & \(5.96 \%\) & , 26 & . 4.48 & 5.6 \% & 6.301. &  & \%105 \\
\hline 6 & \(4.91 \%\) & 5.96 & --156 & -- , 181 & 4.731 & 5.497 & . \(0 \times \mathrm{S}\) & .845 \\
\hline \(\%\) & 5.474 & 5.507 & -157 & \(\because\) „ 99 & 5.047 & 5.564 & . 0.177 & \({ }^{4} 495\) \\
\hline 8 & 6.487 & 6.649 & … - \%r & \(-3.54\) & 6.404 & 6.876 & .0147 & 412 \\
\hline 7 & 5.80 s & 5.749 & . 054 & - 927 & 5.58 & 5.964 & - 0123 & - 44 \\
\hline 10 & 5.904 & \(5.7 \%\) & - 191 &  & \(5 \cdot 52\) & 5.924 & \(=0107\) & - \\
\hline 1.1 & 5.779 & 5.896 & \(\cdots .117\) & - - , ¢ & 5.561 & 6.212 & .0265 & \(\bigcirc 74\) \\
\hline 12 & 6. E 6 & 6.15 & .125 & 2002 & \(5.6 \%\) & b. 351 & -020 & - 56, \\
\hline 13 & ज.727 & 5.79 & - . . 01 & - 016 & 5.403 & 6.053 & - 2 g . & \% 76.4 \\
\hline 1.4 & 5.897 & \% . B E & \(\cdots \times 6\) & \(-107\) & \(5.56 \%\) & 6.07 & - 0185 & \% 516 \\
\hline 15 & 6. 57 & 6.547 & \(\cdots \cdots 10\) & \(\cdots 161\) & \(6.6 \pm\) & \(6.68 \%\) & "0297 & - 8.61 \\
\hline 16 & 6.584 & \(6 \times 7\) & 0.107 & 1. 506 & ¢.417 & \(7.0 \% 7\) & \%6.9 & \(7 \times\) \\
\hline
\end{tabular}

The eritical hat(I) value is : 1.2 boo

\section*{SIMULATION OF LWL OF JEO6 - (b)}
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