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ABSTRACT

A linear multiple regression model has been developed to study

the effect of total monthly rainfalls (TMR) on the yearly
highest/lowest levels (HWL and LWL respectively) of
groundwater table. Twelve different applications of the model
has been made to simulate the annual highest/lowest
groundwater levels in the Ganges-Kobadak (G-K) Project area.

Groundwater developments in this area ~ere kept to a minimum

in the past, and this served the prerequisite of a relatively

undisturbed subsurface regime for regression study. All the

simulations by the model huve been found to be statistically
satisfactory. Particular emphasis has been put on the

I',

":;,

techniques of selecting lhe 'Best Subset' of independent

variables (TMRs). It is found that a combination of efficient

i



algorithm and instantaneous judgement is necessary to obtain

the optimum subset of variables which will generate the near

largest coefficient of determination, R' and the smallest

error of estimate, s at the same time.

Possibility of forecasting HWL/LWL with the help of resulting

regression equations has also been discussed. It is found

nine out of twelve

analyses have heen

quite dependable forecast. Frequency

done for TMRs of appropriate rainfaLL

forecast of highest or lowest water table

that,

capable

stations

of

so

making

that

of the regression equations are

::

due to TMRs having numerous combinations of return periods

could be made.

The effect of river stage on groundwater table has also been

studied using simple linear regression technique. It is found

that, beyond a distance of about 2500 m from the bank, the

water table remains virtually insensitive to the river stage.
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Chapter I

INTRODUCTION

1.0. Int-roduction'

Modeling of groundwater system is at a preliminary stage in
Bangladesh. Initial activities in this field begar, in around

1976 and they were mostly concerned witl, the determination .of
important groundwater related parameters like storage
coefficient, transmissivity etc. The simple analytical
techniques were used for these purposes. Later on, a number of
numerical exercises ~ere also carried on for regional
assessment of the groundwater system (Ahmed,198o). But use ()f

statistics, which is an equally powerful tool, is still absent
in the studies of groundwater related phenomena.

The annual cycle of groundwater table fluctuation in
Bangladesh is p~~'f:domiflantly g'overned by the total monthly
rainfalls in different months, specially in areas where there
is no artificial interference on the groundwater regime. Also,

presence of near by stream affects the level of groundwater
table, .So far, no attempt was made by any researcher in
Bangladesh to statistically correlate the two above mentioned

,.,

factors with the fluctuation of groundwater table.
encouraged the author to take IJp the present study.

This
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linear multiple regression model to study the effect of total

The primary purpose of the proposed research is to develop a

monthly rainfalls (TMR) on the yearly maximum/minimum levels
of groundwater table. For testing the goodness of fit, the

A location map of the study area is shown in

model will be applied in the Ganges-Kobadak
Project area.

(G-K) Irrigation

Fig. 1.1. The G-K area is selected primarily because this area

is under surface water irrigation scheme and ground\-Jater
developments Were kept to a minimum in the past. This ensures
a relatively undisturbed groundwater regime suitable for

multiple regression study having constant coefficient of
determination. Moreover, the effect of river stage on
groundwater table at different distances will also be studied.

Consequently, a characteristic distance, de will be identified

for tile study area beyond which the water table will

supposedly remain insensitive to the fluctuation of river
stage. Simple linear regression will be used for this part of

the study which may be treated as a special case of multiple

methodology and techniques of inferences that
the saIlle

regression with single independent variable. Hence,

will be
discussed for the multiple regression study will also be
applicable to the simple linear regression. The lIla.Jor

incentives for the proposed undertaking b••sed on statisti.cal
technique are :

aJ No m~ltiple regression model related to groundwater has so
far been.developed in Bangladesh. So, such a study will open
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up a new arena of scientific in'luisition ln this field.

b] A regression model is conceptually simple. It does not
require ~horough understanding of the underlying principles of
a natura]. proce~Sr

background.
nor does it require elaborate mathematical

c] Provided with adequate good quality data, a regression
Dlodel is as good as a numerical model. Noreover, it does not

>,' :

require the tiresome 'calibration' phase; rather, a regressi()n

model gets automatically cal.ibrated with the insertion of 11CW

set of inputs.

dl A regression model generaLes basic statistics of input and

output with little addi.tional effort which give val'uable
insight into the problem. It also generates variance-
covariance and correlation matrix and thus, provIdes t~he

degree of variability and interdependency of the variables. It
produces weight factors froln which relative contribution of
each v8riable In the model can be estimated. Such features are
absent in any other. model.

el A regression modnl ,nay allow valuable supplementary
analyses of distribution and trend. When adequate data are
available, study of distribution and trend become eaSler by
using input statistics generated through the process of model
development.
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f) A regression model. is relatively cheap. Development and
execution of other models are either cumbersonle _or costly.

When such models are developed on a regional basis, computer
facilities become a prerequisite to handle the huge amount of

input and output data. But anYOlle having a pocket calculator

may use the ultimate product of regression model _ usually a
simple linear equation.

g) The outcome of a multiple regression model is easily

transferable to t~e field level. On the contrary, any other

type requires special training for using the model and for
interpreting the output.

1.1. Objectives of the Research

From the above made discussions,
be sunlDlarized as follows :

objectives of this study may

i) To develop a linear multiple regression model between

monthly total rainfalls .and yearly maximum and minimum
levels of water table.

ii) Tu apply the model to six selected dug wells in the G-V

Project area, each having water level records of about 20

'Best Subset'
years. Also to

of

discuss the techniques of determining the

independent variables from statistical
point of view with a st.itable illustration.



iii)
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To discuss the possibility of using such model for

',.. .

"J,,J

forecasting of maximum and minimum groundwater levels.

iv] To study the effect of ri~er stage on the groundwater

table at different distances by simple linear regression

and tc get the characteristic distance, de beyond which the

groundwater table is no more affected by the river stage.



Chapter 2

LIT£RATURE REVIEW

2.0. Models for Groundwater

A model is a tool to represent the simplified version of
reality. A good model adequately depicts all the desired
features of a physical or environmental process with certain
degrees of approximation and ideali~ation.

computational faciliti~s, numerous models have already

With the advent of sophisticated experimental and

been
developed in the field of groundwater which can be broadly
classified into :

al physical models
bl ar:alog Illodels

c) mathematical models

dl hybrid models

2.1. Background of Grounqw,~ter Modeling

The fundamental task in developing groundwater related model

was done by the great Frencll scientist Henry Darcy(1803-1858).
His treatise of 1856 defined Lhe relaLion,
Darcy's law,

now known as the
govern:ing ground",;) Ler flow illmost aLI uvial dud

sedimentary formaLioI1S. Later European contributors of the

7



ITodd,1980). Their contributions

B

nineteenth century were J.Boussinesq,
P.Forchheimer and A.Thiem

G.A.Daubree, J.Dupuit,

were mainly of analytical nature and thereby served as the
basic tools for developing analytical models.

In the tw~ntieth century, tremendous advancements have been
made in getting analytical solutions for the problen,s of

radial flow into a well and time-variant flow through porous
media. Among many distinguished contributors are C.V.Theis,

.; ; C.E.Jacob, M.S.Hantush, H.E.Glover and C.W.Walton .

Consequence of SLICh exterlsive analytical search was better
under-s tanding of the scope and J. I.llIi'tatiOIlS of this prYC(~s8.

Heseurehers louked :I'01'\. .•..a cd to getting a.l'tf-..!rnaL.iv(:

breakthroughs. And, a surge of physical and analog models
evolved in the late fifties, which finally merged into the new

wave of mathematical models (other than analytical) with the
dawn of computer-age in late sixties.

Standard texts which contain good documentations of the~e

developments include \valton(1970), Glover(1974), McWhorter and
Sunadal 1977), Bouwer( 1978), Bear(1979), Freeze and
Cherry(1979), Todd(1980) and Rethati(1983).
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2.2. T,pes of Groundwater Models

2.2.1. Physical Model

fiel.d

is a typical

Austria as early as 1898

Sand tank model

is scaled down replica of theA physical model

conditions maintaining similarity from both physical and
hydraulic points of view.

for study of well flow in Craz,
(Todd,1980).

example. This is one of LI,eearliest type of models ever used

to study groundwater flow. P. Forchheimer used one such model

anisotropy,nonhomogenity,like

is good enough for homogeneous and
elaborate treatment

Although such a model

isotropic formation,

simulation of features

capillary action etc. Another major disadvantage is its laek

of flexibility to the changillg geohYdrological conditions:

2.2.2. Analog M~d~

is
Relatively recent development in this discipline

Analog models are developed by noticing the similarity of

governing equations for flow of fluid (laminar), heat and

electricity. For example, Ohm's law is the electrical analog

of Darcy's law for laminar flow of fluid. Viscous fluid model,

membrane model, thermal model etc. are well known analog
models.

the electrical analog model based on conductive solid/liquid
or resistance-capacitancelllC) network. RC network is specially
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flexible and is capable of simulating time-varient flow in
non-homogeneous aquifers.

discussion on analog models.

2.2.3. Mathematical Model

To<1d(1980) includes extensive

Mathematical models can be arranged into four subgroups,
namely:

i) analytical model

ii) numerical model

iii) Operation research (OR) model
iv) statistical model

2.2.3.1. Analytical Model

An analytical model is usually based on a number of rigorous
mathematical equations which are subjected to sp8cifj.ed
initial and/or boundary conditions. Texts nlentioned earlier
contain numerous references of such models. Basic advantage of

an analytical model is that the model is deterministic (always

generates the same output for a specified set of inputs) and

well-understood for relatively simple flow conditions.

Underlying equations of an analytical model~ay also serve as

the building bloch,; oj' e'lu.ival.enl.nUIHcl'ica1.model.

However, analytical model has one serious drawback. As
described by Tholllas(19'13), the e'juat,iOilS of flow and'

I '" ".I
themselves easily to rigorous analytical solutions h'h-::il



boundaries are complex.
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So far, tile only remedy is to switch

over to alternative modeling techniques.

2.2.3.2. Numerical Model
A common feature of most numerical models is superposition of

a regular or irregular" grid system over the zone under study.
Then the equation of flow is applied to each of the grid

points, and u~ing finite differe'lce approximation, a system of

linear equations is formed. Computer aided solution of SUCII

system usually yields groundwater levels at grid points.
Sometimes the entire zone is sub-divided into a number of

polygons and finite element technique is applied. Remson et

aL(1971) have presented a very worthreading text detailing
most of the numerical nlethuds with their advantages and

Other interesting titles are Thomas (1973 )•disadvantages.

Prickett(1975). Pi Ilde!" UJitl Gray(1977), Boonstra and

Ridde.'(19H1) and Wang and i\lIdenwn(1982). Since mid seventies.

finite element technique has been modified into a more

advanced and loatllenlaticalJ.y conlplicated form, called the

boundary f~lement technique. This method requires nluch smaller

system of equa1:iorls and .llenee, saves val,uable COluputer

storage.

t.echnique.

Brebbia(1978) covered the fundamentals of this

Flexibility is tile illajor advantage of a [lunlerical model. The
modeller can incorporate al,nosl any pecularities he wanls lo

in the model. However, it f'equires indepth knowledge and
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adequate experience to formulate a dependable model. In

addition, it requires efficient algorithms, good programming

skill and high speed computer for its execution. It is obvious

that, developing a numerical model is very often a laborious,

time-consuming and costly process. And the final run-time cost

is also considerable.

2.2.3.3. Operation Researc<!_'_LOIU.Ji.oclc;!.

Operation rese~rch is being used in different branches of

engineering since late fifties. But its application in the

field of groundwater is relatively new. Both the linear and

the dynamic programming approaches have been used depending

upon the nature of the problem. Models are developed to

optimize different objective functions, such as, the net
economic gain from conjunctive use of surface and groundwater
subjected to a number of constraints. Among many dislinguishc.,d

contributors. to name a few, are: l)racap(19b") ,

Domenico(1968), Cochran and Butcher(1970), Kleineckc(1971i,

Chaudhury et al.(1974), Heidari(1982), Gorelick et al.(1984),

Willis(1985) and Jones et al.(1987).

engineering from econonlic alld environmental point of view.

OR models are mainly being used in the process of decision

making "hich is also the intended purpose of all linear and

dynamic models. Such help is of great use in water resources
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2.2.3.4. Statistical Model
A statistical model generates output which is always

associated with an element of chance or probability. Usually a

statistical mode] has a number of parameters. As described by

Haan(1977), they are to be determined 1n someway from the

observed hydrological daLa. The validity and applicability of

a statistical model depend directly on the characteristics of

the data used to estimate the parameters. Statistical models

can be classified into parametric and stochastic models. In a
parametric model, once the parameters are known, the model

becomes a deterministic one. A stochastic model produces

different outputs even with the repeated use of a specified

set of inputS. However, the generated outputs follow a

statistical pattern. To exemplify

model is a parametric model and a

a multiple regression

model generating random

events from a predefined distribution is a stochastic model.

inherently stochastic.
It is interesting to note that parametric models are also

Once the data determining the

parameters get changed, so do the parameters.

A statistical model requires some minimum amount of data to

produce a reliable output. But collection and monitoring of

groundwater data usually have a very shdrt history. Until late
sixties, this was the major hindrance of using the powerful

tools of statistics for tile study of sub-surface flow. So far,

majority of the statistical models related to groulld\~ater



dealt the
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problem of solute transport and groundwater

contamination.

Pioneers in this field are: Chalky(1949), Scheideggar(1954),

Reddell(1967) u~d de Jong(1969). From seventies and onwards,

with the accumulation of workable amount of data, this

discipline flourished rapidly. Among significant contributors

are Bibby(1971), Cooley(1973), Flores(1976), Bakr et

al(1978), Dagan(1982), Gelhar and Axness(1983), and finally,

Black and Freyberg(1987).

2.2.4. Hybrid Model

The term 'hybrid' indi_cate~ that the Illodel is a composi,te on~

having certain combinatioll of the categories already

discussed. Vemuri and Karplus(1969) and Morris et al.(1972)

used hybrid computer models which were combination of HC

analog and compul.er based numerical model. They saved numeral'S

iterations by explicitly solving the problems with the help of

analog models. Solutions so obtained were then used as

feedback to the numerical models.

Another typical example is a combination of statistical and

numerical techniques. To avoid ~edious trial and error

process, linear regression model may be developed which will

correlate the nunlerical Inod,el pUl"ame-ters with some basic i.flplJt
data. Reddell ar,d Sunada(19G7) and Eshett(1970) discussed sucl,



15

possibilities. Cooley(1973) discussed a hybrid of statistical

and analytical techniques. As all the methods have some

specific advantages over tIle others, more and more hybrid

models are supposed to come out in future optimizing the

overall simulation process.

2.3. Related Works to the Proposed Research Topic

As mentioned earlier. works that Ilave been done so far in
I statistical modell.ing of groundwater are not voluminous. This

is specially true [or the study of rainfall-groundwater

relationship by statistical technique. Among the beginners,

Ubell worked on the effect of rainfall on groundwater storage

in early fifties (Ubell,1953). Bogardi(1953) extended the

findings of Ubell and studied the impact of precipitation as

well as temperature on changes of water table. Further

supporting works 1n this line were carried on by

Csomane(1968), Rethati(1970) and Sing(1981) etc. Later on,

Rethati(1983) discussed about a multiple linear regression
model to simulate annual highest and lowest groundwater levels

(HWL and LWL respectively) with the help of total monthly

rainfalls (TMR) of previous water year. This particular work

by Rethati will be the basic guide line for major part of this

research work.

Study of the effect of river stage on groundwater level, which

is also the secondary objective of this research work, is
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recently gaining increasing attention due to the introduction

of the concept of conjunctive use of water resources.

McWorther et al.(1972), Glover(1974), Labadie et al.(1983) and

many others did excellent works in this field of stream-

aquifer interaction.

In Bangladesh, the most relevant work to the proposed research

topic was done by Haqand Sattar(1987). In their study, six

years of data on annual ground~ater table fluctuation was

regressed with corresponding total annual rainfall. A simple

single variable regression equation was developed which showed

that the speculated relationship was very significant. Tiley

found the coefficient of determination to be 0.99 - almost a

perfect linear fit! They also observed that the water level

usually responded favorably after an accumulated rainfall

depth of about 75 em. This anlount, ~lS noted
researchers, took about three monsoon months to accumulate.

Although this simple study precludes any possibility of using

it as a forecasting model, it definitely encourages such

effort. It will. be discussed later on that, breaking up the

total annual rainfall into its mOll tIlly COlllp011er~ts al)d using
multiple regression technique may give in quite a dependable

forecasting model.

Since 1976 - the beginning of groundwater related modeling In

Bangladesh, nine other exercises have been undertaken by
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organizations like Bangladesh Water Development Board (BWDB),

Bangladesh Agricultural Development Corporation (BADC) and

Msster Plan Organization (MPO). Most of the treatments were

based on analytical techniques, except a few numerical ones.

The North~West Bangladesh Groundwater Model was the most

elaborate among them. Basic aim of all these activities was to

achieve better planning and management policies for

groundwater use. Some of the above mentioned models, given

proper adjustments, may be used to predict the extreme

groundwater levees based on previous rainfall pattern. For

details, volume III of the second interim report by MPO(1984)

may be consulted.

academicians and
Apart from the models used for professional

are coming out in recent years from

purposes, models

researchers. Khan(1982) has presented models for groundwater

yield and recharge assessment based on combination of

analytical techniques. Khan and Muwdsley(1984) also tried to
assess the aquifer yield by linear programming. Ahmed(1986)

developed another model using simple implicit finite

difference scheme to study the groundwater system in the

Mymensingh-Tangail area. However, none of these models were

concerned with the linear or polynomial relationship between

rainfall and groundwater table.

About the effect of river stage on groundwater level,

Saleh(1985) developed an analytical model called, Watershed
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Irrigation Potentia] Estimation (WIPE) model, to simulate

groundwater movement in"a watershed. For a small watershed in

the North-West Bangladesh, he found that, beyond 2000 m from

the river, the fl~x from the watertable to the river was

negligible and the water table profile of the watershed was

not affected by the water level in the river. Later on,

Hoque(1986), Khan and MaHdsley(1986l, and Michae1(1986) dealt

with the problem of stream-aquifer system, although their main

em~laHis was on the theme of conjunctive use of surface and

groundwater.

It is quite noticeable that so far no physical, analog or

statistical model related to groundwater is attempted by any

model12r~



Chapter 3

PRINCIPLES OF LINEAR MULTIPLE REGRESSION

3.0. Definition

Multiple regression is a part of statistics which deals with

the investigation A"... tile relationship between three or mure

variables related in a probabilistic fashion (Devore, 1982).

3.1. The Liqear Probahilisti9 Model

For the deterministic model y = B. +~(BiXi) where i=2,3, ..,k,

the actual observed value of y is a linear function of

variables X2. X3. X4, ...• ,Xk. The generalization of this to a

probahilistic model assumes that the expected value of y

(dependent variable) is a linear function of x, (independent

variables); but for a particular set of Xi, the variabl.e y

differs from its expected value by a random amount.

Mathematically,
[3. 1 J

where (. is eo random variablewi.th E(S) = 0.0 and Var(£) = tr.
To construct confidence arid prediction intervals and to test

Equation [3.1] is the most straight forward form of linear

it is also needed to

19

assume tl,atE has a normal distri.bution.

hypotheses about the model parameter~,
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multiple regression. Sometimes ttle variables may have

exponents over them maki.ng the equation to be of higher order.

Also there may be terms formed by product of two or more

variables, called intel'act..ioH terms. The followi~g equation

implies a second order interaction model :
y = B.+B.x.+B,x,+B,x,'+B.x,'+B.x.x,+£ [3.2]

The presence of higher order terms indicate that the expected

change in y depends Dn the change of values having higher

order in such a way that the contours of regression function

against those variables will be curved. And the presence of

interaction terms imply that the expected change in y depends

not only on the variables being increased or decreased but

also on other variables forming the interaction terms.

Now, whether to include such hi.gher order or interaction terms

in the model solely depends on the nature of the problem being

studied.

The multiple linear regression model with (k-l) variables and

introduced as Xi' associated to B. where xi.=1.0 for i=l,

2, ..,n. So equation [3.3] becomes:

[3.3]

a dummy variable is

y. has the form :..... ,

••• t ni = 1, 2,

For convenience of matrix notation,

n observations y., y.,
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[3.4 J

Now the vector of observation Y, vector of random errors E,

parameter vector B and design matrix X are defined as :

Y;:; y,

y,

E ;:; B;:; B,

B,

x = Xl! •..• Xlk

Xal •••• X2k

y. B. XUl •••• Xak

Consequently, in matrix form, equation [3.4] turns cut to be :

Y = XB + E
[ 3 . 5 ]

where X' is the transpose of the design matrix X. Multiplying

both Qides of equation [3.6J on the left by (X'X)-', the

solution matrix for sample estimates of parameters becomes

If b be the sample estimate of the vector B using least square

criteria, then, it can be shown with the help of matrix

algebra that the normal equations corresponding to equation

[3.5) takes the form:

Equation (3.7) indicates tllat to get the vector b, it must be

possible to invert the matrix X'X, however, the transformation

is not unconditional. If Zil is defined to be (Xil-~l)/Sl and

Z=[Zil], then Z~Z/(n-]) is the k*k correlation matrix R=[ril],

where rij is the correlation coeffioient bet~een the ith and

(3.7)

[3.6]

•

ril;:;]for i=j .By definition,

b = (X'X) -'X'Y

(X'X)b = X'Y

the jth independent variables.
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If Irill=1 for some i1j, then the ith independent variable is

a linear function of the jth independent variable and the rank

of XTX matrix will be less than k. But XTX being ak*k matrix,

its rank must be k to get it inverted. This means that an
not be a (perfect) linear function ofindependent variable can

any other independent variable. Moreover, an independent

variable can not be linearly dependent on any linear function

of the remaining independent variables, otherwise the rank of

XTX will drop down again. Even a near linear dependence in X

may cause severe roundoff errors in (XTX)-l and loss of

significance leading to nonsensical estimates for B (Draper

and Smith, 1981). This is why, very often the first step in

regression analysis becomes the computation of correlation

matrix.

3.3. Standardizing the Variables

When the values of variables in multiple regression analysis

are large, it is advantageous to carry out a special coding

will be XI'=(X'I-XI)/Sl' 1'he cuded value XI; simply represents

any XII value in units of standard deviation above or below

the mean. Careful observation easily reveals that the outcome

of such transformation simply creates the Z matrix needed for

correlation coefficients. So, standardizing the variables need

no additional effort. But it has two important benefits :

the coded form of XI
If XI and Sl be the sample mean and

standard deviation of Xij'S (i=I, ...,n),
for the variables.
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al it increases the numerical accuracy in all computations

through less computer roundoff error.

bl it gives more accurate estimates than for the parameters

of the uncoded model because the individual parameters of

the coded model characterize the behavior of the regression

function near the center of the data rather then near the

origin.

3.4. Coefficients of Determination and the ANOVA Table

observe,l points lie near the least square line, while if it is
large, then there is much 'residual variability' even after

taking into account the possibility of a linear relationship.

Recalling that the column vector b is the sample estimate of
parameters and defining X~=(XilJXi2, ••• ,X~k), th~ ith estimate
for the dependent variable becomes ~,=xib. So, summing up for

all tho i's, the error sum of squares SSE=~jYi-9i)2 measures
how much variability in the Yi'S is not explained by the

The total amount of variability 1n the Yi'S can be measured by

computing SST=~(Yi~')2 wllich is the total sum of squares of

the y,'s about their mean. Hence, the coefficient of multiple

regression R2, indicating the proportion of variation in Yi'S

explained by lillear regression is defined as

all theIf SSE -is quite small,regression relationship.
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ft' = (SST - SSE)/SST

= 1 - SSE/SST [ 3 • b ]

The table given below, called the ANOVA (analysis of variance)

table is quite helpful in calculating all the above terms and

for other analyses using matrix notation.

ANOVA TABLE

--------------------------------------------------------------
Source Degrees of freedom Sum of squares
--------------------------------------------------------------
Mean
Regression

Residual

Total.

1

\{-1

n-k
n

ny'

bTXTY - ny'
YTY_ bTXTY

YTY

---------------------------------------------------------------
Using the ANOVA table, SST, SSE and R' assume the following

forms

SST = YTY ny'

SSE = YTY bTXTY

R' = (bTXTY - ny')/(YTY - ny2) [3.9]

Another important statistic, Var(E) or €"is represented by its

sample estimate S2 as :

8' = (YTY - bTXTY)/(n - k)

which is also known as residual mean square.

[3.10]
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3.5. Inferences on Regression Coefficients

To make inferences concerning B. the variance of b must be
known. It is shown by Haan(1977) that the variance-cov~riance

matrix of b is given as :
Cov(b) = 6'(XTX)-'

[3.11]

The variance of bi is equal to the covariance of bi with

itself and is therefore 62 times the ith diagonal element of

(X'-X) -1. The covariance of b i with b j is 6~ times the (i,j) th

element of (XTXI-I. To get a confidence interval on each bi,

the underlying assumption would be that bi/SOl has a t

distribution with (n-k) degrees of freedom where SOl is the

UII i = b i + t 1 -""/2 • n •. kS b I [3.12]

To test the hypothesis that H.:Bi=O.O against H.:Bilo,0, .the

test statistic is :

positive square root of covariance of bi. Such assumption will

be perfectly valid when the dependent variable is normally

distributed. However, according to the Central Limit Theorem,

if a hydrologic random variable is the sum of k independent
then) aseffects and n stands for the number of observations,

Ln i = b i

n gets larger. the distribution of the variable tends to be

normal. Usually, n~30 gives good enough approximation. It 1S

shown by different experimenter that n as small as 15 also

works good if .the underlying distribution of the dependent

variable is not far from normal. Then the lower and the upper

confidence intervaJ.s are given by
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[3.131

Here. H. is'rejected if Itl> tl-~/ ••n-k which means that the

ith independent variable is contributing significantly to

if the null hypothesis is accepted,
explaining the

Alternately,

variation in the dependent variable.

then the

corresponding independent variable is usually deleted from the

model.

Conclusions resulting from the individual testing about

regression coefficients may sometimes be misleading. For

example, separate t tests may indicate that both Bi and Bi are

statistically insignificant. This does not mean that both Bi

and Bi should be eliminated from the model as Bi belonged to

the model when Bi was tested and vice versa. This situation is

likely to occur when the sample values of corresponding

independent variables are highly correlated. However, Bi or Bj

when used along may be quite significant.

In many circumstances, firstly the full S1ze model involving

1 carriers provides almost as good a fit as the full k-carrier

investigation is done to check whether a particular subset of

----------------
[3.14]

Th"n furt he l'

the required test statistic has

(SSEI - SSE.)/(k - 1)
F = ---------------------

SSl~k/(n - k)

SSE, = unexplained variation for the reduced model
SSE. = unexplained variation for the full model

an F distribution as

model. To s~rve this purpose,

the k carriers (it\cluding t.lle x\1=1.0) is made.
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[:3. 16.1

[3.15]

degrees of

the null hypothesis

Here use is made of the fact. that the rat.io

Rejection region

(bTXTY - ny2)/(k - 1)
F = -----------------------(YTY _ bTXTY)/(n - k)

Prediction

3.7. Inferences on the Regression Line and Individual

equation l~. = x,b) can be given by :

It is shown by Draper and Smit.h(1981) that the variance of the

Reject.ion region

ith estimate of the dependent variable from the regression

freedom. The F statist.ic in mat.rix form may be given as :
square has an F distrihut.ion wit.h (k-l) and (n-k)

of the mean square due to regression to the residual m8aH

B's is not zero.

will be H.:B.=B2= =Bk=O.O versus H.:at. least. one of these
the variation of the dependent. variable,

regression equation is not explaining a significant amount of

Extending the above discussion to the extreme that the entire

3.8. Test. of Model Utilit.y

will be made lat.er on in section 3.11 of this chapter.

A more detailed discussion about. t.he selection of best subset
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So the confidence intervals (CI) on y; are expressed as .

L = x;b
[3.17]

The CIs on individual predicted value yp; are also given by

equation [3.17] with the following change
[3.18]

3.8. The BonferroniIntervals

In some situations, CIs may be desired for two or more set of

X i 's. For example if two such lntervals are calculated at 95%

level, then joint confidence coefficient would be

3.9. Additional M,alyses

interval is at least 100(I-m~)% .

3.9.1. Identify)ng the Outliners by HAT Matrix Elements

because
to each

if the 100(1-«)%

The treatment of such joint

diagenislic plots can be used to

In general,intervals.

But intervals are actually not independent,

In simple linear regression,

the Bonferroni
confidence interval is computed for m different sets of Xi'S,

then the joint confidence coefficient on the resulting set of

'Bonf~rroni Inequality' .and so, the joint CIs are often called

identify both poinl.s of large residuals and wild points well

confidence intervals rests on a mathematical result called the
same band S2 are used in each.
other.

(.95)*(.95)=.90 assuming intervals are independent
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off from most of the sample Xi'S. In multiple regression, due

to presence of two or more independent variables, such •

plottings are virtually impossible. Hence, a new tool has been

proposed, called the 'HAT' matrix which is defined as

(Devore,1982)
H = X ( X TX) - 1X T [3.19]

Obviously, the ith fitted value YI is the product of the ith

.row of H with Y
....... hi nYn [3.20]

Thus the element hi; gives the weight associated with jth

observation ~n computing the ith predicted value. In

particular, hi' measures the influence of Yi on its own

"predicted vslue Yi. It is therefore of great interest to know

2k/n indicates that y, is a point with large influence.

Another means [0£ deciding whether or not the ith point has

large influence is to consider the changes in parameter

model

Large

the HAT matrix approach has been

The rule of thumb is that any i for which h, ,>

indicate Yi with large influence on the overall fit

for this study,

will

resorted to.

However,

preparation.

hi l

and such points may be excluded from the final

whether a particular h" is relatively large or small.

estimates when the ith data point is deleted from the sample.
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3.9.2. Antness of the Model

An effective approach to assessment of model adequacy is to

compute the fitted or predicted values Yi and the residuals

quantities.

and then plot various functions of these computed

It can be shown that each residual is normally

distributed with expected value of zero and when n gets
the standard deviation may be simply givenreasonably larger,

by s - the standard error of estimate.

standardized residual as ei' = ei/s,

Now, defining the

is always recommended f()rmultiple negression analysis. If the
then this residual plot should not

Also the residuals should be
model is accep.table,
exhibit any distinct pattern.
randomly distributed about zero according to a normal

distribution, so all but a very few ei"s should lie between

-2 and +2 (that 1S within two standard deviations of their

expected value zero). Detailed discussion about identifying

the difficulties and probable remedies are made by Daniel and

Wood(1980) and Chatterjee and Price(1977).

cause can be found for iehe outliners, it is still desirable to

from errors 10 recording data values or faulty experiment,
But if no assignable

If such outliners result
discussion is made about using HAT

cquateions both with and wi thoutestimated
An al.ternat:ive pl"ocedurc is to kel~p th~ ouLlineI'~outliners.

report

they are omitted from the final model.

matrix to identify the. outliners.

In the previous section,
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in the model but to put relatively less weight on them. One

such method is MAD (minimize absolute deviation) and here

values of parameters are to be found by iterative
computational procedure. More information about alternative

fitting techniques can be found in Mosteller and Tukey(1977).

3.10. Selection of the 'Best Subset'

Often an experimenter will have large number of independent

variables or carriers and then wish to build a regression

model involving a subset of those carriers. The use of the

subset will make the resulting model more manageable,

connection with the variable selection are :

also provides a model which is easier to interpret than one

criteria for variable selection and alternative ways of

This

Two basic questions in

statisticians developed botharlswer such qIJesti.ons)

ii] If the number of variables is too large to check all

possible combinations. what alternative techniques are

available?'

To

with mallY more carriers (Devore,19HZ).

i] If it is possible to examine all possible subsets of

independent variables, which criteria should be used to

select a model?

especially if more data is to be subsequently collected.
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getting a sufficiently good subset (it may also be the best)

as discussed below.

3.10.1. Criterias for Variable Selection

As before, SSE. will be used to indicate the error sum of

squares with k carriers (including the Xil=I.0 terms). For a
fixed value of k, it is reasonable to identify the best model

as the one having minimum SSE~. The more difficult issue

concerns comparison of SSEk's for different values of k. THO

different criteria,

widely in use.

each one a simple function of SSEk, are

i] Rk', the coefficient of m~ltiple determination for a k

carrier model. Because Rk' Hill virtually always increase

ii] The standard error of estimate Sk for k carrier model.

The confidence intervals on the regression line are

will have the narroHest confidence intervals and hence,

will l'cpresent the most dependable prediction.

it is not the k Hhioh

!'-1any 1~imes the t",.'o criteria of the

b001 the ol.'"iteriawiLl be used t,o check

the line with the smallest standard errorfLmction of s k,

as k does (and carl never' deorease),

maximizes the Rk' is of interest. Instead, a small k 1S

needed to be identified for which Rk' is nearly as large as

R' for all carriers in the model.

the model perforlfiarlce.
In this model study,
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used in FS technique.

FS starts with no carriers in the model and considers fitting

1n turn the model with only x, (XI being always 'Present UH the

constant 1), only X3, ••• , and finally only Xm. The variables

which, when fit, yield the largest absolute t ratio (which is

Ib;/s.;I) enters the model provided that the ratio exceeds the

specij'ied constant tio. The process continues until at some

and the

name 1y, t.he

At 95% level of

most t values are near 2 and so, t;0=2.0 is oftenconfidence,

step no absolute t ratio exceeds t;o.

:\.10.2.1. Forward Selection (F_tl

Forward Selection (FS), the Backward Selection (BS)

Stepwise Selection (SS).

Three different methods are commonly in practice,

3.10.2. Techniques of Variable Selection

near-largest R.' and smallest s. give the same subset of

carriers. Generally, with the increased number of variables,

R.' will always increase and s. will hopefully decrease. Bu~

after some specific value of k, s. or the standard error of

estimate will tend to increase. This is a tip-off ~hat added

variables are not contl'ibutillgsigllificantly to the ragcessioll

and can just as well be left out.
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Th'-,reach absolute t ratio is examined and the

For the same

all absolute

if there are eight

then the corresponding

The model used is the one

For example,

Let the set of all carriers be XI~

If the smallest absolute t ratio is

condidate for elimination.

The stepwise procedure most widely used is a combination of FS
and BS. denoted as 5S. This procedure starts off as does the

FB. ~y ~ddinl variables to the model; but after each addition

examilles tl.ose variables p,"eviously entered to see if any is a

_______________ 1

carriers under consideration and current set consists of XI.

X,. X5 and XG with XG having just been added. thet ratios t2,

t. and t 5 are exumilled. If the Slllaliestabsolute ratio is l':'ss

than t. u" then the corresponding variable is eliminated f•.om

the model. The idea behind SS is that a variable may

individually contribute little towards the increment of U" or
decrement of s when other variable(s) with which it has got

3.10.2.3. Stel?1i~seSelect,ioC!.-lJ?S)

reason as mentioned above, to •• is usually taken to be 2.0.
containing carriers which were not eliminated.
ratios are at least equal to tou"

again for the reduced model until at some stage,

carrier is eliminated from the model. The process is continued
less than a specified constant tout,
smallest one is detected.

consideration are ~resent.

This method starts with the model in which all carriers under

3.10.2.2. Backward Selection (US)
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strong correlation is already present in the model. Such

variables can be identified easily from the correlation matrix

(CM) of the model being studied and this is another strong

point in favor of working out the eM in the first place.

For SS process, to prevent the same variable from being

repeatedly entered and removed, it is essential that tiw)t.u"

For this study, ti.=2.0 and t.u.=1.975 will be used as done in

most of the standard packages available for stepwise

regression (Devore, 1982). Currently, a number of efficient

3.10.3 ..Some Final Comment_s_on tt>e Selection of Variables

guarantee that the model will be the best which could have
been resulted from all possible combination of carriers. Above

all, no matter which technique is used, care must be exercised

to see that the resulting equation is rational.

18 no

BS and SS will

But theregenerally identify a very good ,nodel.

The three automatic selection procedures FB,

In general, all the variables retained in a regression

equation should make a significant contribution to the

regression unless there is an overriding reason (theoretical

or intuitive) for retaining a non-significant variable. The

computer .packages are available to take care of this very

elaborate process of trial and error. A discussion on the

packages will be made in the next ohapter.
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technique should be employed.

'Ridge Regression'

appears to be strong

thesay,

thereifFinally,

alternative method,data set,

relationship between some of the potential carriers in a given
(Haan,1977).

variables retained should have physical meaning. If two

variables are equally signi.ficant when used alone but are not

both needed, the one that is easiest to obtain should be used
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4.0. Introduction

forecasting potential when applicable.

a brief description of the study

subsequent analyses and testing the

first of all,

runniIlg the taodei,

In doinr,{ so,

In this regard, the first si:ep will be to develop the

conceptual models for both rainfall-groundwater level and

river stage-groundwater level relationships. At this stage,

model variables will be defined with due care, which will

eventually determine the types and alllountof data required for

area (where the develuped mod~l will be applied) will be given

in the next section. Thereafter, each of the steps necessary

to attain the above mentioned objectives will be discussed in

detail.

It was stated in Chapter 1 that, the basic tasks of this study

were to develop a linear multiple regression model that could

be used to forecast future extreme groundwater levels based on

monthly total rainfall data and to study the effect of river

stage on groundwater level at different distances from the

bank line using simple linear regression technique.
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The second step, then, 'will be to collect and process all the

data and to point out their salient features that will be

helpful 1n preparation and interpretation of model input and

output. And the third and final step will be selection and/or

development of appropriate softwares which will be able to

carryon all the necessary operations.

4.1 Brief Description of the Study Area

The Ganges-Kobadak (G-K) Irri'gation Project covers areas from

the districts of Kushtia, Jessore and Khulna. 1'he area under

present study lies between latitudes of 23"N to 24"N and

longitudes of 8a"E to 90"E. Major streams 1n and around the

study area are the Ganges, the Gorai, the Kumar and the

Nabaganga. The mean annual rainfall in the area is about 1550

mm and the mean evapotranspiration rate is about 1350 mm.

Geologic formations of the upper layers of the area are

composed of silt, sand and clay. Minimum annual recharge in

the project are is estimated to be about 0.02 m. The average

transmissivity and specific yield of the area are

approximately 2000 m'/day and 0.10 respectively (IECO,l980).

A map of this study area depicting all the salient features is

given in the next page (Fig. 4.1). This figure shows all I,he

locatioIls of the wells under study along with the associated

rainfall, river stage and discharge measuring stations.
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FIG. 4.' : THE STUDY AREA UNDER G-K PROJECT

( SCALE 1: 750,000 }
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4.2. Development of t,he JejLt",ar_,~lultiple Regression Model

This study is supposed to formulate a model showing the linear

relationship between total monthly rainfalls and annual

culminations of water table in an undisturbed groundwater

regime. In reality, the phenomenon of water table fluctuation

is affected by numerous faotors other than rainfall. Because,

the extent .of rainfall which ultimately reaches the

groundwater table depends on the land cover, slope of the land

surface, soil moisture content, depth of root zone of the

existing crop or plantatiol', rate of evapotranspiration, soil

and air temperature, humidity, wind speed etc., and the list

is not exh~ustive. But from praotical point of view, it is not

feasibl,e to incllJde all the variables into a hypothetical.

As stated earlier, the study area of G-K project has got an

undistuibed groundwater regime ideal for regression analysis.

The oldest wells in the project area were installed in 1961-62

regression analysis requires that number of independent

variables should be less than the number of samples or data

sets; preferably, less than one third of the later. 80, only

the most important factors are usually included in a typical

model study.

Moreover,variables.

many of them will contribute

affecting

adequate and reliable data are seldom

the

Firstly beCa\iSe,

secondly,

Associated rainfall stations were also installed inperiod.

available for all

relationship.

too little;
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4.2.1. Variables for HWL Simulation

variables came out to be the best choice.

monthl~.

it was not

only the most

Splitting the

total

data from 1966 and

the

So,
This means that groundwater

This is why,

to simulate extreme groundwater levels

monthly total rainfalls as independent

As the publications by BWDB documented

the annual culminations.

Breaking up the total annual rainfall il,to

may seem alright to think that the monthly
the occurrence of LWL will contribute to the

Hence,

determining

Apparently it
rainfalls after

the model.

in
rainfalls into further smaller intervals will cause too many

variables and it was revealed by preliminary model runs that,

adding several month's rainfall together to reduce the number

of variables also greatly reduce the prediction capability of

its monthly components greatly increases the flexibility of

the model and also helps grasp the role of individual months

regression model.

ideally be kept to 7 or 8.

rainfalls were taken as independent variables in the proposed

of about 20 years. So,

significant contributing variables

as dependent variables, number of independent variables should

level data for different wells had the longest record length
onwards were used for this study.

possible even to get an initial estimate of the missing values

of 1964-65 by Forgo's method (Forgo,1968) which requires data

of at least four previous years.

period of 1964-65.
groundwater levels from the year of 1963-64,

the same time. But there was a discontinuity of records in the



used for convenieuce of ma..trix notation. 'l'he upper limit of j,

constant or intercept term which takes care of the fixed

B 1 is the

This will

in G-K project

it is quite possible that some

Xi ,2 to Xi ,1' are the total monthly
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Yi = i:Bjx; j+ tj

i = 1,2, ,n

j = 1 ,2) .k

But due to the very slow rate of seepage

the dependent variables and xi1=1 for all i's,

So it is a better choice to take all the monthly

k will be equal to the number of dependent variables

the groundwater level on average becomes maximum in the

i .e. ,

component of

are the associated weight or contribution factors;

rainfalls of September to August of the ith year;
where Yi is the ith HWL;

month of September and minimum in the month of May. So,
monthly total rainfalls from September to August will be

considered as independent variables to simulate the next HWL.

Mathematically (equation 3.4)

area,

It will be shown later 1n this chapter that,

rainfalls from previous HWL as independent variables to

simulate the next HWL as deper,dent variable.

definitely contribute to the water table rise and will not be

encountered by the truncated series of monthly rainfalls

(after LWL).

enter the groundwater table after recording of LWL.

portion of rainfall occurring before the LWL may eventually
through subsurface media,

rise of water table.
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plus one. The upper limit of i denoted as 'n' is the number of

samples or data sets available or being used for the model.

Finally, Ei is the ith random error term having expected value

of zero and a constant variance for all observations as

specified in section 3.1 of Chapter 3.

The LWL may also be included to simulate the next HWL.

However, such inclusion is only encouraged when significant

increase in coefficient of determination is noted. Groundwater

levels at locations close to a nearby river will also be

affected by river ~tage. But none of the six wells except JE05

are that close to the river Gorai or Kumar in the G-K area

13 or 12 (with or without LWL) which is greater than one third

dropping out of insignificant variables and accumulation of

more data, the model will attain the required stability.

(Fig. 4.1). And, river stage of the Kumar will not be included

in the simulations of HWL. and LWL for JE05 due to the

restriction on allowable number of carriers in the model.

May,

with

It will be shown

Consequently,

variables for LWL simulation 18

As the LWL occurs mostly on

may be dropped out.

a number of months contribute too little into the

initial number .of independent variables (K-l) becomes

Selection of independent
rather straight forward.

4.2.2. Variables for .LWL Simulation

model and therefore,
later that,

of the number of ~amples (20 in our case).

Hence;
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monthly rainfalls from September to April plus the previbus
HWL will make the nine independent variables. Hence, the

starting point of the model formation will be (equation 3.4):

y, " l:BjXi j+ £j

i = 1,2, ,n •
J = 1 ,2, ,10

where Yi is the ith LWL; Xi ,2 is the previous HWL; x j .3 to

Xi, 10 are monthly total rainfalls of September to April; B, to'

B,o are associated contribution factors, B, is the intercept

term; Xil=l for all i's; n 1S the number of data sets and

contributing months. Here the term 'design rainfall' means the

4.2.3. forecasting and the Frequency Analysis

appropI'iatea~ demanded by multiple regression methodology.

Once the

variabJes,

of previous
it can be used for forecasting future

after dropping out insignifical,t

number of 'independent variables will be quite

error of estimate,

model passes the goodness of fit test with significantly large

coefficient of determination and relatively small standard

ultimate

One cf the goals of multiple regression model development in

this study is to use it for forecasting purposes.

extreme water levels based on '~esign rainfalls'

This time,

upper limit of j, l.e., k is fixed as 10. Again, c, is the ith

random error term.
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total monthly rainfall of a month corresponding to some

predefined return period. Magnitude of such raillfall may be

found from the probability plots based on an appropriate

probability distribution for the rainfall data. 36, frequency

analysis of total monthly rainfall data is prerequisite to

forecasting and will be done later in this chapter.

4.3. Study of Stream-Aquifer Interaction

Before starting with the nature of study to be carried on, it

will be helpful to have a brief discussion about the simplest

type of stream-aquifer interaction.

Pioneering work in this field was done by Glover (1974). For

classical problem of rlver valley drainage or drainage by

parallel streams as shown in Fig. 4.2, he assumed that:

i] Dupuit Fo['chhcilllerid,"alization is vlilid, 1.a.

horizontal gradient dh/dx is approximately equal to

surface gradient dh/ds and it applies to the entire

depth of the aquifer.

ii] The saturated thickness remains the same and may be

approximated by the depth of impermeable layer from the

drain or stream water level. (physically it means that

the flow over the drain lavel is negligible).
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Usinp continuity principle,
state then becomes :

the flow equation for transient

where,

d'h S ah
- [4.1]~x' KD ilt

K = permeability of the aquifer
D = thickness of the aquifer contributingto the stream as shawn in Fig. 4.2
S = storage coefficient
x = distance measured along horizontal

direction or along path of flow
t = time
h = height of water table above the drain level

Solution of equation 4.1 subject to the conditions

h = H for O<x<L ,,,hent = 0
h = 0 for x=O when t > 0
h = 0 for x=L when t > 0is

4 ov e-m
h - H--- L ----SIN(nJ<x/L)

D=l,3,5 n ( 4 .2]

where
0< = KD/S

Now,

and L = width of the river valley or
distance between the parallel drains

water table profile on a vertical plane through the
stream-aquifer system can be found by using equation [4.2] for
any arbitrary time t. The profile will be similar to those
shown in Fig.4.2. It is evident from this figure that, the
smaller the distance x, the greater is the drawdown or



lower;.ng of Hater table.
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Now, if the stream level fluctuates,
the water table will also try to react; however, sensitivity
of th,! water table to fluctuating stream level will be
declining with increasing distance from the stream.
Accordingly, objectives of this research work related to
stream-aquifer system are

i] to show that groundwater level will be less sensitive

to the fluctuation of ,"iver stage with increasing distance
from the bank-line.

ii] -to roughly define a characteristic distance de beyond

which water table will remain virtually insensitive to the
river stage fluctuation for the basin under study,

Simple linear. regression will be used to attain both the
objectives. Firstly, river stages at different locations will
be co~related with corresponding groundwater levels at
diff~rent distances from the bank. Secondly, the correlation
coefficients so obtained will be plotted against the
associated distances at which the groundwater levels will b~
measured.

•
For the 1st case, following simple linear regression will do:

( 4 • ;) ]
where,

y; = ith groundwater level at a location
bi, b, ..constants
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Si = ith value of river stage

To eliminate the possible effect of rainfall, river stage of
31st December and groundwater level of the next week will be

used as independent and dependent variables respectively.

River flow data should also be collected on the same date to

confirm that recorded stages do not merely represent stagnant
water level but oorrespond to

augmented by the aquifer.
the level of flowing stream

The nature of the plot of correlation coefficient R versus
distance x is unknown. But, it may be expected that the value
of R will decrease rapidly with increasing distance from the

bank. As R = 0.75 is generally the lowest accepted value which

is supposed to indicate moderately linear relationship, this
value of R will be used to get tile a characteri.stic dist~lnce
d., as defined earlier.

From the elaborate discussions about model development, it is
evident. that four different categories of data were neoessary
to c~rry on the proposed study; namely

i) graundNater level

ii) to"tal monthlj' eainfall

iii) river stage

j,V) river dlscllarge
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The source ~f groundHater level data were BWDB, the Institute
of Flood Control and Drainage Hesearch (IFCDH) and Bangladesh

University of Engineering and Technology (BUET). The rainfall
data were gathered from IFCDR, MPO and Bangladesh
Meteorological Department (BMD), Dhaka. Finally, the river
stage and discharge data were collected from both IFCDR and
BWDB. The sections to follow cover each of the types ill
detail.

4.4.1. Groundwater Level

4.4.1.1. Type
Weekly depths of water table from the fixed measuring points

were collected for a period of about 20 years for six selected

wells in the G-K project area. Table 4.1 shows details of
these wells. All the Hells Here dugHells and only these six

selected wells had long enough records necessary for the
development of a multiple regression forecasting model.
However, a seventh Hell (JE25) of relatively recent
installation was also used for the purpose of studying stream-
aquifer interaction in the dry season along with the other
wells.

Three different types of data were extracted from the
collected weekly groundwater levels:

a) MML - mean monthly water level

b) HWL/LWL - highest/loHest water leval (annual)

c) Water level of the 1st week of January of each year.
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'i'AlJ1£ 4.1----------
LOCA'i'WN OF 1'/<;1LS

NO~ WELL NO. LOCA'i'ION LJlTITUJ)E LONGI1'UJ)E INS'rALLA'l'IuN
J)JlTE

1 JE04 JH.c;NilIJJAII23°32'30" 89°10'45" JAN.1961
2 JE05 GOliAGilNJ 23°41'35" 89°15'0°" JAN,1961
3 JE06 MilGUHA 23°29'05" 89°25'20" JAN,1961
4 JE25 NOllA'l'A 23°33'45" 89°27'30" JAN,1977
5 K1'01 KU ,;;H'l'IA 23°45'00" 89°07'0°" ~'EB. 1961
6 KT03 <;LANGI. 23°51'00" 89°011'00" SEPT .1962KlJMAl.lKIiALI
7 KT05 ilLAI1j)ANUA 23°45'00" 88°56'00" JAN,1961

.

(ALL WELLS ARE j)UGWELLS)
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Type (a) was used to study the typical yearly hydrograph as

shown ie Fig. 4.3. It was found that, the mean monthly depths

of water table in all the wells become minimum in the month of

September and maximum in the month of May. Further checking

with type (b) revealkd tl.at almost all the HWLs and LWls also

occurred in the same months. Hence, months of September and

May were treated to be the months of annual culminations of
water table.

Type (b) was used as model inputs. It was also used to check

the goodness of fit of the predicted water level values.

Type (c), as stated earlier, was used to study the degree of
influence of nearby stream on the contributing aquifer,
obviously in the period of no rainfall.

4.4.1.2;. Data Pl'~'lration.

the groundwater levels were converted into reduced levelsAll
(RLI in meter with respect to the mean sea level (MSL) • '1'0

convert data from PWD to MSL,
used (IECO,1964):

the following relationship was

RL(MSL). = RL(PWD). + 1.507 [4,4]
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fluctuation of Mean Monthly Water Table
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4.4.1.3. Additional features

a) Missing/erratic water levels:

preparation of model input that,
It was noted during the

certain extreme water levels
were either missing or too erratic in comparison to the rest

of the data. As groundwater levels have some'sort of memory of

their own due to slow rate of subsurface flow, deletion of

such observations would cause discontinuity in a series where

each value was dependent on the previous one~ To overcome this

difficulty, Forgo's method (Forgo,1968) of missing value

estimation was used as a preliminary measure. This method is
based on the trends of extremes of previous years. Fig.
illustrates this quite simple but reasonable procedure.

To get the LWL of 1971, firstly four previous differences of
HWL and LWL were calculated. For example, HWL of 1966 and LWL
of 1967 gave the first such differenoe. The process was
repeated upto the difference of HWL of 1969 and LWL of 1970.

Then, average of these four differences was substracted from
the IIlvL of 1970 to g"l, th" ),W), of 1971.

Although the method usually gives the first approximation to

the desired extreme, it has one major drawback. It does not

consider the potential factors affecting the extreme water
levels, for example,

So, in this study,
rainfall pattern of previous water year.

an itel"ative approach was used to Improve
the approximation. '1'0 start with, Forgo's estimates for
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nroc or Culm illation

FIG. 4.4 FORGO'S METHOD OF MISSING

VALUE ESTIMATION

•
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missing/erratic values were used in the regression model to

get the 1st set of monthly contribution factors. Using these
factors, total effective rainfall of previous water year (from
September to August for HWL simulation) was calculated and
compared with the same for other years. Such comparison
indicates whether the Porgo's estimates should be increased or
decreased. The process continued until change in R' due to
latest modifications became negligible. It may be mentioned
here that, out of about 240 extreme gioundwater levels used in
the model study,
missing.

7 were found to be erratic and 14 others

b) Change in trends of HWL/LWL: It was noted that the wells

KTOI and JE05 showed distinct sign of decline of annual HWL
and LWL respectively (Fig.4.5). In well no. KT01, the average
yearly HWL before 1975 was about 12.65 m, while the same from
1978 to 1985 became 12.288 m. indicating a permanent lowering
of 0.36 m. However, as tioother wells in the vicinity showed
such sign of permanent lowering of HWL. this particular drop
in liTOl shouJ.d be treated with care. So far, no definite cause
could be identified for this lowering.

although the HWL remained the same over the years,

Inweil no.
Here,

JE05, sign of lowering is much more distinct.

LWL
declined quite sharply. From 1982 to 1983, the drop was about
4.068 m. Mean LWL before 1983 was found to be 5.86 m while the

same 1983 to 1986 carne out as 2.976 m, hence, the average drop
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a-Decline of annual hIghest water level
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FIG. 4.5 DECLINE OF ANNUAL EXTREME WATER
LEVELS



shallow tubewells (STW) which were existing earlier are still

STWs could have been installed which were not reported duly to
the authority.

extraction fro,n such STWs near JE05 has been increased

of

S111ce

a number of

withdrawal

Even some l1e",

extensive

It is possible that,

58

1986) .

The most probable cause of such significant

Although ground water extraction is reportedly

becomes 2.884 m.

lowering could be sudden and
groundwater.

not permitted in the command area of G-K project,

under operation (Michael,
1983,

greatly for irrigation and domestic purposes.

An interesting feature was shown by the comparative plot. of
LWL and corresponding river stage of the nearbJ' river Kumar
(Fig. 4 .6) • It '~as Iloted tllat trends of LWL aCid river stage
were quite similar upto 1982. But strangely in 1983, LWL
suffered a huge drop and even went below the river stage. It

remained so t.hereafter and never managed to come back to the
original trend. This unnatural behavior of LWL in dry season
strongly indicates the possibility of artificial interference
to the aquifer. In other words, possibility of significant
groundwater withdrawal cannot be ruled o~t.

4.4.2.1. Station SelecJ-_:L'L'l
Six rainfall stations I<ere selected

remain close to the SLX selected
carefully

i,el1s

so that they

of long duration
record. This ~atching I<BS necessary to avoid adjustments In
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Com/larative Plot of Stage and LWL

7

6

,..
:1 iii

"'",

~
5

,.J

•••-t-
il -I 4ll.l

III
<I:
l-
In

3

• STAGf-17\
(J LW'L-JE05

2
76 78. 80 82 84 86 88

YEARS

FIG. 4.6 DECLINE OF RIVER STAGE AND

LWL AFTER 1983



60

rainfall data used as direct input into the model. List of the

selected rainfall stations along with the matching wells is
presented in Table 4.2 and shown in Fig. 4.1.

4.4.2.2. Data T~'P£

Data were collected on daily basis. But the processed data
sheet also provided 10-day average, mean and total monthly

rainfalls etc. Fig. 4.7 shows a typical plot of monthly total

rainfalls over the years 1982 to 1985 for the station R-I9.

The plot shows clearly that, on average, the water year can be

partitioned into two distinct periods - wet and dry. The wet

period comprises the months of May to October and the dry

period the months of November to April. It is also

noticeable that most of the rainfall in the wet season occurs

model

the driest

These

And,

February.

analyses oftheduring

July and August.

are November to
laterinformation were used

outputs. ,)

Throughout the atudy,

centimeter (em).
rainfall values were reported in

4.4.2.3. Frequency Ana1.Y-S_:h&

Frequency analysis was done for the rainfall stations R-463,

R-4HO and R-452 (given in Appendix-AI, the corresponding

matching wells are JE05, JE06 and KT05 respectively. For these

wells, the proposed multiple regression model explained las



TABLE 4.2

R~INFALL STATIONS

NO. .3TArrrON i-~0. LOCATION !-lATCHINGWELL INSTALLATION

1 R-457 JHENAIDAH JE04 13/03/61
2 R-463 3AILAKUPA JE05 30/06/62
3 R-460 ;.iAGURA JE06 01/12/60 I en-
4 R- 19 KUSHTIA KT01 01/01/61
5 R- 19 KU3H'I'IA KT03 01/01/61
6 R-452 ALAi.;DANGA KT05 18/09/62
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was taken for frequency analysis as a first choice. The

distribution was found to be good enough for the months of wet

variations in either HWL, LWL or both. Log-normal distribution
90% or more of the

63

These months also passed the Kolmogorov-Smirnov (K-S)

will be shown in the next chapter)

period.

test of acceptability. Fig. 4.8 shows one such log-normal plot

and K-S bounds at 95% confidence level for the month of August
belonging to the statiop R-463.

practice to tackle such specialty (Haan,1977).

treatments due to presence of 'zero' rainfalls which could not
be plotted on a log-normal paper. There are three methods in

months of dry period needed some specialOn the other hand,

i) fa add a small constant to all the observations
and then, to follow the usual procedure.

ii] To use partial series, excluding zero values or
values below certain lower limit.

iii] To use the theorem of total probability to get
a mixed distribution with a finite probability
that x = 0 and a continuous distribution of
probability for x>O.

The third method seems to be theoretically more sound than the

other two. It does not distort the data in any way _ either by

adding constant to 'zero's or by deleting zero and/or near
zero values in the series. However, it requires elaborate
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calculation and its real merit from practical point of view IS

not yet well established. So, methods (i) and (ii) were
resorted to in this study.

In method (i) a rainfall of 1 mm (0.1 cm) was assigned to all

the 'zero' rainfalls. The plotting positions were then

calculated and plotted accordingly. Fig. 4.9 shows one such

plot for the month of February of station R-452. It is clearly
revealed in thc figure that, rains of >1.0 em arranged
themselves into a hypothetical straight line (line A in Fig.

4.9). But rains of lesser magnitude scattered well off that

line. Arid the theoretical log-normal line (line B in Fig. 4.9)

failed to be a good fit to the plotting positions. Similar
characteristics were noted for all other months of dry season

and for all the stations under study. As the purpose of

analysis was to predict design rains of longer return periods,

it was concluded that giving equal weights to all the data

points would produce highly erroneous results. At this point,

method (ii), although biased to some extent, seemed to be an
intuitively better choice.

Method (ii) turned out to be quite befitting for the months of

dry season. Here total monthly rainfalls of Cl.0 cm were

curtailed at the lower end.

deleted from calculation. So, the resulting series became

The new plotting posi(ions,
howe~er, showed excellent agreement with the new theoretical

lines. Again, referring to Fig. 4.9, line C is the new
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recapitulating that the interest of investigation lies towards

the rainfalls of longer return period, it was concluded that

method (ii) ~ns reasonable and better choice compared to

method (i). However, the months of December. and January were

theoretical line showing a very good fit indeed.

as will be sho;;n
their

Finally,

todue

67

excluded from the frequency analysis

insignificant contributions into the model,
later in Chapter 5.

4.4.3. River Stage and Discharge

4.4.3.1. Type

Water level IWL) and discharge (Q) were available at IFCDR on

a daily basis from the water year of 1969-70 to water year of

1986-87 for the six selected locations (adequate for the

proposed nature of study). Table 4.3 shows salient features of

these.station~. Relative locations of the river stations were
already shown in Fig. 4.6.

4." .3.2. Linear Intern9_L,tiOQ

To carryon the proposed stream-aquifer interaction study,

linear interpolation was used to get river stages at

intermediate locations between pairs of stations. For this

part of the study, the first location was at half way between

stations S-91 and 8-99; the second location was at 33 km

(and 42.375 km upstream fromdownstream from station 8-100
station S-101), both on the river Gorai (Fig. 4 • 1 ) • The



TABLE 4.3----------

ST."GE I D ISCtlAhG:.; 6'1'il.'rIUNS

1':0. 3TAI'ION NO. LOCATION DATA TYPE RIVER

1 3-91 'I'ALBARIA 'o'iL 39,GANGt::S
2 S-99 GORAL RLY. 'wL,Q 42,GORAI-

"RIDGE ,'; ALJH U1,,0'.rI
3 3-100 JANIPUR .IL 42,GORAI-

j'lAD.i-lUl,jOTII 01
ex>

4 3-101 KAj>IARKHALI WL,~ 42,GORAI-
,,;iuJHU,';O'l'I

5 8-101.5 K"HA.l{KHALI WL 42,GORAI
6 S-171 GORAGANJ WL,~ 65 ,KUMAR

,--~,
I

WL WATER LEVEL, ~ : DISCHARGE
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underlying assumption was that the river has a considerably

flat bottom slope, and hence water surface slope, which

favored the direct linear interpolation.

To check the validity of the assumption, WLs of 31st December

of S-99 were plotted against WLs of S-91. The correlation

coefficient R by simple linear regression was found to be 0.79

(Fig. LI0.ai. It suggests that the linear interpolation for

the location halfway between stations S-91 and S-99 was

acceptable; ~I.t, in-situ water level should have been used to

get exact water levels. Interestingly enough, plotting of WLs

of S-101 versus that of S-100 gave R=0.95 which may be
considered as excellent (Fig. 4.10.b).

The probable Cause of slight distortion from linearity for the

first case may be attributed to the presence of the district

town Kushtia along the south bank between stations S-91 and S-

99. It is quite possible that certain amount of water is being

withdrawn from the -1'1vel' for municipal or other purposes.

Also, there may be some return flow from the town into the

river Gorai, the ultimate result being local change in slope
of the water surface profile.

So, for the stage of the location halfway between 9-91 and S-

99, some unavoidable error was ini tially introduced.
Interpolated data at this location were correlated to

groundwater levels ofK'l'Ol atHl ]{T03. On the other hand, lin,ear
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4.4.3.3. River Flo~

interpolation to get stage at 33 km downstream from 3-100 was
good enough approximation. Data so obtained were used to study

stagesBut,

To supplement this

sel~cted atations weretwoat

aquifer.
data

the theoretical part of stream-aquifer
stream was flowing continuously with

levels which affected the level of water

in

surrounding
water

discharge

the

assumedwas

the correlation with groundwater levels of JE25.

It

interaction that the
fluctuating

table of

assumption,

of station S-171 on Kumar required no such interpolation and
were used along with groundwater levels of JE05 for similar
study.

collected. The first station was S-101 on river 42, Gorai-

Madhumati which was the last of the atations 91-99-100 from

upstream to downstream being used for the study. The other

station was S-171 on river 65, Kumar. Data from both the

locations confirmed that there was continuous flow in the

rivers during December-January period, specifically on 31st of
December.

4.5. The Software Reguirements

availableA number of po,,,erful soft,wares are

multiple regression analysis like SPSS, SAS, I:lMDP,

for doing

MINI'J'AB,
STATWORKS, SELECT, etc. However, not all of them are equllily
suitable to carryon all the proposed analyses of this study.
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compatible) is lile Inost USer friendly and it has got excellen'L
graphics display. For major statistical jobs, SPSS and SAS are

both SPSS and STATWORKSFor this study,that of STATWORKS

were used as per job requirement.

very high and they are easy to handle when installed in the

being universally used, although their memory requirements are

Mainframe system. Graphics of SPSS and SAS are not as vivid as

Among the packages mentioned above, STATWORKS (Apple Macintosh

The other packages Bre currently not available at DUET

Computer Center. But they have got some powerful features. For

example, MINITAB uses the.HAT matrix technique to identify the

outliners - a unique feature not available in other paokages

(the author developed a program of his own which includes this
specialty). BMDP and SELECT are very versatile in generating
the so called 'best subsets' comprising different number of
carriers. For this study, .

the 'STEPWISE' option of SPSS was
used along with the special option of 'FORCED ENTRY'.

It is obvious that, all the packages mentioned above are good
enougl, for simple liIlear regression used in the stream-aquifer
interaction study.



Chapter 5

RESULTS AND DISCUSSIONS

5.0. Introduction

In this chapter, all the steps of analyses will be followed in

detail and pertinent comments will be made. Firstly, the

multiple regression model will be covered along with the

selection of best subset and then, the study of stream-aquifer
interaction will be taken up.

As all the wells studied by multiple regression model were

subjected to the same procedure; the case HWL simulation of

well no. JE06 will be picked up for .detailed analysis. The

reason for choosing JE06 is that it has exhibited excellent

match between actual and simulated groundwater levels and thus

allows further fine tunning of the original 12-carrier IXi',

reported as X(l) in the subsequent discussion is actually a

dummy variable, and hence, will not be referred to as a

carrier) model into a smaller sized 'best subset'. To avoid

repetition, findings for other wells regarding simulation of

HWL and LWL will be given in tabulai form in Appendix-B.

However, brief oomments will be made about salient features of

inputs and outputs for these wells when necessary.

73
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5.1. Sample Analysis fo~ HWL of Well no. JE06

5.1.1 Basic Input Statistics

To provide an insight into the quality of input data, basic

statistics of all the variables were calculated first. Table

5.1 gives such statistics for simulation of HWL of well no.

JE06. Here X(l) represents the variable associated to the

constant (hence, X(l) always equals to 1.0), X(2) through

X(l!) stand for TMRs of September to August and fin~lly. YF
represents the field or actual HWL.

The statistics given include mean(MEAN) , minimum (MN), maximum

(MX), standard deviation (STD), skewness (SKEW) and kurtosis

(CUR). The last three properties for X(l) were reported as

99.99 which simply means 'Not Applicable'.

As the underlying assumption of the multiple regression

analysis was that the variables had normal (or at least near

normal) distribution, these basic statistics point out to what

extent the ass~mption was satisfied. For a theoretical normal

distribution, the coefficients of skewness and kurtosis are

0.0 and 3.0 respectively. However, Table 5.1 makes it pretty

clear that the carriers X(4), X(5) and X(6) (stand for the

TMRs of November, December and January respectively) had
properties greatly different from than those of normal. Also

they had STDs greater than the respective MEANs.
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So, it could be guessed evert before getting the regression

coefficients or contribution factors that such carriers would

contribute little towards the enhancement of the model; on the

contrary, they would increase the standard error of estimate.
It is no surprise that subsequent analyses confirmed this

prior suspicion.

5 .lc"2. The Correlation Matrix (CM)

Technique of generating the correlation matrix or CM has

already been discussed in Chapter 3. Its main ~tility is that

it helps to identify the degree ~f 'statistical dependency' or

correlation b8tween the predefined independent variables. The

CM for simulation of HWL of well no. JE06 is given in Table

5.2 (for the 12-carrier original model) which is a 13*13

symmetric matrix. The diagonal elements of this matrix give

the correlation of a carrier with itself which is always 1.0.

The off diagonal elements give the cross-correlations between
the carriers corresponding to the rows and columns of the

elements. It is clearly noticeable from the three inner boxes

within the eM that all the high cross-correlation terms are

related either to the months of November, December or January.

Hence, these three months may be considered as the most

problematic ones. Interestingly enough, basic input statistics
also pointed out to the same three months as major deviants.

Hence both.input statistics and correlation matrix jointly

suggest that performance of a 10-carrier model excluding the
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two most disturbing months of December and January (also

as will be shown in the comingstatiutically insignificant,

sections) should be checked

model.

against the initial 12-carrier

5.1.3. EstiIU~.tingthe Parameters and the ANOVA Table

5.1.3.1. Inferences on the Regression Coefficients

After getting the basic input statistics and the correlation

matrix, the next step becomes determining the regression

coefficients. Table 5.3 contains a complete list of such

coefficients for simulation of HWL of well no. JE06. The first

column gives the values obtained using equation 3.7. As the

process involves thousands of operations which may cause

accumulation of roundoff errors, a check column CR(I) is also

reported side by side. Here the coefficients were detel'mine1
by direct solution of equation 3.6 using the Cholesky's

algorithm (Rice,1983). The standard deviation of the

coeff,cients are reported in the next column as STD(1).

Finally the column of T(I) gives the t statistics for each of

the coefficients.

As suspected earlier, individual t statistics for the months

of November, December and January are all found to be less

than t'-O<;/2••-k (atoC=O.05 in this case) which is equal to

2.57 (Table 5.3). Now to check whether deletion of the t\W
worst carriers (i.e., TMRs of December and January) makes any
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equation 3.14 was used. It was found

For the full model,

in a separate model run using ten carriers

SSEI=0.1417 fer the reduced model.

(so, 1= 11 ) that

SSEk

was found to be 0.1307 which was reported as RESIDUAL in Table

5.3. Now, from equation 3.14, the value of F was found to be

=0.05) is 5.79.

0.21, whereas, the oritical value of F or F,-oe,k-I. n-k (ce:

Hence the null hypothesis becomes accepted

indicating that TMRs of December and January failed to explain

significant amount of variation of the depelldent variable IlI,L.

So, once again the analysis suggests that TMRsof December and

January may be excluded frOm the final model.

Scanning through Table 5.3, a further detection of ',.,eak

carrier is possible which is X(ll) or TMR of June. It is

rather unexpected that a month like June having very high

rainfa'll intensity fail s to be statistically significant. The

probable explanation of such outcome is that the carrier badly

suffaced fro'm the problem of multicollinearity (Devore,1982).

Literally it means that TMR of June could be expressed by a

linear function of a number of the remaining independent

variables. Unfortunately, the correlation matrix does not give

any direct indication to this kind of interdependency. The

only facial symptoms of such flaw are that the respective

regression coefficient fails the t-test and bears the sign

opposite to what is expected. Evidently, statistic from Table

5.3 that B(ll) (or equivalently bll, the contribution factor

of June) came out to be -0.0024 with t-ratio of -0.457 makes
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the diagonosis almost conclusive. Possible remedy may be to

use the 'Ridge Regression' technique which is designed tu

handle such problems or to use some kind of multivariate

analysis like the method uf 'Principal Components'.

The carrier X(II), however, was retained in the proposed 10-

carriE:r mode.l; firstly because it has got strong hydrologic

significance and secondly due to its role in optimizing the

process of variable selection to get the

statistical point of view.

'Best Subset' from

5.1. 3.2: ANOVA Table arid the Tes t of Model Ut ill ty

The 'Analysis of Variance' or ANOVA table is presented illthe

lower .part of Table 5.3. Meaning of different terms will be

obvio.us when compared with the same of AN OVA table shown in

section 3.4 of Chapter 3.

following meaning :

Additional terms reported have the

MSSQ = sample estimate of variance, sa

MS = standard error of estimate, s

MRSQ = multiple coefficient of determination, R:l

MR = multiple correlation coefficient, R

F = F statistic for the full model

that the model explai.ned 98.11% of the total variation of the

dependent variable and so,
A further test of model utility may be done by F-

the simulation may be treated as

R2 is 0.9811 in this case which means

excellent.

As given by the table,

test. The F value of 21.58 reported in this table was
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estimated from equation 3.15. The corresponding critical value

Fl-oc;.k-l••-k (atoC.=O.05) is 4.68. Clearly, the alternate.'

hypothesis becomes accepted which means that the model is

significantly explaining the variation of HWL.

In short, ANOVA reflects the overall performance of the model

by R', sand F. This table also greatly helps in the process

of variable selection where both R2 and s are needed.

5.1.4. IDferences on Prediction

One way of checking the goodness of fit of prediction by the

model is to calculate the confidence limits (at some
predefined level, say. at 95%) on each of the predictions and

then. to superimpose those limits on the plot of actual values.
of dependent variable. Table 5.4 gives such limits (calculated

from equation 3.17) along with the actual HWLs for well no.

JE06. The corresponding plot is shown in Fig. 5.1. As revealed

by the figure, all the actual HWLs remained within the

spectrum of prediction outlined by the upper and the lower

confidence limits. It visually confirms the excellent nature

actual and simulated HWLs is shown in Fig.5.2.

data, all the available observations were used for model

development. So, goodness of individual prediction based un

A further complementary plot of'

It should be noted at this point that. due to lack of adequate

of prediction by the model.
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Actual and Ilredicted water levels (m)
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the observation which was not used for the model development
could not be tested. However, with the accumulation of more
data in "future, the model can be put in a real test to judge
its prediction capability.

5.1.5 Study of HAT Elements and Residuals

As discussed in Chapter 3, the diagonal elements of HAT matrix

gets bigger than the\,hen an hi i

(givell by equation 3.19) measures the influence of Yi on its

own predicted value YJ.

critical value of 2k/n, tile ith observation of the dependent
variable Y"J may be considered to be a point of large
influence. Both such diaMonal hi is and the critical value nre
given in Table 5.4. It is noted that none of the HAT values

exceeds the critical value given at the end of the table.

Recapitulating that missing and erratic YJS were smoothened

out during the phase of data processing, such finding is not

unexpected. Rather, it indicates the effectivenes~ of the

an ldeal one. All the residuals are randomly distributed about

The final assessment of a model is usually done by exami,.ing

The

JE06 is given in Fig.

them exceeds the limit of -2 to +2.

Such a plot for l;ell no.

but none of

The nature of the scatter plot of residuals seems to be

zero,

previous treatments.

Avariable y i •

"-figure also exhibits ano'ther plot of Yi versus Yi in ascending

5.3.

the plot of standardized residual versus the
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order, again the success of linear simulation is clearly

displayed. Hence, both the HAT elementH and the residual plot

promptly disclose the sound performance of the model.

5.1.6 Physical Interpretation: Contribution and Capriciousness

of the Independent Variables

Before going for selection of best subset, discussion will be
made in this section about the physical interpretation of

regression coefficients and associated terms. It is worth

recalling that in article 5.1.3.1, significance of a carrier

was judged by its t ratio and not by the associated regression

coefficient or contribution factor. A contribution factor bj
near zero does not necessarily imply weak relationship between"
associated carrier Xj and the dependent variable. In fact, bj
can be made very near to zero by multiplying each Yi by a

small number c. In reality, this may. happen due to change in

units of measurement. The effect will be that the new bjs will

be c times the old one, but the new s will also be c times the

old one, so that t statistic will have the same value. So, a

near zero bj may simply be converted into two or three digit

figures which will apparently look very strong contributor,

but its real contribution into the model will remain
unchanged.

The next question that follows the identification of potelltial

carriers is how. to judge their relative contributions into the
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SENS and relative value of the same is given 1n the next

percentage expressed with respect to the sum ofCONTs for all

the ca':riers ('***' for X (1) means 'Not Applicable'). Th"

A word of caution, however, should be mentioned at this point.

Statistical models are often called the 'Black Box' .models

isJE06

same Ln

absolut,I';

which accounts for

the carriers. 'rii.e

is given in column of

the HWL of well no.

Now looking at these statistics, comparisons

as nlentioned above,

the column of CONT gives such

each month and %CONT gives the

identified as X(13) or TMR of August,

28.05% of the total contribution by all

model is most sensitive to this particular carrier as revealed

by the associated RSENS of 0.2 (equivalent to 20%). On the

other hand, contribution of X(16) or TMR of January is

virtually nil (only 0.336%) and the model is least sensitive

to its value as indicated by corresponding RSENS of 0.0119.

'capriciousnesst

contributor in simulatil,g

column of RSENS.
of the real contribution and capriciousl,ess of different

carriers become much easier. For example, the largest

In Table 5.1,
contribution of

model. According to Rethati(1983), the role ofa month in the

development of groundwater Can be evaluated by the product of

appropriate contribution factor and mean TMR of that month.

Likewise, the contribution factor of a manti. and the standard

deviation of corresponding TMR multiplied together gives the

'capriciousness' of the "Ionth in contributing to storage.



and effect relationship.

Selecti.on (SS) is so far that best available technique to get

a poor eontribuLol' f.l'OlH llydJ:u.1.ugic point of vie",' und probable

presence of nlulticolJ.inl~aI'ily has already been discussed.

anyof

the Step"ise

drawback

about the physical

JE06 are shown in Table 5.5

Hence, SS i.sthe method resorted

meticulous
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not

Different steps in variable selection for

arethey

statistical inferences do not necessarily imply cause

termination demonstrates the major

simulation of HWL of well no.

As discussed in section 3.10.2.3 of Chapter 3,

to in this study.

mechanical process. At this point, mere common sense

dictates that more variables should be entered to improve

both R2 and 0 or Ull~ lll()df~]. ~.;u, tile second ca.crier X('ll h':J,S

forcibly entered using a special option of SPSS.

which reveals some very in1:erestillg features as discussed
belDl;:

il The process terminated abruptly just after the inclusion

of the most important carrier X(13) or TMR of August. This

happened because the highest absolute t-ratio for the next

entry was 1.83 which was less than tiD of 2.0. This undue

5.1.7. Selection of the 'Best Subset'

because

Hence,

the best subset of carriers.

relationship between dependent and independent variables. The

mere 1.68% relative contribution of X(ll) does not mark it as
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~B~UENCES OF STBPWI~E SELECTION

d'l'Et> C"HHIEH All.:iuLU'll1:; CAHHIEH H2 s

NO. '1.\) l~l\j'rl~H l:_IU\TJU '1'u OUT

--
1 X(13) 3.60 NONE 0.45 0.Jt9
2 X( 7) 1.il3* NONE 0.55 0.45
3 x( 3) 2.24 j,llNE 0.66 0.41
4 X(10) 2.99 NONE 0.80 0.33
5 X(12) 2.03 NONE 0.85 0.29
6 x( 9) 1.36* NONE 0.87 0.28
7 X( 2) 2.35 NONE: 0.92 0.23
8 x( 8) 3.03 NONE 0.96 0.18
9 x( 4) 2.10 NONE 0.97 0.15

10 X(11) 1.40* x(4)** 0.98 0.14
11' X( 5) 0.67' IGNOHiW 0.98 0.15
12 x( 6) 0.22* IGNOH.u:D 0.98 0.16

* ],'OHC.u:D EN'l'IH

i!;LHllNA'l'ION OF X.(4) l~ INVALID DUE '1'0. FOHCi!;D Bd'IIHY
••
IGNOHED sir C;PS CAHHIED ON ONLY 1'0 H01U'l'OH H2 AND s •



the model, each time making considerable improvement of the

model. Moreover, just after entering the 3rd carrier, t-

iii] The process terminated again at the sixth entry as ~he

largest absolute t (this time for X(9» was only 1.36

against the required value of greater than tin'Or 2.0. But

recalling that the allowable number of carriers for 20

years' of observation may be 7 or 8, X(9) was included in

the model. This inclusion further increased th'eR' and

decreased the s.

statistic of the 2nd one or X(7) became significant,

validated its presence in the model.

thus

the next
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X(10) and X(12) entered directly into

forced entry of the second carrier,ii] After

three carriers X(3),

iv] The next three carriers after X(9), which were X(2),

x ( 8) and Xiq , entered directly into the model. The first

two entry of X(2) and X18) considerably improved the model

performance satisfying both the criteria for R' and s. The

entry of X(4), however, stirred the model only slightly.

v] Despite the forced entry of X(7) and X(9),
each step which were already pres~nt, in

oarriers in
t.he model

maintained t-ratios greater than tout or 1.9748.

case of dropping out occurred upto step no. 9.

So, no



significance'.

vii] The last two carriers entered by force were X(5) and

is more preferable due to its strong hydrologic

done

However,

This also caused

replacement of X(4) by X(lI)

model performance.

they caused successive increase in

But

the
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Both the entry failed to increase the H"
rather,

The tenth entry of X(ll) was again a forced one,

x ( 11)

vi]
only to monitor the behavior of R" and s.

X(6) by sequence.

significantly,

dropping out of X(4).

introduced no change in

s, thus deteriorated the overall model performance.

Interpretation of model performance during this entire

selection process becomes much eaS1er by simply having a

glimpse of Fig. 5.4. It depicts the nature of variation of H"

and 5 with increasing N - the number of carriers in the model.

A bit of scanning through the figure shows that, after the

eighth entry, model performance became alDlost optimum.

However, after the tenth entry, H" reached very close to the

configuration'

possible maximum and at the same
This is the so called 'optimum

time, s becalue tile IDln1nlUIO.

of a model

having the near-largest H" and smallest s (statistics of this

10-carrier model is given in Appendix-B). Considering the fact

that the tenth entry was X (11) or 'I'MR of June which lS

supposed. to be an important hydrologic contributor, the 10-,

carrier model e~cluding TMRs of December and January may be

declared as the 'Best Subset' for HWL of well no. JE06.
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One of tIle objectives of this study was to discuss the

possibility of USi.flg the multiple regression model for

forecasting of annu'a l cu,l III:i nations of the water table. '1'0 use

a model for forecastirlg, its quality of prediction should be

good enough,

higher. It is

or

seen

in other words, its

from Table 5.6 that,

R' shoul.d be 0.8 or

n1ne out of twelve of

the simulations passed this criteria, and hence, corresponding

regression equations can be used for predicting the future HWL

or LWL. It is advisable that, instead of using the ful.l twelve

or nine carrier model (for HWL and LWL respectively), johe

optimum subset of carriers should be iderltified first. And

forecasting should be attempted by using such 'Best Subset'

which will ensure the narrowest spectrum of prediction.

Input for forecastillg may be extracted from tile probabiJ.ity

plots of potential carriers as given in Appendix-A. A number

of forecasting exercises are shown in Table 5.7 for simulation

of HWL of well no. JE06. The IO-carrier optimum subset was

used for all these predictions.

The mean values of the potential carriers in the table were

taken from Table 5.1. The correspollding simulated value of HI.L

of 5.02 m is close Lo the acLual mean HWL of 5.00 (the lS

actually due to roundorr error' during cOlllpuLatiolls).
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WJ;;LLNO. SIMU LJ\'l'lON }<2 B

.

HWL 0.80 0.51
JJ;;04

LWL 0.'75 0.34

llWL 0.96 0.28
JJ;;05

LWL 0.93 0.19

aWL 0.98 0.16
JE06

LWL 0.78 0.27

IlWL 0.86 0.15
K'1'01

LWL 0.83 0.29

aWL 0.84 0.31
K'j'O,

LWL 0.80 0.43
HWL 0.90 0.4/,

KT05
LWL 0.74 0.27
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TABLE 5.7

FORECASTING FOR HWL OF WELL NO. JE06

------------------------------------------------------------------
Months Contribution Total Monthly Rainfalls (em)

Factors -------------------------------------------
Mean 10-Year 20-Year 50-Year 100-Year

----------------------------------------------------------------_.-
SEPT -0.0253 24.92 40.00 45.00 52.50 58.00

OCT 0.0318 13.02 29.90 40.00 57.50 73.00

NOV 0.0112 4.62 11.40 15.00 18.60 22.\l0

FEB -0.0691 2.12 8.50 12.70 18.00 22.50

MAR -0.0492 3.52 9.00 10.75 13.33 15.00

APL. -0.0403 10.05 21.25 28.75 39.00 48.00

MAY 0.0257 20.48 40.00 50.00 65.00 75.00

JUNE -0.0044 28.24 60.00 76.00 100.00 133.33

JULY 0.0164 32.91 55.00 67.00 78.00 87.50

AUG 0.0418 29.08 47.50 56.00 67.50 74.00
------------------------------------------------------------------

SIMULATED HWL (11\) : 5.02 5.58 5.88 6.32 6.49
------------------------------------------------------------------
[Constant or the Intercept Term of Regression Euqation = 3.7533J
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The table also gives t:heprobable HWLs corresponding to T~1J,s

having return periods of 10, 20, 50 and 100 years. It is noted

from the table that TMRs of 100 year return period bring ti,e

groundwater table to a level of 6.495 m which is very close to

the gi'ound level of 6.805 m in the location of the well.

However, it 1S very unlikely that in reality, all the

potential carriers will have a magnitude of 100 year return

period in the sallie year. The highest recol~ded value of HWL
from 1966 to 1986 is 5.913 m which is less than ti,emagnitude

of 6.495 m resulting from carriers of 100 year return period.

It is obvious that numerous combinations of return periods to

diffetent carriers may be tried to predict a HWL or LWL.

The forecasted value of HWL or LWL

process of decision making, For

will be
example,

helpful in t~he
a very high HWL

indicates a possibility of water logging in the area and a
very low LWL indicates the possibility of drying out of

surface water sources which were being being augmented by the

aquifer. Moreover, the difference of HWL and LWL multiplied by

the specific yield of the aquifer material gives the amount of

annual recharge into the aquifer.

An interesting exposition of the model performance may be

of AWL and LWL becomes 4.17 m or 4170 mm.

'1'1" .'

The diffe~eJlce

The well JE06 is

the forecasted IIWL ofAs given by Table 5.7,

for"JE06

same fur L\vL (using the 1'ul.l.1II0de.l.)is 0.84 m.

reported here.
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tha L of JE06 "as us("d. Aga; 11 the carrier X (l:1)came out t.o be

the annual recharge or,a year of mean rainfalls in each of the
has

Hence,

12-carrie1' model like

And Karim(1984)

the discussion to followHowever,

JE06 may be repeated for the rest of the wells.

For simulation of ll\,'L of \.[ell no. JE04,

are given in Appendix-B.

for well no.
So, instead of going through the same process many more tiDies,

relevant findings abaui HWL and L"L simulation for these wells

will outline salie"lt fcaL,,,-esof thee simulations fol' tb.e ",,,,Us

other than Jb06.

5.2 Brief Discussion "J.!outLb(~SimlLL!.tionof H\~L and L\~.L_Q.L,

Other "ells

All the steps followed above for analysis of H"L simulation

Such forecasting exercises may be carried on for other wells

and the potential of forecasting is obviously enormous. In

fact, the use of forecasting by a model is only limited by the

scope and limitations of the model itself.

reported the mean annual recharge for the upazila Magura as

262 mm - a reasonably close figure tu ti,epredicted 250.2 '"m

by the model.

months becomes 4170*0.06=250.2 mm.

located in the upazila of Magura arId the average specific

yield of Ulis area is giveu to be 0.06 by Karim( 19~H) .
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the strongest contributor. But this time, the contribution of

tables for these wells, numue[" of carriers became 13 where t~he

It was found from examining the %CONTS of different carriers

with XIIO) representing 'Hm of May and X(12) that of June e"c.

It should be mentioned here that LWL was not used in the case

The first

in associatedSo,

As the number of

The TMRs had the same sequence

12-carrier model of JE06 worked

9 carrier models were used.

And the

One excep-tion was noted for X( 14) of JE05 whidl

because i. t fai led to improve the model per formance

for all these wells LWL played a very significant role.

For simulation of LWL,

not included.

that,
The secondmost important carrier was identified to be X(14) 01'

TMR of August Hhich was the strongest contributor when LWL Has-

could be aLtribuLed tu ihe sume prublem of lIIulticollirwaril,Y

which happened to XIII) of JE06.

carriers should always be kept to the possible minimum, LWL

was not added to this model.

excellent without the inclusion of LWL.
significantly.

of .JE04,

LWL had the status of XIII).

done to improve the model performance.

XIII) increased to 11.67%, from that of justl.68% for JE06.

For simulation of HWL for other wells (except JE06 and JE04),

previous LWL was introduced as arl addi.tional carrier. 'fhis ,~as



or 'l'~ms of SepU,mbel" and April were found to be domi,,,,,',iClg,

suffered an average lowering of about 2.884 m since 1983. To

possess the characLeristics required for dependable prediction

It1986.

LIVL of .IE05

x(3) and ,,(10)

interpret

Another trial ["un of

to

16 years of data from

all of the models seem to

difficult
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pretty

in the fornler case the "lodel performance was

Among rest of the carriers,

seemed

1982 were used for 5i,nu1ation.to

was found that,

the model was done irlcludi"g all the data set upto
1967

avoid this neh' Lr(:,nd in the data set,

As pointed out in :lr1 iela il. 'i.1 .3 of Chapter 4,

excellent, but for the laLer, quality of prediction severely

deteriorated. It simply indicates that the model will work

good only if the groundwater regime remains undisturbed.

Hence, regression equation developed for simulation of LWL of

JE05 should not be used for forecasting due to recent change

in the regime condition.

or forecasting.

performances in terms of R2 and 5,

contributions physically. For example, contribution or X(3)

varried from 0.5% for KT03 to 27.25% for JE05. However, from

statistical point of vie\~1 such variation is immaterial lJnless

it affects the quality of prediction by the model. And as

revealed by Table 5.6 which shows the summary of modEl

Again it

significant role.



regime suffers SOlll8 lnterrer(-~nce during the ~r.v seaSOIl.

simulations of Hi'lLwere ~ll.ays of better quality than those of

The model generated regression equatiofls which have R2 equal

may- be

Th(:; same

T~lRs.of December and

it becomes evident that

procedure described III

this t.jme for LWL of l{'l'O~,

in general,
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Due to recent change in trend of the

Another sample analysis for variable

techn:i,que I

tile \~eal~,est contributors and hence,

a prob;'.:tble c!onclus:i.oJl may be tha"L g:round\"rater

correspondillg regression equation is not usable

examining the Table 5.6,

Hence,LWL.

Finally,

for forecasting.

LWL of JE05,

t6 or greater than 0.8 can be used for forecasting.

procedure outlined in section 5.1.8 may be followed. As stated

in the same section, the optinn:,msubset of variables shou1"llbe

supported this postulation. For other wells, however, detailed

study is recommended to exactly identify the optimum set of

variables.

sel'O.:..tion by SS

January Here

deleted from the model.

.used for this purpose.

statistics discloses that,

About the selection of 'Best Subset',
section 5.1.7 for HWL of JED6 may be repeated for all the

remaining cases under study. Required statistics generated by

the full models (wiUlOut deletion of any TMR, except for LlvL

of K'f05) are given in Appenclix-13. Careful. examination of these
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5.3. llesults and Discussig.!:LJ2!l.the StudL of Stream-AquifeX. '

Interaction

coefficients (HI were derived. One such plot depicting the

linear relatic.nship between groundwater level of JE05 and

The

From 1.his

5.5.

5.6 ) .

a set of correlationandstagesriver

the characteristic distance de was found to be about

Hence this preliminary study suggests that in the G-K2500 m.

figure,

declining trend of R "jth inc['casing x (Fig.

Project area, the groundwater table beyond a distance of about

2500 m from the bank will probably remain insensitive to the

fluctuation of river sLage.

The salient features and results of this study are summarized

in Table 5.8

correlation coefficients so obtained were indicative of the

degree of sensitivity of the water table to the river stage. A

plot of R versus x (distance) was then made which sllowed the

stage of river at statiun 8-171 is shown in Fig.

corresponding

The procedure to be followed to attain the objectives related

to the stream-aquifer interaction study was outlined in

section 4.3 of Chapter 4. To be brief, the groundwater levels

at different distances from the bank line were regressed with
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Effect of Stage on JEOS
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S'l'AGEA'l'S-171 AND GROUNDWATER LEVEL
OF WELL NO. JE05
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TABLE 5.8---------
SUMMARY TABLE OF STREAM-AQUIFER

INT~RACTION STUDY

LOCATION OF RIVER STAGE
MEASUREMENT

S-171, on river 65,
Kumar.

MATCHING WELL FOR
GROUNDWATER LEVEL

JE05

DISTANCE OF WELL
FROM THE BANK(m)

750

CORRELATION
COEFFICIEt:T

0.87
~
o
0'

At 7.5 km downstream
from S-91, on river 39,
Ganges.
At 33 km downstream
from S-100 , on river
42, Gorai-Madhumoti.

At 7.5 km downstream
from S-91, on river 39,
Ganges.

KT01

JE25

KT03

1875

4500

9000

0.77

0.62

0.37
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Chapter 6

CONCLUSIONS AND RECOMMENDATIONS

This minor weakness of

all the simulations explained

variation in the dependent variable

simulati.ons of HWLs were found to be

than those of LWLs.

The model has generated percent contributions (%CONTS) for all

the carriers or independent variables for simulation of HWLs

and LWLs. Such f.ctors should be interpreted statistically,

and not physically. Statistical inferences do not necessarily

imply cause and effect relationship. However, contribution of

a carrier which strongly contradicts the intuition or physical

findings should be treated with care. Such problem may arise

due 'to presence of l1Iulticollineari'ty among 'the" carriers.

the later may be attributed to the probable interference on

the groundwater regime i.nthe dry season.

more successful

revealed by Table 5.6,

significant amount of
(HWL/LWL) . In general,

ln accordance with the 'Objectives of the Research'. the

multiple regression model was developed and applied

successfully to the six selected dugwells in the G-K Project

area. The model was used to simulate both HWL and LWL. As

6.0. Conclusi')]lsfrom the Mul tiQlie Regression Model and

Stream-Aquifer Interaction Study
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forecasting .,as discussed with several exercises using TMRs of

equation for simulation of LWL of JE05 should not be used for

forecasting due to recent change in trend of LWL in this well.

regression

The forecasted

However,

JE06.
(calculated from the

Possibility of using such regression equation for

The study of stream-aquifer interaction showed that the effect

of river stage on groundwater table decayed with the

increasing distance from the bank. It was found that, beyond a

distance of.about 2500 m from the bank, groundwater level

remained statistically insensitive to the river stage.

equations could be used for forecasting.

difference of ..furee-asled value of HWL and LWL) were found lo

be quite satisfactory when compared with the actual values. Il

was concluded that nine out of twelve of the regression

different return periods for well no.

values of HWL and annual recharge

simulation.

The multiple regression model has generated a set of multiple

regression equations, each for a particular case of HWL or LWL
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study.

future study.

Also the best or

the simulations should be

should be tried to eliminate the

all-forsubset

iii] The exercises may be extended to the piezometric wells

il] The technique of 'Ridge Regression' or the method of

in future to evaluate the model performance.

i] The model generated contribution factors should be

outcomes should be compared with those of the current

effect of mul ticollineari ty amo'ng the carriers and the
'Principal Components'

identified.

optimum

updated with accumulation of more data.

The following recommendations are made in respect to the

6.1. Recommendations
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S1mulation Tables for HWLs 3'10 LWLs of ttle SIX

Selected Wells in the G-K Project Area



------------------------------------------------------------

BASIC INPUT STATISTICS

SENS%COI'HCONTVARIABLES COEFFS

SIMULATION OF HWL OF JE06 USING THE BEST SUBSET - (a)

X( 1) :: _735~1 *",* *1. *. .0000 .0000
XC 2) .... 0'253 .631 14.932 .2326 .0999
XC 3) .0318 .-114 9.787 .2928 .1257
XI. 4 ) .0112 .052 1.220 .0833 .0358

X( 5) -.C'691 .146 3.461 .1681 .072:::
X( 6) -.0492 .173 4.095 .1636 .0702
XC 7°) - _C.'403 ..405 9.583 .2595 .111-'
XC 8) .O:~57 .526 12 ..452 .31.1.4 .1:\37
X( 9) -.O()44 .124 2.925 .0764 .032E1
X(lO) .(;164 ..540 12.778 ..241.9 ~lO3B
X(lJ) .C).H8 1.21.6 28.70,8 .49';15 .2i~~

---------------------------------------------------------,-.--

VARIABLES MEAN MN MX STD SKEW CUR
------------------------------------------------------------

XC 1) 1.00 L.OO 1.00 99.99 99.99 99.99
Xc. 2) 24.92 10.97 41.78 9.18 .11 2.71
XC 3) 13.02 .51 33.27 9.21 .57 3.38
XC 4) 4.62 .00 30.61 7.46 2.72 11.82
Xc. 5) 2.12 .00 9.19 2.43 1.97 6.99
XC 6) 3.52 .00 8.81 3.32 .28 1.89
Xl 7) 10.05 .00 27.55 6.44 .96 5.57
X( 8) 20.43 2.06 49.66 12.12 .63 ~)_92'

XC 9) 28.2.:1 .00 76.76 17 .45 1.15 5 _7:'S
X( 10) :32.91 6.39 65.41 14.74 .50 ~.64

>-:( 11 ) 29.013 14.40 57.20 J.l.94 1.12 4.04
YF 5.004 3.426 5.913 .637 -.842 4.214

------------------------------------------------------------

---------------------------------------------------------~---
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