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SUMMARY

An introduction to the development of remote sensing
technology has been outlined in chapter one. The gradual
development stages of remote sensing and the stages of
development of sensors and satellites with their individual
capabilities have been described. A present day state-of-art of
the technology has also been explained. The objectives of the
research and the methodology of image classification and
comparison of different data sets from different sensor types
have also been added in this chapter. Description has alsc been
given of the data base used in the study. '

In chapter two general digital image handling stages such as
construction, reconstruction and display of digital images,
sampling and gquantization, histogram manipulations, Landsat tape
formats, image enhancement techniques, image classifiers and the
two image classifying approaches are explained.

The image analysis of MSS & TM data for the present study
have been described in chapter three. Preparation of Landuse map
of the study area, collection of ground-truth data, enhancement
and +the classification techniques utilized for the study have
also been described in this chapter.

The results of bLhe study are mentioned in chapter five and
the photographic and statistical outputs are given in different
tables and figures. Discussions about the results, difficulties,
suitability of classification techniques and the process of
comparison of data sets developed for the study have been
included in this chapter. A brief remark has been made -in

chapter five about the further scope and importance of the study.
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CHAPTER ONE
INTRODUCTION



i. INTRODUCTION:

DPigital image processing has been gaining momentum during
the 70’'s with the increased utilization of imagery in manifold
applications coupled with improvements in the size, speed and

cost-effectiveness of digital computers and related signal

processing techniques. This modern technology has been
effectiveiy used in the fields of scientific, industrial,
biomedical, space, and governmental applications. Digital

transmission of spacecraft imagery, the resolution improvement of .
electrenic micreoscope 1images and compensation of transmission
errors of pictures from deep-space probes, autqmatic
classification of terrain and identification of resources from
rescurce survey satellite data, automatic map making from aerial
rhotographs and various bio-medical detecltions are a few
important fields of digital image processing. The next boost will
hopefully be in the extensive use of digital image processing in

‘bio~medical fields.

Digital image processing 1s a-subject in employing which
besides computer technology, many dthef subjects such as physics,
statistics, electronics and eleétrical engineering, and
mathematics are involved. The digital image processing technique
in which the resource surveyors are interested, 1is the digital
processing of aerial photographs and satellite imagery. The
large-scale area coverage of satellite imagery and aerial
photograph is the most important aspect for them. This is because
visual interpretation of aerial photogfaphs and satellite imagery

is quite difficult especially when one tries to gquantify the



patterns he is interested in. If we choose to analyse and.
interpret an aerial photograph with computer assisted systems we
héve to take recourse to the digital processing. The ordinary
black/white or colour photograph is constituted of a continuous
spectrum of gray value or colour. In these types of photographs
delineation of features by manual or machine cartographic methods
is time cohsuming, arduous and susceptible to easy errors. This
digital techniques provide a quick, more effective and more

accurate result on most of the image analysis problems.
~

For analysing any image with the help of a2 computer assisted
system one has to have sufficient software functions, necessary
peripherals and provision of dialogue between the user aﬁd the
computer. A flow diagram of digital image processing is given in

page 3.



Input /Digiial image d_ata/
[mage generatior
/rdherdda f
Preprocessing Radiomelric correction
Geomatric correction
Enhancemernt
/ et e J
Feature Feaure edrackHon
extraction
amd interpretataion
by hoen
Interpretation Classufucaation ar
ad aalysis otter type of
analysis
Result Output image Results
Numerical result [ .
Gorputer Visal
s | l |- ]‘ntemmtjm

Flow diagram of digital image processing.



1.1. Development of Remote Sensing Technology:

The ever increasing human race live on the finite planet
"Farth" whose rescurces are limited. To suppoert the teeming
millions living on its surface the available resources must be
managed prudently and wisely by estimating them accurately and
spending them judiciously. Augmentation of this process of
estimation and monitoring has been made possible by the technique
of ’Remote Sensing' which is the art of acquiriﬁg information on
an object without coming into physical contact with it. This
technigue provides a means Lo produce data for an area, analyze
them and incorporate them in decision-making level. The simplest
but most available remote sensor 1is the eye which performs all
the above three tasks. The eye sees an impending danger, sends
the information/data to the brain/computer and decision 1is

arrived at how to face/tackle the.situation.

1.1.1 Photography & Balloons

The next phase of development of remote sensing owes much to
Aristotle for his experiment with a "Camera Obscura" [1}. Then
came Lhe advancement in Chemistry which allowed successful
permanent recording of images in films. By the end of the 189th
century the basis of modérn rPhotography was established and
photographs were being taken from the ground. In their quest of
expanding the sphere of photography the photographers took to
balloons. The first ever balloon photograph was taken by a French
named Gaspard Felix Tournachon in 1859. He took the aerial view
of a village near Paris. Due to military requirement. aerial

photography gained momentum and were used during American Civil



War (from balloons) and World War I and II. The civilian use of
rhotography in the fields of geoclogy, forestry, agriculture and
cartography led to the tremendous development of camera, films-
and photo-interpretation equipment. The successes made during the
2nd World War provided impetus to improve reconnaissance devices
Like thermal .infrared, and active microwave air-borne systems
{radars). The colour-infrared photography was found to be of
great use 1in plant sciences and as a result in 1956, Colwell
performed some testls ron the classification and recognition of
vegetation types and the detection of diseased and damaged
vegetation. Parallel to this, was developed the technology of

Side Looking Air-borne Radar and Synthetic Aperture Radar [2].

1.1.2 Space Age : Satellites & Sensors

In 1960s, in the pursuit of landing men on the surface of
the moon and to device systems to observe.their landing, NASA
selected some terrestrial sites analogous to that of the moon for
observation. The wvalue of these data on geology accelerated
expansion of the programme to observe the earth's surface for
gathering information on agriculture, forestry, geography,
geology and so on. A remote sensing éircraft programme of NASA
supported the instrument-development programme and test-site
studies. In‘thié process, not only high and intermediate altitude
photography were taken but also taken were thermal infrared and

radar imagery of a very large area of the US [2].

A Television Infrared Observation Satellite (TIROS-1) was
launched by NASA in 1960 to obtain systematic earth orbital

observations. Since then NASA has launched about half a century

o



of meteorological and other satellites with gradually improved
sensors. The National Oceanic and Atmospheric Administration
(NOAA), USA consolidated these activities and continued launching
of the NOAA series of satellites which added the new sensors:
Advanced Very High Resolution Radiometer {AVHRR), TIROS
Operational Vertical Sounder {TOVS), Data Collection and Platform
Location Systems (DCS}) & Space Environment Monitor (SEM) to

observe the environmental aspects around the globe.

Explorer 6 Lransmitted the first photograph taken from space
in August 1959; The first orbital photography became available in
1990 {(Unmanned Spacecraft MA-4 took 70 mm colour photographs).
The successes Lhus achieved inspired the U.S. Geological Survey
(USGS) to establish Earth Resources Observation Satellite
Programme énd contributed to the launching of ERTS-1 satellite
{known as Landsat 1) by NASA, The first three of these Eafth
Resources Technology Satellite series were designed to acquire
information on the earth's surface and the resocurces. These were
put into near-polar circular orbits varying from 887 to 918 km
above thg earth’s surface. The ERTS was renamed 1in 1975 as

Landsat series.

1.1.3 Channels & Resolution
The Landsat 1 carried a four-channel Multispectral Scanner
(MSS) a three-camera Return Beam Vidicon (RBV), a data céllection
system and two video tape recorders. The MS8S had 5 channels
including a thermal infra-red channel rangihg from 10.4 - 12.6

micro-meter. The MSS and RBYV data were transmitted directly to



the ground receiving stations within range otherwise those would
bg recorded in the magnetic tapes on board for subsequent
transmission to the relevant ground receiving stations when they
fall within range. There has been Landsat 4 and Landsat 5 which
are operalional in orbit. During the period of operation these -
satellites scan the earth in a polar-orbital motion 14 times a
day (103 minutes per orbit). The orbital sequence of Landsat
repeats itself every 18 days to provide global multispectral
coverage (Figure 1). The swath of each orbit on the ground is 185
km wide while the entire strip of each bass is divided into
scenes of 185 km length making each image of the sizge of 185 km x
185 km on the ground and the standard image scale in 7.3 inch
format is 1:1,000,000 (Figure 2}). The effective ground resolution
is 80- m for MSS of Landsat 4 and 30 m for Thematic Mapper {(TM)
of Landsat 5 [3}.

The latest among the resource survey satellites is & French
one named SPOT. This satellite has a repetitive coverage of 26
days with a special oblique viewing arrangement of + 5 dayé. Each
SPOT scene covers an area of 60 km x 60 km. The ground resolution
for SPOT Panchromatic data is 10mx10m while that of multispectral
data is 20mx20m. The characteristics of different satellite data
are given in table 1 [1]. A schematic diagram of satellite

sensing of the resources is shown in Figure 3 [2].

~



Orbit 16,day 2

Orbit 2, day |

Orbit 15, day 2

/’,Orbit 1, doy |

One of six lines

imoged simultaneous!
ineach mirror sweep ’\

185 km
2340 Scon line

3240 Nomipoi number
of pixels per line
(range 3000- 4501

Figure 2 : Landsat Scanning Parameters



Table |; Sensor characteristics of satel%iteé

Band characteristics of Landsat MSS, Landsat TM & SPOT HRY

Band Have fength
range in m

............................................................................................. e mmmmmmmem e m e m_ . ————————

4 0.5

0.6

0.7

Characteristics/Potential application

Penetrates water turbidity determination possible. Green vegeta-
tion and other surface cover distinguishable geoiogic structures
1dentification possible.

Topographic features determination and differentiation of types
of green vegetation. '

Differentiation in landuse, detection of bilo-mass in vegetation.

Land water boundary delineation and soil-crop contrasts.

Coastal water mapping, soil/vegetation differentiation,deciduous/
coniferous differentiation (sensitive to chlorophyll conceatra-
tion}.

Green reflectance by healthy vegetation,

Chlorophyll absorption for the plant species ¢ifferentiations.
Biomass surveys, waterbody delineation,

Vegetation moisture measurement, snow, cloud differentiation.

Plant heat stress management, other than mapping.

Hydrothermal mapping.

Satellite Type of Sensor

Landsat M3S

Landsat TH

SPOY HRY
Panchromatic
HRY
Multispectral

5 0.6
6 0.7
] 0.8
1 0.45
2 0.52
3 0.63
4 0.73
5 1.35
] 10.40
7 2.08
1 0.51
1 0.5
2

3

(Green) together ensure 1mproved spectral response to chioro-

rophyll and specificaily to the response peak in the
{Red) green band, strong absorption in red band and pro-
{NIR) nounced response in the near IR.

_‘rw.‘_
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1.2 Present state of art of the research topic (with special
reference to Bangladesh):

Although digital computers have a long histofy, digital
image processing techniques have only been developed considerably
in the last two decades. These could be achieved thanks to the
development of Earth Resoﬁrces Technology Satellites {(later
renamed as Landsat) and the digital computers. The speed, size

and cost effectiveness of digital computers made it a popular

application programme of satellite technelogy. Digital”

Ltransmission of data from satellites to the ground receiving
stations, processing of these data by digital technigues -gained
moementum. Thus in Lthe develoﬁed world digital processing
technique could be utilized fruitfully to a wide range of fields
like agriculture, forestry, fisheries, water resources,
oceanography, meleorology, geology, cartography, medical science,
industries and so on. In the developed world production‘of
digital computers, necessary peripherals for their various
applications and the relevant application software is going on at
a very large scale. But this high technology has also been
travelling fast to reach developing nations like ours. Bangladesh
has £hﬁs become one of £he end users of this digital image
processing systems through its remote sensing programme.
Bangladesh Space Research and Remote Sensing Organization
{ SPARRSO) is the focal point of the activity and has been
engaged in processing, analyzing and applying remote sensing
satellite and airborne data to resource management and disaster
monitoring in Lthe country. Its march towards this goal started in

1968 through receiving analogue Automatic Picture Transmission

11
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(APT) data from meteoroclogical satellites under the auspices of
the Space and Atmospheric Research Centre (SARC) of Bangladesh
Atomic Energy Commission. Later at the launching of Earth
Resources Technology Satellite (ERTS) in 1972 by NASA, Bangladesh
took up ERTS programme which was subsequently renamed as
Bangladesh Landsat Programme (BLP) with the change of
nomenclaturé of the satellites from BERTS to Landsat by NASA, USA.
D&gital data processed and produced in the form of images were
analyzed visually at BLP. Further developmentg occurred 1n
Bangladesh with the establishment of Bangladesh Space Research
and Remote Sensing Organization (SPARRSO) by merging SARC and BLP
into a single organization in 1980. At the beginning Landsat MSS
data in the form of Computer Compatible Tape {(CCT) and Imagery
were brought from USA, Thailand and India. Digital Processing of
Satellite Images thus became a vi£al component of SPARRSO and
attempts began to establish a SPOT/Landsat Ground Station in
Bangladesh (SPOT-"Systeme Probatoire d’'Observation de la Terre"
is a French Satellite with higher gr&und resolution}). Digital
- Image Processing System {(computer) was thus installed. There is
another system wunder the Agro-climatic Environmental Monitoring
Project of SPARRSO which has been extensively used for processing
and analysing meteorological satellite daﬁa. It is also capable
of processing and- analysing resource survey satellite data for
various applications. The SPOT/Landsat Ground Station which 1s
velt to be made fully operational will receive enormous amount of
resource data over the country and the region'encompassing a

radius of 2500 km from Dhaka. These data will have to be

12



processed digitally for their application in wvarious fields for
resource management and disaster monitering in the c¢ountry as

well as in the neighbourhood. Attempts have been made to utilize

digital processing techniques to certain fields. For better-

understanding of the characteristics of these data research work

is needed.

13 .
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1.3 Objective(s) of the Research:

Satellite data acquired over the earth’s surface for
resource sensing are multi-dimensional. These dimensions are (i)
temporal i.e. variation in relation to time (ii) spatial 1i.e.
variation in felation to space location and (iii) spectral i.e.
variation with respect to the band {(region of wavelength of the
eleclromagnetic spectrum in which the image is taken). The
variability in these three factors often lead Lo better results
in understanding the features on the surface of the earth. The
Multigpectral Scanner (MSS, used in Landsat 1,2,3,4 & 5) data are
of the resolution of 80m x 80m while Landsat 5 uses an improved
facility of a sensor named Thematic Mapper (TM) which has a
better resolution of 30m x 30m (Landsat 4 also had included TM).
SPOT, alFrench‘Satellite, has even higher resolution of 10m x
10m. Thus, MSS data which was once most familiar havé béen
surpassed apparently in resolution. Digital processing techniques
were [ound very suitable in the developed world where homogeneous
plots of land/feature are larger than the detectable/recognizable
size or resolution of the satellite sensors. But those may not
be very suitable in identifying the much fragmented land and

heterogenecous mixture of features prevailing in Bangladesh.

Surface features have certain characteristic reflectances
which are recorded by the satéllite sensors. But if the fields
are of mixed category then an averaging effect tells on the
determination of the nature of the surface feature. In resource
management, creation of authentic data base depends mostly on

.

14



accurate identification of features through digital techniques.
Thus, the present study has been an attempt to examine
appropriate method or technique to identify spectral signatures
of surface features and to compare effectiveness and suitability’
of MSS and TM data by using available - resources and software

with special reference to Bangladesh.
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1.4 Methodology

The topographic maps at scale 1:50,000 and the colour
infrafed aerial photographs would be required for the preparation
of a Landuse map of the study area. This map would be consulted
during the identification of spectral signatur;s of different
surface features during digital processing of the satellite
image.

The satellite data for two different years of the same area
would be procured . The MSS data of size 512%512 pixels covering
the study area would be read into the computer memory for
spectral bands 4, 5, and 7 from the CCT of 1984. The TM data for
1988 would similarly be loaded into the computer memory for all

the seven bands and the scene would be so chosen as to be of 1024

x 1024 pixel size approximately covering the same area.

These raw data would be studied carefully by displaying them
on the VDU and appropriate bands f{or both MSS and TM would be
selected for extraction of optimum information over +the study
arca. The image enhancement fuﬁctions like scale, histogram
equalise, tlm, piece would be used to visually categorize the
features of the area. Then unsupervised classification technique
would be employed for digitally classifying the spectral
signatures of the features. Also created would be a statistics
file which could be uséd for classifying bigger areas if

required. For the TM data a representative area of 512x512 pixels

would first be chosen for unsupervised classification method and

a statistics file would be prepared for subsequent processing of

the other 3 quadrants of the 1024x1024 size image. After

16



classification (unsupervised} a ’'stash' filef[4] would be created
by choosing colours tco be imposed for each class of the b512x512
original subscene. Then by fetching the ’'stash’ file uniform
colour code would be maintained for all 4 guadrants of the TM
Scene. This classification would be tried for obtaining spectral
signatures of as‘many number of distinct classes as possible for
both MSS and TM data. Next, the SupePQised classification
technigque would be utilized first by choosing training data Sets
on particular feature tLypes and vertices file would be prepared
to 1dentify locations of the tLraining sample areas on the image.
With the help of this vertices-file, prepération of data sets
would be carried out and with the help of this prepared file
supervised classificatien would be possible to be done over the
study area for both MSS & TM data sets. Colors would be added to
the classified images. Both the images would then be compared by
splitting the display screen into two halves. The statistiéal

results would be obtained at the line printer and photographs

would be taken from Lthe VDU to show the results of each -

processing stage.

The next prhase would be to compare the ‘two_imaées by
bringing them to the same size. At this stage manipulation on the
digital data sets would be carried out to bring both the images
to proper size so.that pbint to point registration between MSS
and TM data could be made. This would prove the effectiveness or
otherwise of TM data over those of MSS and provide a means for
comparing data sets having different resolutighs.}data from SPOT

and MOS - 1).
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1.5 Selection of the Study Area and the Data Set:

A full Landsat scene éovers 185 km x 185 km area consisting
of generally 3548 pixels in a line having 2983 number of lines
altogether in multispectral mode in each of its four bands and
recorded in two Computer Compatible Tapes (CCTs). The Thematic

Mapper of landsat 5, however, covers the same area having 7020

pixels in a line and 5729 number of lines per scene for each of

its seven bands and the data for one complete scene is contained
in three CCTs. For the digital processing techniques optimum
results are usually obtained by - -studying itwo or three rélevant
bands depending on the nature of study. According to the need of
the present study combination of three bands will hopefully
suffice., To minimise the processing time and for sharing computer
time with other research works data sets of the size of 512 x 512
pixels for MSS and 1024 x 1024 pixels of TM were chosen over £he
same area. For MSS data three bands and for TM All seven bands
would be tried. Table 2 shows the particulars of the data sets
utilized for thé'study.

Table 2: Description of Data Sets

S1. Type of data Landsat Area Date of Scurce Frame
No. and format - path-row coverage data set
1 MSS {BIL) 137-045 512X5H12 279-9-84 NRCT Bp
Band 4,5 & 7 two tapes pixels - TRSC
2 TM (BSQ) 137-045 1024X1024. 7-12-88 " "
Band 1,2..7 three tapes pixels
SS SL NS N SI LT . BANDS
MSs (1961), 513 512, 512, 1, 1 4,5,7)
T™ (4033, 4141, 1024, 1024, 1, 1 : {(1,2,3,4,5,6,7)
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When desired results are obtained over this chosen area
{subscene), the processing may be extended to the entire scene or
any number of scenes through the available software of the
system. The individual subscenes ftaken in definite order may be
mosaiced if necessary. The ﬁarticular location of the present
study area was chosen at a place of which aata se£s were
available at SPARRSO from two different type of sensors (MSS and
TM) and of two different periods. The location map of the study

area is shown in figure no. 4.

t “,;-r--w-_
5

Figure 4: Location Map of Study Area.
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The area chosen for the study lies in the bdastal region of
Bangladesh. The dynamic nature of the area, the ecological
importance of it and the afforestation programme therein of
mangrove forests attract much attention these days. There is an
-active erosion and accretion 2zone 1In the coastal region of
Bangladesh. So, along with the spectral signature identification
this study would come out with some by-product results on other
aspects. This is why the Lower Patuakhali area particularly the
islands of Rabanabad, Char Momtaz, Char Kasem, Anderchar, Char

Hare, Sonarchar-Ruparchar etc. was chosen as the study area.

Colour infrared aerial photographs were used for preparation
of the landuse map based on topographic sheets at scale 1:50,000,
published by the Survey of Bangladesh. Table 3 shows particulars

of the base data used for the study.

Table 3: Base Data Used in the Study.

Type of data Scale Identifi- Number of sheets Year
& source cation or photographs '
Topographic 1:50,000 J 12 1972
maps, Survey J 8 1973
of Bangladesh K 5 1978
K 9 1977
Colour infra- 1:50,000 61/84 30,32,33 1684
red aerial : 62/84 6-12,14,16
photographs, 63/84 . 31,33,34-38

SPARRSO
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2. DIGITAL IMAGE PROCESSING TECHNIQUE

When solar radiation with a broad range of wavelength is
incident on the surface of the eartﬁ, a portion of, it is either
reflected or radia£ed depending on the physical properties of the
objects existing there. This reflected energy with its distinct
spectral or wavelength distribution for each object is referred
to as the spectral signature of the object. It 1s observed
selectively by MSS in four small portions, called bands, of the
electromagnetic spectrum. Digital image is an array of numeric
depiction whose values represent the brightness of the sampled or
quantize@ region in different spectral bands. wyile, Digital
Image Processing involves the employment of a computer to
digitally manipulate the matrix of numbers. Thé important
operations are noise removal, geomgtric and radiometric
correction, resampling Ithe image data into a different scale,
image display, enhancement of 1he image and inforﬁati;n
extraction (classification) etc:
2.1 Construction ol Image

Digital image processing technique can be explained as the
conversion of a continuous image into an equivalent digital form.
Thus, the system usually aeals with arrays of numbers obtﬁined by
spatially sampled points of a physical continuous image. After
processing, another array of numbers 1is produced and this array
of numbers is then used to reconstruct-a continuous 1image at the
output level for display and viewing. Image sampling is nothing
but sénsing the physical measurement of a continuous image field
such as measurement of the image intensity or photographic

density.
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There are many softﬁare sfstems now aﬁailable and are
devoted mainly to imagé processing. A few of the systems are IES,
VIPS, Comtal, ERDAS, MEASURONICS, LARSYS, MDAS and so on. In scme
systems, digitization of an image is done by electro optical
scanner by measuring density/transmission and in some others
a special camera isrused by which the monochrome or colour images

are instantaneously sensed and digitized.

Remote sensing data aré acquired by observing and analysing
the spatial, spectral, temporal and polarization variations of
radiation emitted and reflected by the surface features of the
earth or by the atmosphere in the optical region of the
electromégnetic spectrum. This region extends from x-rays to
microwaves which includes the ultraviolet, visible and infrared
(.2 to 1,000 m).Remote sensing image devices may be photographic
or nonphotographic sensors. Nonphotographic devices use £he
television systems and optical-mechanical scanners. The sensors,
airborne or space borne, observe and measure the radiation coming

from a scene modified on the way by the atmosphere. If we

consider L as the spectral radiance of a target located at

location x, ¥ at time t,then emission and reflectance are the two

components making the total radiance.

L (x,¥, A, t,p) = {(1-r) (x,y{h,t,p)lM (A) + r (x,y,A,t,p) i
(x,y,a.,t). The function r (x,v,A,t,p) is the spectral
reflectance of the object,i(x,y,A ,t) is the spectral irrédiance
{incident illumination) on the object, and M (A} is the spectral

radiant emittance_of a black body. The parameter 'p' indicates
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the polarization and 'A' indicates wavelength{5]. In the wvisible
and near-infrared spectrum, where self—emissioﬁ is negligible and
reflected solar energy predominates, the radiance of an‘object
consists of a reflectance and an illumination component while in
the mid and far infrared regions emission is dominant. The
illumination component is determined by the lighting of the scene
and the reflectance component characterises the objects or

materials in the scene.

The images that are to be analysed for remote sensing
studies are considered to berof two dimensional spatial
distributions. It can be represénted by a real function of two
spatial variables x and y which represent the value of a physical
variable of the spatial locatien (x,y). The variable x,y are.
considered as basic variables and the spectral, teﬁporal and

polarization variables are considered as parameters.

Let fi(x,y) = L(x,y,d)d,tm,pn) be the spatial distribution
for a given spectral bandaXj, J = 1,, «yP1 a given time t,, m=
1,, ., P2; and given polarization P,, n = 1,,., P3z. The P = Py +

Po + P3 functions fi(x,y) are combined into the real vector
function: B

f (x,y) = £f1(x,y)

f.p(x)Y)

which will be called multi-image[5]. The measurements in several
spectral bands for a given time, ignoring poclarization, are

called multispectral images. Measurements at different times in a

given spectral band are called multi-temporal images.
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Image functions are uéuallf defined over a rectangular
region R_z { {x,¥v); O<x§xm, 0<y{yp). Because of the fact that the
energy distributions are non-negative and bounded, every image
function is non-negative and bounded; i.e. 0 «f; (x,¥y) «Bj; 1 =
1, ,., p for all x,y in R. The usual picture orientation of a

Landsat scene is shown in figure 5.

(0 0) | | m X

Image f4

Ym (xm)Ym) N

Figure 5: Landsat Image Orientation.

In figure (5) the x-axis is in the direction of increasing
sample numbers and the y-axis is ‘in the direction of increasing
image line numbers. The value of the function f at a spatial
location (x,y) is called the gray value of the image component at
that_point. A P = dimensional vector f(x,y), consisting of the
values of f for grgiven location {X01¥o) 1is called a
multidimensional picture element or pixel. The range of pixel
values is called gray scale, where the lowest value (0) is black

and the highest value {255} is white. All intermediate values

represent shades of gray[5].
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The remote sensing input data are to be digitized for
processing by a digital computer. Digitization of an image
consists of sampling the gray level in an imag; at an M by N
matrix of points and of quantizing fhe continuous gray levels at
the sampled points into K usually uniform intervals. The finer
the sampling (M, N large) and the quantization (K large), the
-better the:approximation of the original image. The purpose of
sampling and quantization 1is to represent a continuocus image by
an array of numbers called samples, such that a continuous image
can be reconstructed from thé samples. A digital multi image with
P components is represented by PMN samples. The operation of
image digitizer and scénners imposes a sequential row structure
on the sampled image data. Therefore, the fundamental unit of the
data structure is one row of the image matrix. For multi-images
the rows of different components may be stored as records in
separate files, resulting in a band sequential {(BSQ) storage
format. Alternatively, corresponding rows from the P components
may be concatenated and stored in one file in the band-
interleaved by 1line (BIL)'format. Finally the wvalues from all
componentslfor a given raster point may be combined to a p-
dimensional vector, and the vectors for one row are concatenated,
resulting in one record of the digital image file known as band-
interleaved by pixel (BIP) format.

The black/white or colour image may be digitized and stored’
in different pseudo-colour memories. Based on different sets of

.equations depending on the processing system different tables may

be modified as required. For example, a monochrome image may be
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stored into three pseudo colour memories and a colour image may

be obtained.
2.2 Preparation of input data set (digitization):

- There are certain specific steps to be followed in digital
image processing and they depend on the hardware structure of
the processing system and also the software functions available
under which the system operates. The process, though time
consuming and quite complicated, can be mastered upon by practice
and practical experience. The input data may be had from
different sources such as either from a camera, or a digitizer or
from Computer Compatible Tapes (CCT). The transparent films even

photographs, monochrome or colour, may be digitized and stored in

a CCT or a disc. The most usual process is to store a set of

digitized data in CCTs. This enables the cdmputer storage to be
free from being overburdened. This digitization or preparationiof
input data may be termed as the ‘first step in the digital data
processing systems, The images/transparencies are digitized by
cameras or electro-coptical scanners. This information may be
stored in a CCT or computer disc. However, we often find
satellite data for resource survey in the form of a CCT. The CCTs
are 7 or 9 track, 800, 1600 or 6250 bytes per inch, 2400 feet
magnetic tape. To put these numbers in perspec£ive, a 9 track
1600 BPI magnetic tape can store 3.2 x 108 bits and so can hold a
Landsat image which contains abéut 2x108 bits[6]. These CCTs are
also to be reformatted at times to make the format acceptable to

the particular processing system. The usual tape formats are

shown in figure 6.
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Figurerﬁ: LLandsat Tape Format

A TM image has abou‘t. 7020 pixels and 5729 lines in each of its

7 bands which are arranged in BSQ format.
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2.3 Sampling and quaﬁtization
The imagés are usually sampled at fixed increments X = jéx,
Y = k&y {(j = l,.....m, kK = 1,.....n), where x and y are the
sampling intervals in the x and y directions respectively. The

matrix of samples g (j#x, k&y) is the sampled or digital image.

The amplitude of Lhe sampled image gg {jAx, kay) must be
divided into discrete values for digital processing. This
conversion between analog samples and discrete numbers is called

gquantization.

In most digital image proceséing systems, 2 uniform
quantization into k levels is used.  Fach gquantized picture
element is represented by a binary word. For natural binafy code
and word length of b bits, the number of qguantization levels is
= 2b[6].

kg

2.4 Reconstruction and display

Sampled quantized images are to be reconstructed for.display
purposes required for visual interpretation. The usual display
system is a CRT or a directly write-enable film. A light spot of
finite size 1s focused and projected by optical means on to the
film or CRT screen. The intensity of the spot is modulated and
the spot sweeps across the display plane to create a continuous

picture.

The second step is displaying of the data on the Video
Display Unit (VDU)} of the processing system for visual_first hand

cbservation of the set of data. The computer assisted devices are
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quite fast in displaying the desired sub-scene of the size 512 x
512 pixels of the original image. This limitation is due to the

space available on the VDU screen.

The data is to be taken into the disc, if not already
existing there, Ly a function command of the particular image
processing system. If the interpreter has previous knowledge of
the area then it may be possible to go straight for a particular
subscene to be displayed on the VDU rather than observing the
whole data set subscene by subscene._Once it is found that the
subscene chosen is a satisfactorily representative sub-scene of
the whole image then the histograms of one/three channel (s), as

the case may be, can be displayed.

2.5 Hisltograms

Once the image 1s digitized or display resident the
histogram may be obtained at the line priﬁter to find out £he
gray level range of the image; hiaéograms may also be displayed
on the Video Display Unit of the‘system(figure 7}. The histograms
provide a basis for further processing in respéct of manipulation

of images by enhancement techniques[4].

29



0t

- 128 192
- INPUT BﬁHp 1

123
IMPUT ERHD 2

64

129 [(ER
THPUT Band 2

122 ) 122 FH
[HPLT Band

" IKPUT BaHS 3

{a) Histogram of MSS Band 7,5,4 (b) Histogram of TM Band 5,4,3

Figufe 7 : Histogram of the images

-



2.67 Image enhancement techniques

A Landsat Image (MSS data) stﬁred in digital form in the
Computer Compatible Tapes (CCTs) contains a\huge Wealth of
information for the researchers and the maﬁagers of natural-
resources. The image data as acquired by the sensors and recorded
onboard are transmitted to the ground receiving stations where
these are recorded in High Density Digital Tapes for their
subsequent conversion to Computer Compatible Tapes after
preprocessing. There are possibilities of data imperfections in
the process of acquisition and transmission due to factors
relatinglﬁo the platform, sensor, scene effects and atmospheric
effects. Most of these imperfections ére reduced to a minimum at
the Image Processing Facilities (PF) of the Ground Receiving

Stations,

The CCTs are processed in different stages by digital
computers for interpretation of the data. The first hand
observations of the image is made on the screen of the Video
Display‘Unit (VDU) of the processing systems. The images as they
appear on the VDU screen may not be'suitable for specific purpose
of interpretation. Improvement of the image quality is necessary
to have the image meet the requirements of the purpose. The image
enhancement technique modifies the original image into a bhetter
state highlighting the features of specific interest. However,

specific interest may be of diversified nature,
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The operations involved in the processing of digital image
data of Landsat.scene include geometrical correction, rescaling,
destriping, resampling, atmospheric correction, elimination of
sensor noise, image restoration and improvement in the visual
presentatioﬁ. The image enhancement is performed prior to the
visual interpretation of the data so that the suitable
interpretability is achieved. Man& of these corrective operations
are done during preprocessing i.e. while converting HDDT ipto
CCT. The 1image quality enhancement is usually done by the user.
Geometrical correction i1is often necessary for correlating image
features with maps. It becomes essential when attempts are made
to prepare a Geographic Information System (GIS). Some of the

enhancement techniques are as follows:

2.6.1 Contrast stretching (point operations)
Contrast stretching, usually called poinf operation,
modifies the brightness values of each pixel in an image data
set. The range of image values designed in a Lgndsat
multispectral scanner is wide ghough in covering the poorly
illuminated arctic areas to the high reflectance desert areas. It
is due to this reason that most of the Landsat data of a séene
taken from Bangladesh occupy considerably small portion of this

range.

The function of contrast stretching is to expand this range
of image values, present in an input scene, to be wide enough to

get spread over most of the available range at the output. If the
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output device (CRT, Line Printer or Laser Beam Recorder} of the
processing system 1s capable of representing the range of data
values from 0 to 255 which are the 256 levels of-image values

known as gray levels from dark to bright respectively, then

contrast stretching may be explained in the following manner.

There are a wide variety of vegetation or crop cover with
different reflectance values resulting in different gray levels
in the output product. Visual interpretation‘is difficult with
all those gray levels present in the scene within a nafrower
range and occupying places so closely resembling to each other.
Thus if we can increase the contrast between individual or groups
of pixels by enhancing the brightness of one or a group of pixels
then those may be easily distinguishable from the. others which
are either retained at‘their original gray levels or whose gray
level values have been diminished. Now to.m;ke a contrast
stretch, if the range of gray levels (60-158) of ;.particular
cover type is expanded to the entire range (0-255) as shown in
Figure 8¢, from 60 and 158 to 30 and 255, a better view of the
land cover type will be obtained for interpretation. Otherwise
unutilizing the remaining portion of the gray level range from 0
to 59 at the lower range and 159 and 255 at the higher range)
will mean to have more radiometric details concentrated within

narrow gray level range making distinction . of reflectance values

more difficult (figure 8b)[7].
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Thé limitation of this stretching is that it does not give
the best fruitful output image hecausc it assigns equal number of
gray levels at the output for both the less and more frequently
occurring data values. Thus the less f{frequently occurring data
values between 60 to 108 occupies gray levels from 0 to 127 (for
ekample), while the more frequently occurring values in the input
data from 109 to 158 expands only between 128 and 255 at the
output.‘This stretching is performed by the function "scale"_of

the S575 software.

A histogram-equalization method, however, can improve upon
the above situation by allowing gray levels at the output in
proportion to the frequency of occurrence of the input values,
Figure 8d shows that the infrequently occurring data values have
occupied lesser number of gray values at the output than the more
frequently occurring input.data values. The "Histogram LEqualise”

function of the S575 performs the same for image enhancement.
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2.6.2 Histogfam stretching

If, however, the interpreter is interested in any particular
range of input image values say, those representing water to be
greatly exaggerated at the output {or better distinguishability
of the radiometric detail, the range of image value at the input
{60-92) may be represented by the whole range of output levels,.
This will put other input image values of 0 - 60 and 159 - 255 to
become only two output values of black and white respectively
{figure 8e). Similarly different segments of image values may be
exaggerated/enhanced or suppressed by the function ’piece’ of

system 575{4].

2.6.3 Band ratioing

In a single band analysis the extraneous factors cause
differential illumination across a scene thus effecting the
results. Those extraneous factors are self compensated in a ratio
enhancement. This band-ratio techniques a:c:e ‘used by the
geologists because of its great utility in anal&sing the spectral
aspects of some ground features. The band ratic technique
"involves the division of the DN's of each pixel in one band by
the DN’s of the corresponding pixéls in ﬁnother. The quotient
which results from this divisions may have values ranging from
zero to infinity, bpt usuélly those dre fouﬁd between .3 and 3.
Ratios may be obtained for bands 4 with 5, 4 with 6, 4 with 7, 5

with 7, and 6 with 7 and alsc their reciprocals for Landsat MSS

data.
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A ratioed image 1is formed by the pixel quotient values in the
same way as in the case of a single band image. It is possible to
combine three of the ratio images in a COlour composite by using
individual ratio images as inpuls through red, green and blue
colour tables. Two important properties of the ratio images are

{1) the strong differences in the spectral signatures of
different features come out more prominent in cer}ain ratios, (2)
the differences in reflectance from surfaces composed of the samé
features caused by typographical variations, shadowing, or
seasonal change in irradiance levels can be removed by band

ratioing.
2.6.4 Pseudo-colour image processing

In a monochrome image the visual limitation of
distinguishing 256 gray levels is inevitable. Pseudo-colour image
processing provides a sort of enhancement of the image quality
because the interpreters eye can easily distinguish more number
of colours then the numbers of gray le&els in monochrome images.
The differeﬁce between pseudo-colour processing and false-colour
processing 1s, however, Lo be borne in mind. The false colour 1is
generally analogous to true-colour images while the pseudo colour
is relevant t¢ monochrome images. The 6bjective of pseudo~-colour
processing is Lo assign a colour to a monochrome image pixel
depending on its inténsity. Density slicing is an example of
pseudo-colour image processing. In this process, if we place
parallel two-colour-slicing plane, having one colour on the upper

side and another on the lower at a height above the monochrome
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image plane then the pixels above the slicing plane will be
coloured say, red and the pixelé whose gray levels below will be

green (figure 9}.

!
f(x,y)
] grayfhveloxm
(white) L -
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.l\__ P
fT
pe
L l"
(black) ' y
X
Figure 9 : Geometrical interpretation of the density slicing

technique.

To expand the technique for many colour M number of planes
may be defined at levels Lj, Lz, ...Lj,Lp; Lg representing black
{f(x,y) = 0] and Lj; representing white [f(x,y) = L}. Now that
Q<M<L, the M planes partition the gray scale into M+l levels,
colours are assigned according to the felation f(x,y) = Cyx where
Ck is the colour associated with the K¢L level. This technique has

been surpassed by many other enhancement and classification

techniques[6].
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2.6.5 Filtering (local operations)

The techniques discussed so far handle only the data values
from each pixel without taking the neiéhbourhood data into
consideration. Those operations change only the textural values
of individual pixels and thus of the scene. These changes could
also be made considering the neighbourhood pixels for image

enhancement.

The edge or boundary of an object in an image is usuall& an
abrupt change in the gray value of a pixel from its nearest
neighbour. These boundary disconﬁinuities may be sharpenéd by a
technique known as spatial filtering which is more commonly known
as edge enhancement. The overall brightness of the entire image
may either be emphasized or de-emphasized in Fhis technique. The
raw data may contain significant noise making the image snowy in
appearance. These noises of high spatial frequency change more
abruptly than the image data. The mathematical technique for
separating an image into its various spatial frequency componeénts

is called Fourier Analysis.

After an image 1s separated into its component spatial
frequencies, it is possible to emphasize certain group {(or band)
of frequencies with respect to others and combine the spatial
frequencies to produce image enhancement. Thelalgorithms to
perform such enhancements are called filters. The filters which
suppress high frequencies are known.as low-pass filters. The
simpler form of low pass filter replace; the value of a pixel by

the average of a 0x5 pixel square area {keeping that pixel at the
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centre of the area) and are used in émoothing an 1image with a
salt and pepper appearance[7]. In high pass filtering high
spatial frequency values indicating small sub-resolution-sized
features are emphasized to increase the apparent spatial
resolution of the image; This is also referred to as edge
enhancement. This technique is employed by (q) computing local
average sufrounding each pixel, ib) noting the deviation of the
pixel from its surrounding average and {(c) doubling that
deviation, thus, a pixel that is brighter than its surroundings
will be made brighter yet, and a relatively dark pixel even
darker. Mathematically, this is done by doubling the value of a

pixel and subtracting the local average from that.

The difference between the input image and the low-pass
filtered image is the high-pass filtered output. High pass
filtering is done for sharpening the boundaries of farms, roads,

streams, rock strata and joints.

"The Fourier transform of a function f(x,y) that has been

sampled over an NxN grid of peints is given by:

N-1 Ny

F (v,v)= PP 'E(x,g)expi2xt(ux+vy)/ﬁj | A1)

XZqQYy=e

and the inverse by'

Sty =S DL F (uwyenp faailwa /]

‘WU=0o V=g

{2)

Rearrangement of equation into the form:

F(uv)= 2 Z {(x.y) expl-2xiun/n) explzxivy/n)-+(3)

shows that the two-dimensional tgransformation can be performed
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by applying one-dimensional transforms to each of the rows {(or
columns) of the input array and then similarly transforming the
columns {or rows) of the intermediate array (8].

Expanding the complex exponentials into sine and cosine
terms and assuming that f(x,y) is real allows equation(l) to be
decomposed into four components:

Fuvy=(a-8)-tlc+D)- - - ()
where , . :
A =2f(x,y) Cos (u’x) Cos (v'y)
B = :if(x,y) Sin {(u’x) Cos (v’y)
HC = sz(x,y) Sin (u’x) Cos (v'y)}

D =;§3ﬂx,y) Cos (u'x) Sin {v'y)

The ‘sigma refers to the double summation perfdrmed in

equation{l) and u' = 2K u/N, v = 2X v/N.



2.7 Classification Techniques:
2.7.1 Image classifiers
For image classification the following classifiers may be

talked about

1. Minimum distance to means classifier,
2, Parallelepiped classifier,
3. Maximum likelihood classifier {MAXL),

4. Bayesian classifier.

Out of these classifiers the maximum likelihood classifier
with Bayesian modification is mostly used in modern image

processing algorithms [7].

1. The minimum distance to means method is simple and
computationally efficient but it has the limitation that it is
insensitive to different degrees of variance in the spectral

response data. Figure 10a shows a two-channel distribution of

class-wise pixel values in the feature space. 'W' represents
pixels of water category, 'F' represents forest, 'H' represents
hay, ’'C’'. represents crops, 'U’ represents urban and 's!?

~

represents sands. The mean of each category is computed‘(shown by
'+’ sign). Now to classify an unknown pixel distance between its
location and the locatidn of the mean of each class is compared.
The pixel is assigned to the class for which this distance is
hinimum. The pixel values indicated as ’point 2' would be
assigned to the sand category despite the reason that the greater
variability in the urban category suggests ’Urban’ category as

more appropriate.
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A basic computer system implementation of the minimum-distance

classifier{9). is shown in figure 10.
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from input storage

Compute Distances a
i

}“ly » ’

Assign X to class Wi
if DiLDj fox all

Decision o transaction
storage

No

Figure 10: Minimum distance classifier
basic software flowchart.
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strategy[7].

system rectangles are

between the lowest and highest values of the pixel

shown for water only in Fig. 1la).Any unknown pixel is

or decision region,

'Unknown' if it lies outside all

The category distribution follows a correlation pattern

either positive or negative.

of the distribution

for negative downwards

to the

In positive correlations the pattern ' °

is slanted towards right-hand-upperside and

right. In

correlation, the rectangular decision regions poorly fit, the

category

parallelepiped classifier.

training

data

resulting

in confusion for a

If the category ranges overlap then
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number —

Bond 3 digital

Figure 11 : Parallelepiped Classification[7].

the pixels are attributed to arbitrary group which is another

hahdicap for this classifier. However, making smaller rectangles.

{Stepped decision regions) this may be avoided for better

accuracy (figure 11lb}.

3. Gaussian MAXL Classifier: Fér‘classifying an unknown pixel
this classifier evaluates both the variance and correlation of
the category spectral fesponse patterns quantitaltively. In doing
so, it is assumed that the distribution of the cloud of 'pixels’
forming the category training data 1is Gaussian. Under this
assumplion the distribution of a category response palttern 1is
described by the mean vector and covariance matrix. To classify
an unidentified pixel the probability density functions are used

by computing the probability of the pixel value belonging to each
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category (figure 12). The function would test the likelihood of
the pixel of occurring in any class one by one. After the test
the category is attributed to the pixel in which its occurrenée
is most likely or label 'Unknown’ if the probability values are

all below the threshold.
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c

B

= Equiprabability

s N contows

"

b=l

[ =4

L~}

m

Band 4 digital number —>
Figure 12: Equiprobability contours defined by a MAXL

classifier[7].

4, Bayesian classifier is an exfcnsion of the MAXL approach.
This technique applies two welghting factors to the probability
estimate, first; 'a priori probability’ and 2nd ’'miscalculation
probability’. This factor theoretically optimize the cost of

miscalculation.

Though the MAXL classifier gives bhetter éccuracy, it

involves longer computational processes.
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The probability function of occurrence of any event ccould hbe
estimated by simply having it occur practically in a set of data
and tabulating the relative frequency with each occurrences.
Suppose now that the data source were a single channel of
multiépectral scanner, could try to ’'guess’ which set of ground-
cover classes was observed. Again the associated probability
functions would be useful, and these could be estimated from
training patterns. Given a set of measurements for a particu}ar
class, a tabulation would be made of the frequency with which
each data value occurred for that class. The results could be
displaved in the form of a histogram as shown by the square
curves figure 12a. Similqr histograms would be produced to
estimate the probability function for each class as shown by the

dotted curve.

Freque:nc.y
Iy
}

Re.l.

~

Data Valwe
Figure 12a: Histogram.

I1f the number éf possible data viaues 1s large, storage in
the computer of the histogram representation of the class
probability function may require a considerable amount of memory.
Furthermore, if we try to generalize this approach to handle
additional wavelength bands, the memory requirements‘will rapidly
get out of hand: the number of memory locations needed to save n-

dimensional histegram in which each dimension can take on p
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values is pP. One way to alleviate this problem is to assume that
each histogram or probability function can be adequately
approximated by a smooth curve having a simple funétional form.
In particular, we shall assume that the probability function for
any class of interest can be approximated by a normal (or
Gaussian) probability density function (dotted curve). For the
ohe dimensional or univariate case, the normal density function

for class i is given by

eXP[ 3 & 1

P (x/w;)=

}
(2{Yﬁ

where exp[ --.'1 e {the base of the natural logarighms)
raised to the indicated power.

M

1

[}K/ioij is the mean or average value
of the measurement in class 1i.

e

oF

T

'L- 1
E[(x—/‘*;_)/w;] is the variance of the
measurements in class 1.
In practicq/(iand 612 are unknown and must be-estimated from
training samples. From statistical theory; unbiased estimators fop/%

and P oare given by .
Ao QL A

f_': 7%-52;x 3 Cﬁ = _nJ:T Zi (xj—/qi)m

where qi is the number of training patterns available for class i
and Xj is the jth training pattern for class i. Then the

estimated probability function for class 1 is
R . s
( ) i exf)[:\fx‘/Ki)
o/ ) r —p T Aa
/= (27)% 6 2 Sy

Having made this parametric assumptions that the probability

function for each class may be approximated by a normal density
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function, we need only store the mean and variance for each class
in the computer rather than the entire histogram. When we need
the value of the probability function associated with a data
value, we can compute it, using the above equation. Bu?, if there
are two channels of multispectral data, the bivariate probability
function for each class could be estimated by tabulating the
frequencies of occurrence of all possible pairs of data values,
each pair consisting of a value x4 fr0$ channel 1 and a valqe x2
from channel 2. The resul£ would be .a two-dimensional
generalization of the figure with dotted curve above. But as in
the one dimensional case, considerations based largely on
computer-storage efficiency lead us again fo make parametric
assumption that the probability function can be approximated by a

normallprobability density function. The two dimensional or

bivariate normal density function is given by

-PCx x:_/ﬁﬂ:_)'—: | exp
e 2_4\‘(6{“ i, Oi l2)y

26~..2("1/‘h1)("‘ /‘t:e) (x5 - ALY

1 )
__L. (xl_/{i-l)/é—i” 6-1" 6122 ‘ 6t 29
2 | — Ci%
iy O
1 12

where/;(%j= E][?j/&dé] is the mean value of the data in channel
{for classi}

L k E l:(x /{Lt\]) (x /L{Jk)/w—:lls the covariance between

channels j and k (for
class i).

If the parameterg/LﬁenmiG}dk are stored in the computer for

cach class {a total of five parameters for each class), the
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probability functions for the data can be computed as needed from
the above equation. For adding more channels the quation becomes
too much complicated, but can be represented by the use of
.vectors/metrix notation which prévides for a very compaqt means
of expressing formulas, such as the above equation. For the

~

general case of n-dimensional data, i1f we let

' e —
X B [ . Bl
'xi /Ltc1 6t Siyp- - -- S,
2 : - . . .
M, 6‘.21 6'-,,2_1. - - O,
— %3 u —_ Al -
X =5 LT e =| " T
. T - - S SO
Xn AL C; . .—

be the data vector, mean vector for class i and covariance matrix
for class i1 respectively, thean-dimensional multivariate normal
density function can be written as

X U.T_1 U=
P o) = gy e [36003 G0

% . 7 -1
where ‘) Zl 1S the determinant of the covariance matrixz

+

¢ < v

is the inverse of ii; and‘(x-Ui)T is the transpose of the vector
oy

{(x-Uj;). When n = 2, it is straight forward to show that carrying

out. the operations implied by the above -equation results in the

expression given by the previous one.

For notational covnience il may be indicated that p (x/wi)
is the normal density function with means vector V; and

covariance matrix § by writing: p (x/wi)~~N(v;y, éix. ).
T oL

.
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2.7.2 VUnsupervised classification approcach : .

, In this approach a desired subscene is selected which is
the best representative area of the whole image. On this subscene
a search program is executed to obtain statistics of the spectral
values of each pixel. For classification of raw data it is
necessary to group spectrally homogeneous blocks of data. The
.search program examines~2Ax 2 or 3 X 3 blocks of pixels to find
spectrally homogeneous blocks. These blocks are examined
sequentially to calculate a series of statiétical measures such
as the mean, standard deviation and covariance of the blocks. Fof
example the LEarth Resources Laboratory Application Software
(ELAS) search program is designed to calculate a maximum of 60
classes. The VIZIR Image Processing Software Provides a branched
tree which Shows the results of the statistical search program on
fhe subscene. The decision is obtained by the computation
software itself to decide the maximum number of classes by
truncating the tree at smaller number of brahches. The 5575
software has a possibility of determining user specified number

of classes in its clustering process i.e. classification process.

In the ELAS programme if actually there exist more than
sixty classes in the subscene then the 6lst. class Qili be
accommodated by merging two of,the classes having nearest
statistical values. Once thé entire data subscene is searched and
statistics on 60 classes or less are obtained, a clustering
algorithm is applied to the tréining data set. This algorithm
clusters the most similar classes together. By adjusting some

parameters and rerunning the program, a more manageable number of

AN
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classes may be obtained. The final stage of training.data
collection process is to obtain a two-channel plot which enables
the operator to view the means of all classes in the statistics
filé for any two MS3S channels. The X-axis represents band 7 value
for each desired class and the Y-axis represents the band 5
values. From this two-channel plot it would be evident that the
mean values of certain classes group together in certain
locations. This plot help naming the classes which represent
corfesponding ground fractures. Generally the group of symbols on
the two channels plot representing water occupies the lower left
areaé, syﬁbols representing vegetation occupy the lower centre
area, and the symbols for barren land are found along the
diagonal eitending far in the upper corner of the plot.

After competing the training data process and search for the
whole image and having obtained the two-channel plots the data
are ready to be classified. The ELAS émploys a maximum
likelihood, classifier. This classifier quantitatively evaluates
the statistical parameters of‘each spectral category when
classifying an unknown pixel. In doing so it is assumed that the
distribution of the cloud of pixels fqrming the lraining category
is Gaussian. Undér‘this assumption, the distribution of a
category’s response pattern can be completely described by the
mean vector aﬁd covariance matrix. The probability density
functions are used to classify an unidentified pixel by computing
the probability of the pixél value belonging to each category.
The function tests the likelihood of the pixel occurring in any
class, one by one. After the test the pixel is éssigned tq the

category in which its occurrence is most likely.
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The S575 software prompts the user to decide certain
parameters like number of iterations, nuﬁber of classes, maximum
classes, input statistics, bandmask, migrationquit, sizemax,
sizemin, monitor, line printer, button and extrema. This
clustering process estimates the "sged" locations statistically
in the feature‘space for a specified number of classes prompted
by the usef and performs the classification examines the results
and modifies it by itself and repeats (iterates) the process
upto the number of times the system has been prompted to. This
statistics may be saved in the disk file for classifying an
image{4]. A classified image may be given colour "keys" so that
the classes appear in distinct colours. The colour assignment to
each class is made by the user himself by combining various
propertion of three fundamental colours {(red, green and blue}.
According to the assigned colours the image is displayed in the
menitor and may also be stored iq the disk. If larger areas are
to be processed by unsupervised method then, a 'stash' file may
be created by storing the desired colour table in the disk. On
any other image after running the statistical calculations
’sfash’ file may be imposed on the classed image so that colour
of the entire image remain in the same order of assignment of
colour for each class. Although there is a limitation that the
display of an image may be made at 512x512 pixel size. But bigger
images (multiple of 512x512 .size) may be classified and given
colour according to the stash filé as subscenes. These subscenes
may be mosaiced to make a complete image of bigger size which is

non-display resident {i.e. disk image).
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2.7.3 Supervised classification approach:

This classification technique is adopted when the user has a
first hand knowledge of the study aréa and the surface features
existing there in. By displaying.the image and by applying the
enhancement techniques if distinct signatures of various features
are identifiable on the subscene with regard to colour, tone,
texture and location then training data sets {usually more than
one and upto five regions of the same type may be obtained for
each class of feature. The number of classes has to be determined
by visual analysis or estimation. In S575 system this training
data set is stored in a vert-file in the disk. The vertices of
the regions are translated to the disk file for the location of
each feature region; Then a ’'prepare' program is run on the
subscene to obtain statistics of each class as preparation to
classifications. Then this statistics is applied to the data set
{disk resident) for classification of the image and class map is
obtained. This may be given a 'key'® for assigning colour to
individual classes[4].

In the supervised classification process the limitation of
processing only a subscene may be avqided. But there is a danger
of including fixels of other classes in selecting the regions of

a specific class. In that case the result would be anomalous.
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CHAPTER THREE
IMAGE ANALYSIS OF MSS AND TM DATA



3. IMAGE ANALYSIS.OF MSS AND TM DATA

An analyst or an interpreter enjoyé the liberty of choosing
this line of action for achieving the desired result from_the
processing of an image. Here again, the objectives of the
researchers vary quite widely. According to the aim of the study
a particular process of image analysis is employed. For this

particular study the following methodology was adopted
3.1 Surface Feature Delineation Map

Although:  spectral reflectances of the surface features
provide ample information about Lts type, 1t is all the more
better 1f supporting documents are available beforehand. The
study area being a dynamic =zone in the coastal region often
undergo changes. The area 1is covered by four topographic maps
prepared by the Survey of Bangladesh at scale 1:50,000. Since
these maps were drawn long ago, they needed updating. This
updating wés done from fhe interpretation of the colour infra-red
aerial photographs. Major surface features were delineated from
the aerial photographs and a surface feature delineétion map was

drawn with the interpretation keys (Figure 13).

This map being too big to be accommodated here, a
photographic replica is presented only while an ammonia-print of

the map is given in the Appendix-I.



Figure 13: Surface feature delineation map.
3.2 Enhancement techniques

All the enhancement techniques were not essentially required
for the processing of the data set. However, before analysing the
data set, it 1s wise to employ the enhancement techniques to
obtain the knowledge on the nature of the surface features of the
study area. The normal (unenhanced) display image (Figure 14) do

not clearly show all the features available.
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1984 (MSS) Data 1988 {(TM) Data

Figure 14: Unenhanced image.

Thus the first enhancement was made by utilizing a function
'scale’ of 5575 software of the system. The enhanced images are

shown in figure 15.
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1984 Data 1988 Data

Figure 15: Enhanced imdges of the study area.

The two sets of data were displayed side by side by
splitting the screen into two halves to get a comparative idea
about the surface features and image quality. The two photographs
figure 16 a & b show left & right portions respectively. The TM
scene has been represented as a subsampled image (by a step 2)
thus making the apparent resolution 30x2=60m. While the MSS5 scene
has been represented at full scale but without geometric
correction. Thus 1t seems to be squeezed and incomparable to the

TM scene.
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{a) Lefthand portions . {(b) Righthand portions
of the study area . of the study area

Figure 16 : Comparative representation of 1984/88 datag



But a full-scale TM image (i.e. without subsampling & with

resolution 30m x 30m shows much details of the study area.

Figure 17:Full resolution TM Image
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Different other combinations of ‘bands were tried but the
results were not better than those obtained for bands 3,2,1 of

MSS & 5,4,3 of THM. Photégraphs of another combination of bands

are displayed in the figure 18,

(a) (b)

Figure 18: (a) MSS bands 1 2 3 {(b) TM bands 4 3 2

Figure 18 shows some other combination of TM bands. Figure
19(a) is a photograph of band display which characterises itself

by separating vegetation from soils.

Figure 19(b) shows an image of bands 6,4 & 2 (TM)} where
healthy vegetation is showing up as green and the pink colour may

represent moist vegetation.
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Figure 19: {(a) TM bands 3 2 1 & (b} TM bands 6 4 2.

Other image enhancement techniques were used and the results
are shown in the following figures. The tlm of 88 TM data and

piece of ’'84 MSS data are represented in figure 20 a & b

respectively.
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(a) TLM of 1988 data ‘ ° (b) Piece.of 1984 data

Figure 20: Results of other enhancements. -

From these&enhahcement'teqhniqdes strategy for making
decision about the cldssification'coﬁld be chalked out. This
could also provide a background information which would be

required while supervised classification technique is adopted.

The enhancement technigues” contribute much - towards feature

extractions depending on combination of bands and type of

~enhancement.
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3.3 Ground-Truth Information

In utilizing remote sensing techniques for feature
identification ground—trqth information plays a wvital role
particularly in the context of Bangladesh because there are
features which show up in the unclassified images as same
category but in the real world they may be of different nature.
In the present study area, the island in the bottom right corner
is a mixed class of mangroves and creepers which are intermingled
in such a way that they really become inseparable., Figure 21

shows the actual situation on the ground.

Figure 21: Ground truth data showing mixtue of two categofies.
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The sandy accreted areas are shown in figure 22(a & b). In

figure 22(b) a stress in the mangrove forest is observed.

(a) Bare sandy soil. {b) Bare sandy soil adjacent to
vegetation

Figure 22: Ground truth data showing sandy accreted land.

Thé other important aspect is that there are certain areas
in the coastal region where the tide condition make much
difference in the resultant images. During high-tide even some
mangrove pléntations or the just surfacing islands/mud flats go

under water. While dﬁring low-tide their existence 1is clearly

identifiable.
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3.4 Classifibation stages
J.4.1 Unsupervised classification of 1984 data

An unsupervised approach qf classification of the 1984 data
set was un&ertakeﬁ by assigning different number of classes. It
was observed that the data set being of the moﬁth of Septembef
showed ample resemblancé bétween mangrove .and agricultural crops.

(Points 1's and 2's respectively in figure 23(a & b)).

(a) o . (b

~

Figure 23: Pseudo colopr - clustered image.

By choosing higher and higher number of classes 1t was
observed that those two were inseparabie which means that the
class statistics obtained through this _classification‘ qili be
erroneous. The classified image'can_be imposed colours 1in two

methods. Simple .approach 1is to apply pseudo-colour[4]. By the

———
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movement of the track-ball the colour may be interactively
changed until an acceptable colour is cobtained. The other process
is to construct an interpetation key and make a ’'stash’ file.
During clustering process a statistics file can optionally be
created Lo apply the same statistics over other areas if the
study area is bigger than and is a multiple of the size 512x512.
In doing this a series of clustering process was undertaken. The
number of classes were chosen to be 6, 8, 10, 16 & 32 and the
results of each clustering process was evaluated. It was found
that the results obtained from clustering i.e. unsupervised
classification with 16 classes was the best. Although apparently

result- obtained by assigning 32 classes is supposed to have heen

[N
-
]
B
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-
-
i
-
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[
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t

Figure 24: Colo@?coded unsupervised classification of 1984 image.
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the best but after clustering it shows only 27 classes. The
results of these clustering processes are shown in appendix-TT.
The statistics created while processing data set were applied on
the MSS data and it was observed that almost no information loss

oCccurs.

3.4.2 Unsupervised classification of 1988 data
The data set was of the size of 1024x1024 thereby comprising

four subscenes of 512x512 size.

Figure 256: Colour coded unsupervised classification of 1988 image.

The first quadrant of 512x5612 size was displayed and
élustered for various numbef of classes. Then ultimately 16
classes were chosen. During the clustering process a statistics
file was created to obtain similar classification of the rest of

the quadrants. Then colour was imposed on the image ({(first

68



quadrant) by constfucting a key for the colour codes (Fig. 25).
After attaining suitable colour code a stash file was created
which could be fetched to colour other subscenes (qugdrants) in
the same colour code. Then these four guadrants were mosaiced
together to constitute the full data set of the study area
{figure 26). Statistics for each quadrants are given in table-4.
Interpretation key was added to provide colour code for all the

classes., Nine distinguishable classes were detected.

Figure 286 :‘ColohﬂCoded unsupervised classification of
1988 data {mosaiced)
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‘Table 4

(Statistics generated for unsupervised classification of TM data)

Class Bands
(M/5TD)

1 13. 33 18. 158 26, 861
7. 7 10. b4 & BT

2 4. 08 24, 62 bb. 25
7. 72 10. 64 &, B2

3 23 7o 3B. 57 39. 52
7. 72 10. &4 &.82

4 42, 29 42 43 44. 93
7. 72 10. 64 &, B

5 54,27 33. 47 5%. 74
773 10. &4 &, BE

& 39, 95 54, 78 33. 52
7. 72 10. &4 6. 82

7 4z 23 37. 95 54, 10
7.72 10. 64 &, 8o

8 61,02 51. 41 40. 54
7. 78 10. 64 &, 82

% 50, &1 41, 314 51. 80
7. 78 10. &4 &. 8o

10 b4, 32 63,44 35. 35
7.7 10. 64 &, B2

11 6%, 17 44, 55 50, 43
y v 10. 64 6. 8n

ia 71,55 62. 59 42 78
7.7 1G. 64 &, an

13 73, 36 7. &3 50,93
7. 72 10. 64 & an

14 77.36 .83, 40 a6, 12
7.7 10. &4 6. 82

1% 71. 08 69,19 57. 22
7.72 10. &4 & B2

70



3.4.3 Supervised classification of 1984 (MSS) data

From the careful observations on colour and tone of the
image obtained after various enhancements and from the study of
aerial photo interpretation results as many as nine classes could
be chosen visually as identifiable spectral ciasses. Thus two
training areas for each_of the nine classes were chosen on the
displayed image and a "vert-file" was constructed. With this
vert-{file preparation programme was run to construct a "prepare
file" whieh was subsequently utilised for making the
classification of the image. The prepare file was run on the
disk-resident image for calculating the‘statistical results and a
classified disk image was obtained. From this classified image
statistics could be obtained for“the nine classes. The classified
image was then assigned an interpretation key (figure 271},

The statistical results are shown in table 5.

Tablée 5

{Statistical results of superv1sed classification
of M3S (1984} data)

Table of coverage by class type (in hectaves)

Class Hectares %Cover HNpixels
O 4505, 313 3.9% 10410. Reject class
i 4262, 41 5. 4 14154,
2 &799. 48 5.8 15370,
3 11108. 46 2.5 23110,
4 19797. 84 17.0 44751,
9 558. 30 .4 12461,
& 25214, 02 22. 3 SES74.
7 15584, 19 13. 4 353231
B8 138&. 03 1.1 3133,
= 7728. 72 & b 17470.
10 16225, 0t 13. 2 346675,
Tatal area = 113972 50 hectares 262143, PIXELS

71

-

]
T L



Figure 27 : Colour Coded Supervised classification of 1984 Image.
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3.4.4 Supervised classification of 1988 ( TM ) data

With the inherent improved spatial resolution and a temporal
variation to the MSS data set, the TM data set provided_better
tonal and textual variatidns fdr choosing the spectral classes.
Ten distinguishablé'features could be identifiable from the
enhanced image. But since training areas were required to be
taken from the whole study area, a subsampling of the image was
done at a rate of 2. Thus the entire image of the study area
could be displayed on the screen and twq training areas were
chosen for each feature category. Then in the similar mannér as
supervised classification for MSS, the classification results
were obtained for the TM data. From the classified image the

statistics were obtained as shown in table 6.

The classified image was then given a colour code {(key &
colour) for interpretation Figure 28 shows the colour classified

1

~subsampled image of TM data.

-3.4.5 Interpretation 'Key' and Colour

The system S575 provides facilities to colour-code a-
classified image. An interpretétion ‘Key' can be added where the
number of total clésses and_the position of the ‘Key' are to be
defined by the user. Then colour is added to each class one after
another by interactive manipulation of the colour table. Values
between 0 & 1 are tp be assigned by the user for each of the red,
green and blue channels for each class category. One such colour

code is represented in table 6a.
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Table 6

(Supervised classification results of TM data)

Table of coverage by class type (in hectares}

Claszs Hectares “Zover Npixels
0 20888, 35 18, 0% 47214,  Reject class
1 433, 10 3 75,
2 315. 87 2 714,
3 2641, 57 2.2 5271,
4 13&6467. 50 it. 7 - 30824,
S 3059. 643 2.6 4714,
& 19484, 33 i6.8 44047,
7 ?671. 30 8.3 21861
£ 41329, 53 3.5 337,
3 41405. 10 35. 7 93592,
10 263. 67 .2 596,
Total ar=a = 115272, 30 hectares - 262143, RFIXELS

Figure 28: tolour-Coded Supervised classifica

tion of 1988:Image.
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Table 6a

(Example of colour-code generation)
2 HSSCLASS\DISP\*h;

3) $ANKEY 7

m chr #01&6" CLAGSNAMES (128) = &
01 234

int SMALLBOXVALUES ¢128) = 7
"Oll llj 11 IIE” HBJI ”4”

int BOXVALUE = tzg7

1

int LABELVALUE = 5557

int KLGCATION (4} = 2 &0 100 3507
450 350 30 150

int NUMBEROFCOLUMNG
H

17

"

4% hANCOLOR 7

m int NGTEPS = %
5

int MIMIMUM oz

i

int MAXIMUM

i

oy

chr #014 OBLOTCH = ¥

[ 1] Enter color weights

.3 .3 .3

Enter classes Lo be assigned color

1 h

Continve, repeat or exit. type C, ¥ aor E;
C .

[ &1 Enter color weigihts

.4 .5 .6 ‘
Enter classes to be assigned color
E’

Continuve, repeat or exit, type & I or R
R

[ 21 Enter celor weights

.2 .4 .5 . -

Enter classes to be assigned color

" .

Continue, vepeat or exit, type &, ¥ or E:
C

L 3] LEnter color weights
.2 .7 .0

Enter classes to Le assigned color

3 .

Cantinue, repeat or exil, type C. R or E:

¢

£ 4] Enter color weights

- A=

Enter classes Lo be assigned color
4/%5

Continue, repcat or cxibt, type C, K gr
= o

m
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3.5 Comparison of MSS and TM data

Although thefe is a fundamental difference in. the data type
of MSS ‘and TM,Van attempt was made to bring the two images to an
identical scale by employing processing manipulations to register
the two images as accurately as possible. The display size being
512x512, the images should be restricted_ within b512xb512 pixel
size. The TM image was subsampled at a step of '2' and it was
kept undhanged as a displa? image. Then the MSS image was
subjected to geometrical correction until a proper point to point
match was obtained during image registration. It was found after
many operations of geometrical correction[4] of MSS data and its
subsequent comparison with TM data that angular rotation of the
image was not necessary. For matching the pixel size of MSS with
those of TM (60m x 60m in this subsampled image) the sample was
reduced_.95 times whilerthe line was expanded 1.38 times. Thus by
choosing the approprialte position of the MSS image for subjecting
Lo geomelric correction (starting sample 1, starting line 40,
number of sampies 512, number of lings‘365) a‘properly registered
image was obtained. Thus a-éomparison'could be easily made on the

colour classified images.
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CHAPTER FOUR
RESULTS AND DISCUSSIONS



4. RESULTS AND DISCUSSIONS

During the image analysis a great deal of care was taken to
identify the spectral signatures of varioqs surface features. In
a bid to do that the number of classes were chosen to be six at
the beginning and clustering was done. The result was not
satisfactory and thus the number of classes of_features were
increased gradually during the proceséing options as 8, 10, 16 &
32 (Appendix~I1). Although spectrally, identification and
separation of even more classes are possible but in the study
area it wasrobserved that only 27 types or groups of featurés
were present. The result of the option of 16 classes are given in
tablelT. Then by studying the classified images one after another
by imposing pseudo colour it was found that 16 would be the
optimum number of identifiable classes (surface features}) for
this study area. The results of clustering process have been
shpwn in figures 24 & 26 for 1984 (MSS) and 1988 (TM) data

respectively.

Since the TM data set was of the size of 1024 x 1024, those
were processed quadrant by gquadrant by preparing a statistics
file with the first quadrant. The unsupervised classification
done with this statistics file shows markgd closeness to the
normal clustering results (Table 8a & 9). Now, since tLhe data
sets were of different pixel éizesr-those‘could not be physically
compared. Thus by geometrically correcting the MSS data sets a
comparable size could be attained and the images could be

registered with the corresponding TM data set which was

77



subsampled at a step of 2 (Figure 29 a & b) shows the
unsupervised classification (clustering) results while figure 30

(a & b) represents the supervised classification results. The

{a) 1984 data (MSS) {b) 1988 data (TM)

Figure 29: Corrected results of clustering process.

registered images at different stages are shown in fig30a-
During unsupervised classification, although sixteen classes were
desired on botﬁ MSS and TM data sets only 15 classes were finally

obtained during clustering {(unsupervised processing) of TM data
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(a) MSS (1984) " {(b)y T™™ (1988)

Figure 30:. Corrected image of supervised classification.

>

sets. But in both MSS aﬁd TM data setslﬁerg;ﬁg_of classes had to
be done on thé‘bdsis gf fhe ground truth,information and the
surface feature delineation map; Ultimately nine distinct_classes
rather spéctrally separgble signdtures could be idehtifiea (Tablé

10).
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Figure 30 o: Different stages of registered images.
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Statistical

Table 7

results of unsupervised classification of
Data (clustering Process)
Starting seed table

CLASS

BANDS (MEAN)

41, 99 55. 00
41, 99 55. 00
51. 00 55. 00
51. 00 55. 00
41.99 71. 00
41.99 71. 00
51. 00 71.00
51. 00 71. 00
41, 99 82. 00
41. 99 82. 00
51.00  82.00
51. 00 82. 00
41. 99 87. 00
41, 99 87. 00
51. 00 87. 00
51. 00 87. 00

Results of iteration

Input statistics to

CLASS

BANDS (MEAN)

41. 99 55 00
41. @9 55. 00
21. 00 95. 00
31. 00 23. 00
41. 99 71. 00
41. @G 71. 00
51. 00 71.00
51. 00 71. 00
41. 99 82. 00
41. 9% g2. Q0
o21. 00 82. 00
51. 00 82. 00
41. 99 87. 00
141. 99 87. 00
51. 00 87. 00
51. 00 87. 00

iteration

2

Migration

Ll

SO OD NG e

DANDS (MEAN)

40. 44 23. 98
37. 446 60. 06
5%9. 36 25. 03
58. 47 &0. 88
41. 40 71. 24

51. 91 72. 70
40. 02 80. 14
40. 85 81. &0
50. 06 78. 95

80

.29
.33
.74
.47
.15
.47
.38
.70
.23
.73
. B84

MSS (1984)



i2
13
14
15
14

Results

—_
COWNND BN -

— A s
LN -

]
16

49,
37.
41,
47,
48,

of

BA

BaA

of
BA

42
38
62
59

42

10 g81. 23
20 86. &3
28 87. 84
83 f87. 08
50 88 bb
iteration
NDS (MEAN) -
44 53. 98
44 &0, 06
34 55. 03
47 &0. 88
40 71. 24
0B 74, 59
L8 &67.13
= 72. 70
o2 80. 14
B85 B81. &0
06 78. 95
10 81. 223
Q0 B4. &3
28 87. 84
83 ‘87. 08
50 88. &6

NDS (MEAN)
B? 52. 23
31 &1, 92
&b 23. 45
07 60, 70
oz 70.70
03 76. 12
25 L4, 65
44 72. 60
8% 79. 89
50 B2.15
13 78. 05
72 81, 72
44 86, 00
BO 87. 54
28 B&. 57
@3 B%. 70
iteration

NDS (MEAN)

. 89 o2, 23

.31 &1, 92

. &b 53. 45

.07 &0, 70

.02 70. 70

81

]

73.
&b

75.
463,
76,

iteration

&3
40
15
16
@7

NDNDW

128923,
25312.
1296,
6574,
4230,
42584
214,
11708,

Migration

LJU-P:';‘HFJ-E'FJH\JD“*O(;?

halk o

Table

7 {(cont’d)



Input statistics to

Input statistics to

CLASS

41. 03 76,12

53. 25 &4 635
52. 44 72. 60
9. 89 79. 89
40. 50 215
48, 13 78. 05
446. 72 861.72
3. 44 846. 00
40. BO g87. 54
44. 28 B6. 57
45. 93 87. 70

BANDS {MEAN)

44 93 21, 04
40, 47 61,35
&5, 63 o1 48
oB8. &5 97. 66
42. 89 70.72
40. 84 76. 60
52. 87 63. 74
23. 14 71. 61
3%.86  BO. 22
40. 29 g2. 27
47. 03 77.87
45. 33 g2. 20
37. 23 B85. 85
40. 80 87. 36
45. 77 B6. 45
44, 43 0. 15

of iteration

BANDS (MEAN)

44. 98 91. 04
40. 49 61,35
65, 63 51. 48
58. 65 25, &6
42. a9 70.72
40. 84 74, &0
22. 87 63,74
53. 14 71, 61
3%. 86 80. 22
40. 25 B2. 27
47. 03 77.87
45. 33 B2. 20
39. 23 B85. 85
40. 80 B87. 34
45. 77 86. 45

BANDS (MEAN)

B2

&9,
&0.
L7.
b7,
73.
L7.
74.
&68.
75.
67,
78,

iteratiaon

iteration

g7
00
45
41
07
06
&1
78
oo
58
32

130164,
14612,
2720,
134608.
45249,
2120.
11733
522,
40281.
1124,
160646,

4

Migration

Q3 4.
47 &,
28 B,
28 .
03
1% .
86 2.
28 3.
00
=20 .
S 1.
. 33 2.
25 1.
23 .
67 2.
. 32 1.
Fixels
23 13846
47 3018
28 38994
28 23445
03 53249.
1g 14405
=% 11493,
98 3490,
00 14103.
P 36975,
Sé6 2984,
33 15306,
2 14802
Q3 33225,
&Y 3093.
32 17279

]

Migration

Table 7 {cont’d)



of

iteration

BANDS

BANDS

{MEAN)

.22
.50
. 9
.47
. &4
.85
. 20
. 57
. 20
.18
. 70
. 69
.74
. 3%
.41
. 30

{(MEAN)

49,
59.
48.
57.
70.
76.
63,
69.
80.
82.

" 77.

83.
85.
87.
a6

g0.

83

iteration

.24

P

Pixels

5942
33076.
29078
5470.
14292,
12028
3749,
14047,
25820.
3761.
16207,
16809,
28068
4868,
17013.

Migration

SELEANN

[y

Table 7 (cont'd)
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) Tabnle 7 feart ' oy
Results of iteration ) ’

CLASS BANDS (MEAN) Pixels

i 47.47 49, &4 50. 5 14117
2 42. 61 9%. &4 58. 47 70837
3 72, 33 48. 51 50. 30 28865,
4 58. 63 57. 43 54. 42 32122,
S 42. 57 70, 63 &4, 346 9609,
& 40, &2 74. 91 70. 35 14190,
7 53. 69 £3. 83 29. 83 13205,
8 o4, 22 &9. 721 &4 18 39338,
9 3%. 96 80. &2 b8, 24 15394,
10 40. 13 g2. 02 73. 01 31732.
11 46, 46 77. 44 &8, 11 4087,
12 43. 78 B83. 14 75. 94 19321,
13 39. 1% BS. 77 71.45 20148,
14 40. 81 7. 43 75. 42 26HI95.
15 45, 38 8&6. 40 71. 83 6206,
14 43, &9 20. 44 78. 06 155466.
Input statistics to iteration 7
CLASS BANDS (MEAN) Migration.
1 483. 43 49 10 50. 55 1
2 43. 47 58. 21 57. 91 P
3 75. 30 47. 34 49, 56 4
4 Q. 33 56, 59 25. 81 e
) 2. 38 70. 44 &4, 38
& 40. 58 74. 96 70. 37
7 54, 27 &3, 52 5%. 53
B 54, 22 69. &0 &3, 82
= 40. 04 80. B&6 &HE. 395
10 40. 39 B81.73 73. 10
11 44, 55 " 77.2 48. 14
12 43. 15 83. 45 74, 26 1
13 39. 06 £85. 55 71. 71
14 40. 82 g87.92 75. 49
15 45. 24 046, 28 72. 2
16 473. 83 0. 60 78. 11
Results of iteration -7
CLASS BANDS (MEAN) Pixels
1 48, 43 49,10 20. 55 14004
2 43, 47 S8. 21 97. 21 8340
3 75. 30 47. 34 49 546 95733
4 59. 33 56. 59 55. 81 32981
5 42 3B 70. 44 &4, 38 25673
& 40, 58 76. 96 70. 37 13945
7 54 27 63, 52 2%, 53 146063
8 o4 22 49. 60 63. 82 4184,
@ 40. 04 B80. B& 48. 35 15308.
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FTabde 7 (oot o)

10 40, 39 Bi. 73 73.10 30814

11 44. 55 77. 24 68. 146 434z,
12 . 43.15 83. 43 76, 26 184673
13 47. 06 85, 55 71.71 2c770.
14 40. g2 87. 22 75, 49 25856,
15 45. 26 g6, 28 72.29 6749,
16 43. 83 20. 60 78. 11 14442,

Premature quit because of minimum migration limit
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Table Ta

(Statistical Results of-Unsupervised clgssifciaticn of MSS data
using statistics file)

Summary table

Class Bands Pixels
(M/STD)
1 48. 43 42 .10 20. 55 13359
7. 47 3. 92 519
) 43. 47 58. 21 27. 91 8692
7.47 3 92 2. 19
3 75. 30 47. 34 49. 54 28798
7. 47 3.92 o. 19
4 29. 33 o6, 59 93. 81 43716
7. 47 3. %2 .19
S 42, 38 70. 46 &4, 38 65008
7.47 3 92 2. 19
& 40. 38 746, 94 70. 37 14253
7.47 3.92 5. 19
7 54. 27 &3, 52 52.53 14250
7.47 3. 92 2.19
g 24. 22 6%, 60 &3, 82 40466
7. 47 3. 92 5. 19
Q 40. 04 B80. B& &8. 35 14956,
7. 47 3. 92 2. 19 .
10 40. 39 8173 . 73. 10 31895,
7. 47 3. 22 5. 19
11 44. 55 77.24 68. 14 4340,
7. 47 3. 92 2.19
12 43. 15 3. 45 74, 24 17264,
7. 47 3. 92 5.19
13 39. 04 B5. 55 71. 71 23147,
7.47 3.92 2.1%
14 40, B2 B7. 92 . 75 49 244358,
7. 47 3. 92 2.19
15 45. 24 B&. 28 72. 29 20149,
7.47 3.92 2.19
146 43. 93 Q0. &40 78. 11 14414,
7.47 3. 92 o. 19 :
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Table 8

{Statistical results of unsupervised classification of TM data
{1st quadrant) using statistics file)

Class Bands Fixels
{(M/8TD)
1 .13. 33 18. 15 26. 81 gi1q
7.72 10. &4 6. B2
2 &, 08 246. 62 b6, 25 100294
7.72 10. 64 6. B2 '
3 29, 72 38. 57 39. o2 2420
772 10. 64 & 82
] 42, 29 42, 43 44 973 3997
7.72 10. 64 4. BZ
o) a4. 2 33, 47 09, 74 3705
7.72 10. 64 &. 82
& 39. 95 96. 78 33 52 (0232,
7.72 10. 64 &. 82
7 42 2 37. 95 54, 10 6490
7.72 10. 64 6. 82
=] &1, 02 51. 41 40, 54 23709
7.72 10. 64 & 82
g 52, 61 41, 31 51. 8O 7655,
7.72 10. 64 & 82
10 &4, 32 68, 44 35. 38 324652,
7.72 10, &4 &. 82
11 65.17 44, 55 50. 49 G953
7.72 10. 64 b, B2 : .
i2 71. 55 &2. 59 42. 78 15684,
7. 72 10. &4 & 82
13 78. 36 27,63 S2. 98 9927
7.72 10. 64 6. 82
14 77. 36 83. 42 .36, 12 29545,
7.72 10. 64 &, 92
15 1. 08 69,19 o7. 22 6461,
7. 72 10. 64 & B2
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Table 8 {(cont'd)
{b) 2nd quadrant.

Summary table

Class Oands ) : ’ Fixels
(M/8TD)

1 i3. 33 18. 15 246. 81 a7
7.72 10. 64 L. 82

2 &, 08 2h. b2 bb, 25 Z1555
7.72 10. &4 & B2,

3 29,72 a8. 57 39. 52 1894,
7.72 10. &4 6. 82

4 42, 29 42. 43 44.93 501,
7.72 10. 64 &, 82

5 24. 27 33. 47 59. 74 4356,
7.72 i0. 64 L. B2

& 39,95 26, 78 33. 52 16565,

7.72  10. 64 682 .

7 42, 28 37.95 54. 10 L1444,
7.72 10. 64 & B2

B 61, 02 51. 41 40. 54 17245
7. 72 10. 64 &, B2

3 52. 61 41.31 51. 8C B197.
7. 72 10. 64 &, 862

i0 &4, 32 A, 44 35. 38 41353684,
7.72 10. 64 &H 82

it &5, 17 44,55 ' 50, 49 11435.
7. 72 10. &4 L. B2

12 71. 55 &2 59 42, 78 14760.
7.72 10. 64 6. 82

13 78. 34 57. &3 52. 9B 12%05.
7.72 10. 64 ‘ H. 82

14 77.36 83. 42 36. 12 25057,
7.72 10. &4 &, 82

15 1. 08 67,19 57. 22 .5590.
7.72 10. 64 - b Bd
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Table 8 (cont’d)
{c) 3rd quadrant.

Summary table

Class Bands . ~ Pixels
{M/STD)

1 13. 33 1B. 15 24. 81 53
7.72 10. &4 &, B2

2 &, 08 24, &2 &&. 25 121175
7.72 10. &4 &, 82

3 29,72 38. 97 39. 52 14684
7.72 10. &4 &, 82

4 42, 29 42 43 44 93 2203,
7.72 10. 44 &, 82

5 24. 27 33. 47 59. 74 3439,
7.72 10. &4 . 4,82

& a9. 95 56. 78 33. 32 17113,
7.72 i0. &4 &H. B2

7 42. 28 37.95 54. 10 4047,
7.72 10. &4 &, 82

8 &1, 02 S51. 41 40. 54 15954,
7.72 10. &4 &, 8

9 52, 461 41. 31 21. 8C 8970,
7.72 10. &4 &, 82

10 &4. 32 &H8. 44 35. 38 23538.
7. 72 10. &4 & 82

11 &5.17 - 44, 55 50. 4% 13731.
7.72 10. &4 4. 82

i2 71.59 he. 29 4278 11474,
7.72 10. &4 4. 82

13 78.3& 27. 63 S2. 78 14147,
7.72 10. &4 &. 82

14 77. 34 823. 42 34. 12 1437%,
7.72 . 0 10. 44 &, 82

15 21.08B . 49,19  57.22 7186,
7.72 10. &4 &. 82
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Table 8 {(cont’d)
(d} 4th quadrant.

Summaty table

Class Bands Pixels
(M/7STD)

1 13. 33 16. 15 24. B1 ab
7. 72 10. 64 &, g2

2 4. 08 26. &2 b6 25 1874464
7.7 10, 64 & 82

3 29, 72 38. 57 39. 52 743
7.72 10. 64 &, 82

4 42, 29 42. 43 44 33 2424
7.72 10. &4 & 82

S 24 2 33. 47 9%. 74 2809
7.72 1O, 64 &, B2

) 39. 95 96. 74 33. & 8090
7.72 10. &4 4. 82

7 42 28 37. 95 5410 2727
7. 72 10. 64 &, 82

8 al. 02 51. 41 40. 54 2213,
7.72 10. 64 6. 82 .

9 52, 61 41. 31 51. 80 3846,
7.72 10. &4 &, 82

10 b4, 32 &8, 44 39. 38 12301.
7. 72 10. 64 6. 82

11 695,17 4b. 99 20. 49 B8924.
7.72 10, 64 6. 82

12 71.595 &H2, 99 ‘42,78 11464,
7.7 10. 64 &L B2 .

13 78. 346 57. &3 02,98 SEH2.
7.72 10. &4 4. 82

14 77. 34 83 42 34, 12 4441 .
7.72 10. &4 &, 82

15 21, 08 69,19 S7. 28 1934
7.72 10, &4 &, B
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Table 9

(Statistical Results of Unsupervised Classification of
TM Data (clustering)

Starting seed table

CLASS BANDS "(MEAN)

1 7. 00 Z28. 99 41, 00
P 7. 00 28. 99 &5, 00
3 7. 00 &0. 00 41, 00
4 7. 00 &0. 00 &5. 00
S 30. 00 =28. 97 31. 00
) 30. 00 8. Y &3. 00
7 30. 00 &0, 00 41. 00
8 30. 00 &0, C0 &3. 00
4 &3, Q0 =28, 99 41. 00
10 &3. 00 =3, 99 63. 00
11 &3. 00D &0, 00 41, 0D
12 &3. 00 &0. 00 &5, 00
13 71.99 28, 99 41. 0D
14 71.99 28, 99 45, Q0
15 71. 99 &0, 00 41,00
1&6 71, 9% &0, 00 &5. 00
Results of iteration 1
CLASS BANDS (MEAN) Pixels
i 7. 00 28. 99 41. 00 7748,
2 7. 00 =28, 29 A5, 00 101090.
3 7. 0C &0, 00 41. 00 10.
4 7. 00 &0, 00 &9. 00 .
9 - 30. 00 28. 99 41. 00 7287,
) 30. 00 28. 9% &53. 00 497 3.
7 30. 00 . &G 00 41, Q0 7B&4.
a8 30. 00 &0. 00 - 4&45.00 130.
& &63. 00 28. 99 41, 00 BO32.
10 63. 00 Z8. 99 &5, 00 2727,
11 &3. 00 &0. Q0 41, Q0 I99E37.
1z &3. 00 &0, 00 &5. 00 BB4.
13 71. 99 28. 99 41.00 473,
14 71. 99 =28. 99 &5. 00 2946,
15 71. 99 &0. 00 41. 00 L0524,
1é 71. 99 &0, 00 &5, 00 85035.
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Tablde % {cont o)

Input statistics to iteration oL

CLASS  DBANDS (MEAN) ' Migration

1 11 46 17, 0% 28, 88 2
b 6. .16 b, 45 &6, 22 4,
3 15. 70 48. 00 45 10 iy
4 38. 14 37. 61 44, 31 72,
5 33. 12 34, 99 28. 72 : 26
& dé. 95 24. 66 a5, 95 i
7 39. 86 48, 29 o9b. 74 a7,
g 59.45 40. 77 48, 74 &0
& 53. 77 3%.15 - 95, 85 34,
i0 &61. 31 &0, Q7 38. 53 599,
11 22. 48 21.73 96, 27 2.
12 7i.50 2. 14 4%, &8 41,
13 73, 04 42,03 S56. 02 297,
i3 75. 08 72. 55 39, & 732
15 B4. 42 41,78 SE. 0% g1.
Results of iteraticon 2
CLASS BANMDS (MEAN) ‘Pixels
1 11. 466 19. 0% 8. 84 241 -
2 G616 26, 45 b6 22 101216,
3 15 70 48. 00 45. 10 4465,
4 38. 14 37. 61 44. 51 6080,
5 33.12 34. 99 58. 72 3901,
& 346, 95 - 94. &b 35. 55 877%.
7 37, B& 48. 29 o4, 74 15473,
g 55. 45 40. 77 48, 74 104692,
Q 53. 97 39.15 25. 85 4474
10 &1, 31 &0, 07 38. 53 45989,
11 59. &8 51. 73 56, 2 2477,
i2 71, 50 42 14 49 608 8444,
13 73. 04 42. 03 94, O 1922
14 75. 08 72,55 39, &2 92577,

15 84. 42 61.78 8. Q% 119354,



Table 9 {cont'd)

Input statistics to iteration 3
CLAGS BANDS (MEAN) Migration
1 14. 92 19. 49 27.79 4
o .18 36, bb bb, 22 .
3 20. 71 38. 08 45, 62 15,
4 4. 73 3a8. 77 47. 34 3.
5 30. 2 34, 38 58. 86 3.
b 38. 24 54. 67 34, 11 =
7 =. 88 42, 02 54. 4 1i.
& 5&. 44 44 09 46, 42 b,
5 50. @b 38. 94 54. b2 4.
10 &2, 29 &0. 59 537. 4% 2.
11 &2. 60 53. 09 3. 14 7.
12 9. 74 49, 58 48, 52 10.
13 74. 246 48. 19 5%, 34 g.
14 74. 9% 78. 04 37. 26 7.
15 86. 2 b4, 58 56. 09 b,
Results of iteratftion 3
CLASS BANDS (MEAN) Pixels
1 14. 92 19. 49 27.79 G,
e 6. 18 26. b 6b. 22 100920,
3 20. 71 38..08 45, 42 1077.
4 39.73 38. 77 47. 54 4728,
5 30. 25 34. 38 58. 86 3505
b 38. 24 54. &7 34,11 029,
7 . 42. 8B 42. 02 54. &2 4225,
B 546. 46 34 09 446, 62 12008,
G 50. 96  38.94 54, 62 S1é4.
10 62, 2 &0, 59 37.49 43548
11 L2, 60 53.09  53.14 3202,
12 69. 74 39, 508 38, 52 11297,
13 74. 26 48. 19 55. 34 3430,
14 74. 99 78.04 - 37.26 446312,

15 B6.25 - 64. 58 56, 09 113687,



Table 9 (cont’d)

Input statistics to iteration 4
CLASS BANDS (MEAN) Migration
1 15. 35 19. 63 27. 48
2 b.14 2b6. b4 bb. 2
3 24, 01 36. 52 44 89 5
4 40. 00 39. &7 46, 72 1
5 27. 96 34. 01 59, 54 3
b 38. 82 55. 03 33. 95 I
7 43. 51 39. 33 53. @b 3
8 58. 02 45 94 44 74 5
Q 51. 48 39. 24 53. &5 1
10 &3. 07 bl. 97 37. 01 o
11 &63. 05 52. 59 52. 37 |
12 69. 65 52. 70 446, @2 4
13 75. 94 51. 42 54. 23 5
14 75. 22 80. 03 36. 53 o
15 B7. 20 bh. 51 55. 51 3
Results of i1teration 4
CLASS BANDS (MEAN) Pixels
1 15, 35 19.63  27. 48 Q41
2 6. 14 26. 64 &6. 23 100709,
3 24. 01 34,52 44,89 1306,
4 40. 00 39. &7 4. 72 4337.
5 27. 96 34. 01 59. 54 3588,
& 38. 82 55. 03 33. 95 060,
7 43, 51 39. 33 53. 94 51564,
8 58. 02 4594 44 74 14912
Q 51. 48 39. 24 53. &5 5885
10 &3. 07 &1, 97 37. 01 411031,
11 63.05 52,59 52. 37 4339,
12 &9, 65 52. 70 44, 82 11775
i3 75. 94 51. 42 54, 08 6500,
14 75. 22 B30. 03 34, 53 42007
i5 87.2 &h. 51 55. 51 10245,
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Table ¢ (cont’d)

Input statistics to iteration 5

CLASS BANDS (MEAN) Migratian
1 13. 07 i?. 47 27, &
2 &, 12 26, &3 b6, 24 .
3 24, 25 36. 71 43. 30 4.
4 40, 36 40, 3 46. 15 1.
] 246, 51 33.77 SR 79 1.
& 39. 20 a95. 44 33. 86 )
7 43. 31 a3d. 46 53. 88 1.
3 299. 24 A47. 47 43 1% 4,
G 2. 24 40. 07 53. 02 -y
10 63. 97 &3, 77 36. 20 =
11 &3. 595 49, 33 22, 35 a.
12 70.03 55. 61 45. 40 4,
13 7&4. 834 93. 66 23. &0 3.
14 75. 68 g1. 09 34. 33 1.
15 88. 13 &7. 80 95. 58 puy

Kesults of iteration 5

CLASS BANDS (MEAN) Fixels
H 15. 07 19. 47 27. 27 00
2 & 12 26. 63 . &4, 2 100555.
3 2b. 25 36.71 43. 30 1525
4 40. 3& 40, 52 446, 15 4297,
S 26. 51 33.77 59.79 3690.
& 39. 26 55. 446 d3. Bé 8202,
7 43, 31 38. 44 53. 8& 5ona.
B 59. 24 47. 47 43,19 17430,
Q 2. 40, 07 53. 02 6380,
10 &3, 57 &3. 77 34. 50 38B60.
11 &3. 55 49 33 52. 35 &6275.
. 70. 03 55. 61 45. 40 18152,
13 74. 84 ' D23. 66 53. 60 7765
14 75. &8 g81. 09 36. 33 - 384645,
15 BE. 13 &7, B0 55. 58 054,
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Table 9 {cont’d)

Input statistics to iteration &
CLASS ‘BANDS (MEAN) Migration
1 14,44 19. 04 27. 06 1.
2 & 10 26, 62 L&, 25 .
3 27. 84 37. 20 41, && 3.
40. 99 41. 21 45 71 1.
2 25. 48 33. &3 29.75 1,
& 3%. 47 25.91 33. 73
7 43. 01 38. 17 54. 03 .
8 &0. 00 4% 01 41.97 3.
9 °2. 36 40, &2 52. 44 1.
10 &3. 90 43. 45 36. 046 =)
11 64, 41 445, 8O 51. 47 4.
12 70. 52 53. 49 44,37 4.
13 77. 33 25. 44 23. 2 =,
14 74 21 81. 88 34, 26 1.
i5 B?. 17 &8, 59 04, 02 2.
Results of iteration &
CLASS BANDS (MEAN) Pixels
1 14 44 19. 04 =27. 064 B854,
2 6,10 2b6. 462 66, 25 100445,
3 27. 84 37. 20, Gl &b 1840,
4 40. 99 41. 21 45: 71 4151.
5 25. 48 33. 63 59.75 3708,
& 39. 47 25. 91 33. 73 Bbbb.
7 43. 01 38.17 - 54,03 5923,
g &6&0. 00 49, 41 41. 97 19845,
Q@ 22. 36 40, &2 52. 44 6830.
10 &3, 20 &H5. 45 36. 06 34545
11 b4, 41 44, 80 51. 47 7759,
12 70. 52 28. 48 44, 37 13337
13 77.53 99. 44 53. 26 8639,
14 76, 21 81, 88 36, 246 35415,
15 89.17 68, 55 56. 02 B035.
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Table 9 {(cont’'d)

Input statistics to iteration 7

CLASS BANDS (MEARN) Migratiaon
1 13. 72 18. 52 =26, 90 1
e} &, 09 26, &2 b6, 25
3 28. 24 a7.79 40. 33 3
4 41, &3 41, 89 45, 31 1
5] 24.77 33. 55 592.73
) 39.72 5b. 36 33. &3
7 42 43 8. 02 54 11
g8 60. 57 20, 33 41. 14 2
9 52. 45 41,04 o2. 03 .

10 64,11 &7.03 35. 67 g
11 b4, 86 4&. 34 51.00 1.
12 71. 04 &0. 77 43. 53 3
13 7€. 03 26, 70 23. 09 1.
14 . 7479 B2, &5 36. 19 1.
15 Q0. 17 &B. 97 56. 461 &,

Results of iteratign 7

CLASS BANDS (MEAN) Pixels
1 13, 72 ig. 52 24, 90 B34,
P 6. 09 26, 62 66,25 100235s
i 28. 96 37.79 40, 33 2171,
4 41, &3 41. 89 45, 31 4039
2 24. 77 33. 55 99, 73 3732
& 39.72 o4, 36 33. 63 8429,
7 263 ‘3B. 02 o411 6193
8 60, 57 50. 33 41,14 22150,
G Ha. 45 41. 04 22, 03 72467,

10 &4 11 &7.03 35. 67 3454 4.
11 b4, G4 44. 34 51. 00 H395.
12 71. 04 60,77 43, 53 14414,
13 78. 03 26.70 53.09 . 93g7.
14 76. 79 82 65 36. 19 d2409,
15 90.17 68, 97 96. 61 7209.
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Table 9 {(cont’d)

Input statistics to iteration g

CLASS BANDS (MEAN) Migratian
1 12 33 18. 15 24, 81
2 6. 08 =&, b2 b&. 29
3 29.72 38. 57 39. 52 o
4 4. 2 2.43 44, 93 i
3 24, 2 33. 47 599,74
& 39. 95 96,78 33. o&
7 2. 2 a7. 93 54,10
a8 &61. 02 51. 41 40, 54 oy
9 2 61 41, 31 51. 80 .
10 &4 32 &G, 44 35 38 1.
11 65. 17 44. 55 50. 49 1.
12 71. 595 &2, 59 42.78 3.
13 78. 36 57. 63 52, 948 i,
14 77. 34 83. 42 346, 14 1.
135 1. 08 L%, 19 57. 22 1.

Results of iteration 8

CLASS BANDS (MEAN) i Pixels
1 13. 33 18. 15 26. 81 820, .
= &. 08 26, 62 &6, 29 100303
3 29. 72 38. 57 9. 52 2432,
4 2. 29 42 43 44, 93 4141
5 =24 27 33. 47 . 5%. 74 3711.
G 39. %5 246. 78 . 33. 52 218,
7 2. 28 37. 95 54. 10 6369,
8 &61. 02 51. 41 40, 54 23898.
9 52, 61 41. 31 51. 80 7641
10 b4, 32 &8, 44 359.38 32782,
11 659,17 . 44. 55 50. 49 2347
12 71. 55 &2. 959 42. 78 15600,
13 78. 36 57. 63 52. 78 P40,
14 77.36 B3. 42 36. 12 D77 b,
15 21.08 67,19 597. 28 &587,
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Table - i0

Features for which spectral signatures were identified

S1.No. Mame of identified Class No.s of  Class Mo.s of  Class Ho.s of Class Ho.s of
features T unsupervised TH supervised  HS$ unsupervised  MSS supervised
classification  classification classification classificaticn
1 Mangrove ~ High crown 6,7 1 3 5
density
2 Mangrove - 2 - -
3. Mangrove - Low Crown 3 ' 3 ' 4 1
density
4, fallow land/agri. land 8,9 4 4 3
{curreat fallow)
5 Accreted land 4,5 5 ] 4
6. Agri. land with 10 6 I 6
winter crop
1 Settiement with bushes 11,12 7 { ]
8 Bare/Sandy soil 13-15 8 - 9
9 Sea water ? 9 5,6,9-15 2
10 River/Stagment water 1 10 - 1
2%

1 May be some crop

99



The comparison of MSS and TM data sets thus made showslthat
TM data has its marked distinction over the MSS data because of
its greater number of bands and smaller size of the pixels. And
that the use of multi-temporal data are essential for
classification at times is proved beyond doubt by the fact that
for the MS8S data of the month of September separation of
agricultural vegetation from mangrove became impossible both in
unsupervised and supervised approach. While for TM data of
another date. {December) ghis separation was possible because
during that time of the year crop fields were harvested and left
bare for sometime. Thus temporal data sets are essential for
épectral signature identification in an area of mixed surface

features.

Supervised classifications in this particular study area or
in any similar area was not very suitable for spectral signature
identification. Because during Fhe process of choosing training
data sets there might have been heterogeneous pixels within the
polygon., Thus a confusing statistical average would be obtained
which would tell upon the results of_classificatioh. But it
cannol. be denied that supervised process of classification is
very useful in places of homogenoﬁs features and in finding out

area statistics of certain homogenous features.

It was ascertained that unsupervised classification has a
distinct advantage over subervised classification because the
recognition of features are done digitally and this is much
accurate and precise. In the present study a supervised-

unsupervised classification has been found most suitable.
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Becﬁuse, out of 16 classes merging of several groups of spectral

values could be imposed wherever it was found essential.

The process of geometrical correction and registering
technique could be applied for comparing images of different
pixel sizes. Formation of new land or erosion, particularly in
the coasts, could be aetected from this type of studies. Increase
or decrease of'arealof a particular feature type may also be
detected by applying same colour code for corresponding classes

in different images.

The present study shows, as a by product, accretion of land
in certain areas (Fig. 31}. The study and the study area have

been of very importance these days because of the ecological

aspects.

Figure 31 : Land Accretion.
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A.group of environmentalists and ?rofessors of the Uppsala
.University of Sweden has shown keen intergst in this deltaic
coast and is trying Lo take up a study on the area. A TM quarter
scene of Jan 12, 1989 of Bands 2, 3 & 4 as processed and obtained
through the courtesy of Professor T. Lyndell is shown in figure

32.

Figure 32 : TM image (120 m resolution) of Jan 12, 1989.
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The image is histogram stretched and sub-sampled to a ground
resolution of 120 meters. Thé full reéolution (30 m) contrast
stretched TM image as processed by the same Professor is shown in
fiéure 33. Here, mangrove and coastal_eco~system was given

preference.

Figure 33: TM image (30m rescolution) of Jan 12, 1989,
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CHAPTER FIVE
FURTHER SCOPE OF STUDY



5. FURTHER SCOPE OF STUDY

This study will pave the way to cbmpare data sets of SPOT
jFrench Satellite), MOS1l (Japanese Satellite) and Landsat TM
(i.e. data sets of different pixel sizes. Multitemporal data sets
can be studied to monitor crops, mangroves, land accretion and
land erosion etc. In short the ecological changes can be
monitored. Correlations would also be tested between the digital
values of satellite data and theireflectance of surface feature

on real-time basis with the availability of multitemporal data

from the SPOT/Landsat Ground Station of SPARRSO for accurately.

identifyinjg the spectral signatures of the surface features of

Bangladesh,

“ Another aspect of the study is that it will expose digital
processing technique of satellite data to the researchers to
imbibe an urge in them to undertake research works in the field.
One such researcher is a student of the Applied Physics
Department of Dhaka University who is trying to modify some
software for Fast Fourier Transformation {(FFT) and its inverse
which would improve upon the fiitering of images for image
enhancements. This kind of studies will add to the science of
digital image processing and create a technological basg in the

country.

Further works and indepth study of digital image processing
technique will dévelop expertise in thg country so that
appropriate software and'processing;system design may be possible
in future. Also possible will be construction of GIS based on

remote sensing data.
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: Appendgis-l
fCIuLtrrlng Fesults with varicus number of Classes)
(&) Six clacsses.

Starting seed table

CLASS ~ BANDS (MEAN)

-__-...__......_—.__—-....——._-...__...._.-__—...—-......_._.....-_-__‘.__._.__.._._._

1 41, 99 57.99 71. 00
b 51. 00 57. 99 71. 00
3 41. 99 g1. 00 71. 00
4 51. 00 81. 00 71, 00
S 41, 99 86&. 00 71. 00
& 391. 00 8&6. 00 71. 00
Results of iteration 1
CLASS BANDS (MEAN) Pixels
1 41, 99 07.99 71. 00 11534,
. 51. 00 57.99 71.00 70534,
3 41, 99 £l1. 00 71. 00 69454,
4 51. 00 31.00 71. GO 5274,
5 41. 99 26. 00 71. 00 79811,
& 91. 00 B8&. 00 71. G0 4012,
Input statistics to iteration a2
CLASS BANDS (MEAN) ) . Migration
1 40. 76 36. 50 5. 84 17
. 58. 546 546, 31 95, 42 =4
3 40. 85 79.87 71. &5 2
4 30. 76 75. 66 &8. 19 B
] 41. 14 - B7.01 74. 74 )
& 48, &2 88, 13 746. 78 10
Results of iteration 2
CLASS BANDS (MEAN) Pixels
1 40, 76 26. 50 °5. 84 159397
2 o8. 56 56. 31 29. 42 72672
3 40, 85 79.87 71. 25 67244
4 50. 76 75. 66 68. 12 112298
) 41.14 87. 01 74. 74 5695695
& 48, 462 B8. 13 76. 78 14670



Appendis-1l

=)

ot d

CLASS

(Sl B S % N

flesults

CLASS

(o /RIS FL R

Input statistics to

CLABS

[Calid) I -3 P At I

Results

Input statistics to

BANDS (MEAN)

42

&1,
40.
48.
40,
4&.

of

. b4 55.23
89 54. 47
76 80. 20
92 - 71.26
53 86. 68
35 88. 71
iteration

BANDS (MiEZaN)

T T T s s ok e T e 3 = e S it A Al Lt M o o et e o A L L e e . e P S A e

64 55. 23
39 24. 47
76 80. 20
29 7126
53 g86. 48

BANDS (MEAN)

T i 18 o T M sl s e e L e et e L A L o e e o T A o e e e o i

of

2B 94, 32
34 23. 19
2?0 go. 29
37 &8, 35
a7 B&. 27
20 82. 40
iteration

BANDS (MEAN)

=] 24, 32
34 33. 18
20 80. 29
37 68. 35
a7 B86. 27
20 B6%9. 40

RRRIC

iteration

24.
24.
71.
&4,
74
77.

74
7.

iteration

50
20
20
47

21

3
Migration:

4
&.

.
1.
3.

HASLT.
671839,
18357,
L3784
203%&.

q

Migration



Appendis—-1 1
{a) cont’ o

Input statistics to iteration o

CLAGSS BANDS (MEAN) Migration
1 44, @9 33 90 o4, 07 =
2 &6, 38 22. 11 52. 75 3
3 41. 01 80. 14 71. 32
4q 20. 82 &4, 36 &1, 352 4
9 40. 35 89. 92 74.19
[ 44, 31 89 46 76,74 1

Results of iteration 5]

CLASS BANDS (MEAN) Pixels
1 44. 89 53. 90 54. 07  26980.
< &6. 38 | o2. 793 48677
3 41, 01 80. 14 71.32 47080,
q 50. 82 Lb. 36 61. 52 26280,
5 40. 35 85. 92 74,19 60377,
& 44, 31 BY. &6 T, 74 &7

Input statistics to iferation )

CLASS BANDS (MEAN) Migrstion
1 48. 72 03. &2 53, 86 . =,
2 4H8. 746 20. 97 a2, 02 4,
3 41i. 14 79. 39 71.18 .
4q 952,12 &4 91 &0, &5 3.
] 40, 34 B85, 64 74. 07
6 43. 87 B?. 70 76, &7

Results aof iteration &

CLAS BANDS (MEAN) Pixels
1 48. 72 53. &2 23. B& 30Z81.
2 &8, 76 20. 97 a2. 02 4214 4.
3 41. 14 79. 89 71,18 43327.
4 92. 12 b4, 91 &0, &5 29672,
9 40, 34 85 44 74, 07 42399,
&

43. 87 8%9. 70 7467 27684,
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AppeErd a1
Tay contd

Input statistics to iteration 7

CLASS BANDS (MEAN) Migration
1 50,09 £3. 30 93 bé I
=2 71.18 49. 86 21, 28 4,
3 41,21 79. 54 70. 94 .
4 23. 18 43, B6 &0, 04 2,
S 40. 40 83. 30 73,94
& 43. 48 © 8% &3 74, 56

Recsults of iteration 7

CLASS BANDS (MEAN) Pixels
1 20. 0% 33. 30 ‘53 66 0 33P20.
2 71.18 49. 84 21. 2¢ 34410,
3 41. 21 79. 54 70. 94 608667,
4 53. 10 &3. Bb &0. 04 32339.
2 40. 40 85. 30 73. 94 62954,
& 43. 48 B9 43 76, 54 S2615.

Input statistics to iteration 8

CLASS  DBANDS (MEAN Migration
1 o1. 45 2. 97 53. 44 1
2 73. 57 43. 81 350. 59
3 41,17 7%. 23 70.75
4 23d. 85 63,12 59. 59 1
5 40. 60 895. 00 73.B1
6 43. 08 8%. 55 7645

Results of ileration 8

CLAaSS BANDS (MEA4N) Pixels
1 291.4% a2, 97 53. 44 35641
2 73. 57 48. 81 - 50. 59 32348.
3 41,17 77.23 70. 75 . 59914,
4 + 33. 85 &3, 12 o%9. 539 34842,
5 40. &40 B5. 00 73. 81 651426,

<) 43. CB BY. 95 76. 4% 35418,



fppendis -1

() Clustering 8 classss
Starting seed table

CLASS BANDS (MEAN)

1 41,99 63, 00 &0, 00
2 41, 99 63, 00 74. 00
3 51.00 &3, 00 &0. 00
4 21. 00 &3, 00 74. 00
2 41, 99 ad. 99 &0. 00
& 41, 99 83. 79 74, 00
7 91. G0 g4, 99 &0. 00
a8 51. 00 B3, 99 74. Q0
Results of iteration 1
CLASS BANDS (MEAN) . Fixels
1 41, 99 &3, 00 &0. 00 13458,
2 41. 99 &3, 00 74. 00 FARER
3 21. 00 63. 00 &0, 00 724645,
4 51.00 63, 00 74. 00 G394,
9 41,99 B83. 99 &0. 00 RG37.
& 41, 99 83. 99 74. 00 1367002,
7 951, Q0 83 99 40, 00 755,
a 21. 00 83. 99 74. 00 &34 5.
Input statistics to iteration P
CLASS DANDS (MEARN) Migratiaon
i 40, 2 98, &5 97.04 .
2 40. 82 70Q. 90 &7, 94 13.
3 °B. 47 26. &3 35. &3 18,
4 52, B4 70. 09 &7, 22 13
2 40, 19 79. 01 6610 12,
& 41. 05 84. 24 73.76 i.
7 20. 89 74,29 &9, 21 1.3
a8 48. 5 85. 01 73,30 4,
Results of iteration 2
CLASS GaNDS (MEAN) Pixels
1 40, 72 58. 69 57. 04 19444,
2 40. 82 70. 20 69, 94 L8186,
3 58.47 546, &3 95, &3 7206@.
4 22, 8é& 70. 09 L9, 22 3928,
5 40,19 7%. 01 L&, 10 U890,
& 41.05 84. 246 73.76 109140,
7 50. 89 76,29 65, 21 5062,
8 . 48. 95 85. 01 75. 30 19753



Pppendla-—-1 ]
(i)Y ot d

Input statistics to iteration 2

CLASS DANDS (MEARMN) Migration
1 42, 97 S48 2 55. 33 &.
2 41. 24 73. 55 &9, 41 a
3 2. 14 54. 04 93. 85 8.
4 54, 23 &7. 42 63, 40 7.
2 40, 14 79. 44 &7.70 2.
& 40. 57 i, 69 73.93 1.
©7 49, &4 FARN-%: &3 48 7.
8 445, 14 B87. 14 77.17 s
Results aof iteraticon 3
CLASS BANDS (MEAM) Pixels
1 432,97 G54, 22 55. 33 19747,
2 41. 24 7359 69. 41 11174,
3 62. 16 °24. 04 53. 85 H2003.
4 54. 253 &L7. 42 65, 40 10097,
5 40, 16 79. 44 &7.70 27024,
& 40, 37 B4. 49 73. 95 B7912.
7 49, 44 71. 49 63, 48 7H93
8 44, 12 87.14 77. 17 29243,
Input statistics to iteration 4
CLASS BANDS (MEAN) Migration
1 45, 12 54.73 24. 31 4
2 41, 49 7. 99 69, 61 1.
3 65,01 52. 595 52. BS 5.
4 55, 79 a4, 34 &2, 08 7
o] 40, 21 80. 49 68, 45 1
& 40, 30 4. 49 7371
7 47 93 &9, (01 2.10 3.
B 44 41 B7. 94 77. 49 ‘ 3.
Results of iteration 4
CLASS BANDS (MEAN: Fixels
1 45. 12 54.73 54 31 20315,
2 41, 4% 7199 6%, 61 13874,
3 65, 01 o2, 59 92, 89 50402,
4 55. 79 &4, 34 62, 00 20172,
) 490, 21 80. 49 68. 49 26717,
& 40, 50 84. 49 73.71 BOE&2.
7 47.93 6901 &2, 10 @340,
g 44, 41 B7. 24 T7. 69 34077,



Appertda-11
(k) cont’d

Input statistics to iteration O
CLASS BANDS (MEAN) Migration
1 46, 49 53, 36 53. 26 3
=2 42 10 75, 64 69. 55 1
3 &7, 95 o0, 22 21. 74 5
4 b5h. 69 &1, 79 55. 6B 5
5 40, g 50. 99 L8, 68
& 40. &2 g4. 26 73. 956
7 44. &4 &H&7. &7 &2, 11 2
8 43, 52 8. 13 77. &9 1
Results of iteration 5
CLAGS BANDS (MEAN) Pixels
i 44, 49 .53, 3 53. 26 £1035.
2 42, 1Q 75. 64 49, 55 174650
3 &7, 90 00 72 51.74 40442,
- 4 54, 69 q&t1. 79 39. 68 aYlEe
f' 5 40, 08 820, 99 68, &8 23027
o & 40. &2 g4, 2& 73. 95 77019
7 44, 64 &7 . &7 62,11 11%35
B 473, 52 o8 13 77. 69 37295,
Input statistics to iteration &
 CLASS  BANDS (MEAM) Migration
1 47. 66 52. 19 Sz, 34 3.
2 42 2 746, 31 &69. 48 .
3 71.39 49. 39 50. 71 5.
4 37. 34 &0, 05 58, 33 3.
5 3%. 78 B1. 44 &8, 65
& 40,70 g4, 17 73, 40
7 46, 39 bé. 79 &2 01 1
a8 43.10 28, 00 77. 63
Results of iteration &
CLASD BANDS (MEAR) FPixels
1 47, 6Hb 92. 19 52.34 . 20250,
2 42, 29 74, 31 69. 48 20393,
3 71,39 4@, 3% 50. 71 34261
4 57. 34 40, 053 58, 33 35261.
5 39.78 g1, 44 68, &9 22202,
& 40. 70 84.17 73.4Q 730895
7 C 446, 35 bbb, 79 &t 01 138390,
8 43,10 #8. 00 77. &3 39520,



Ppperdds- 1l
) comt’d

Input statistics to iteration 7

CLASS OANDS (MEABM) Migration
1 48. 20 1. 33 51. &4 .
2 42, 40 7L 79 &9, 44 .
3 T4, 42 4g. 23 4. 97 4,
4 o8, 09 58. 83 27. 41 : .
] 9. 57 g1, B2 68. 73
& 40, 70 B4. 04 73. 40 .
7 d4&. &7 &Hé, 00 L1, 71 1.
g 42,95 HE. 02 77,49

Results of iteration 7

CLAGSS BANDS (ME&RN) Pixels
i 48. 20 51. 33 21. &6 18959,
2 42,40 74 75 &F. 44 225368,
3 7442 48. 23 49 @7 29745
4 58, 09 58,83 57. 41 39317,
5 49, 57 glL. g2 &8. 73 21844,
& 40, 7C g4. 04 73. 40 710469,
7 4&, &7 &6, 00 61, 71 15830,
g 432,95 L8, 02 77.49 40061,

Input statistics tu iteration g

clLAass BANDS (MEAN) Migration
1 48, 3¢ 50,65 91.14 1
= 42 43 76,95 &9. 42
3 74. 82 47, 40 49, 44 3
4 o8. 81 57 §7 Sh, 72 o
prd 37 44 gl. 99 4£8. 82
& 40. 70 2409 73. 43 .
7 47 25 &5, a2 &1, 35 1.
g 43, 90 38. 04 77. 4&

Results of iteration B

CLASS BANDS (MEAN) Pixels
1 48. 346 0. 695 51.14 17731.
2 42, 43 74,99 59 42 22208,
3 746, B2 47. 40 49 44 26839,
4 28. 81 57. 87 obh, 72 413354,
> 39. 44 81. 9% &8. 82 22624,
& 43, 70 84,09 73. 43 7C072.
7 47 .25 63, 32 51,35 17992,
g ,

42, 0 s, 04 77. 45 43120,



AT wl=ty T R TR )

o) Clustering with 16 claszspe

Starting

CLAGY

Hesults

ClLASS

41,
41.
S51.
51.
41
41.
51.
51.
41,
41,
51.
51.
31,
a1,
51.

ol

saed

BANDS

41.
41.
o1,
S
41,
41.
ol.
51,
41,
41,
.00
o1,
41,
41,
.00
51,

o1

ol

of

QG
QQ
00
00
Y
FJ; 1'.'.?
(W]
00
G9
i)
OG0
Qo

99

30

iteration

BANDS

29
Q9
Q0
00
QG
O3
GO
Q0
\? l','!
G
Q0
o0
@9
C? ‘\',‘l
00
Q0

table

(MEAN)

G500
25, 00
59,00
59. Q0
71.00
71,00
71,00
71.00
ga. 00
32, 00
bz, 00
g2, 00
87,00

{ Pz )
a3,
29,

1105

.00
.00
.00

00
00

. 00
.00
ele]
. G0
. 00
.00
.00
.00
.00
2,00
. Q0
el
.00

Q0

VE:
&0,
s
&0,
74,
60,
ey

&0, GO

74, 0]

&40,
74,
&0,
74,
&d.
74
&H0.
74
a0,
74,
&0,
74,
0.
74,
&0,
74l

Frisels
8524

4c

109
737,
Sath
TLEoe
243
a4
S

1547,

1:
3477,



Prippenctd -1 1
(C) comtd

Input statistics to iteration Py

CLAGE BANDE (MEAN)

Higraetion.

1 40, 44 23, 98 4. 25 &,
- -

[l B BN B A N R

37,44
99, 24
58. 47
41,40

Ha)

. 04

H

Y. oo

B
54

N
N e g O

03

71,33

54, 74
£9. 47

L3015

41, 08 . oY QAT o
53, &8 L7013 &1, 0a W
o1, 71 270 &G 70 ¢l

49. 02

20, 14

bh, =3

1 40. B3 tl. 40 273 el
1 50. 0& .95 &G, £ G
12 44,10 H€1. 23 T3 A ch
13 d%. 90 Bé, &3 a&. 44 &
14 41. 28 87, 84 73,15 a

47. 83
43, 30

B37. 08
BH. 646

Results aof iteration

Claks

1

BANDS

40. 44

(MEZANY

53. 24

65, 1é
Tl G

T

Had. 25

Fizels

12094,

P 37. 46 a9, 0é V103G 545,

13

16

3%. 36
od. 47
41. 40

41. 83

od. 48
5121
49, (&
40. 23
20. Q&
4. 10
39. 20
41. &9
47,33
48. 30

59,03
&0, 88
71. 24
74,89
&7.13
T 70
w14
g1. &0
738. 95
831, 23
ta. 63
7. 66
87 08
Y8, bé

I1é

D474
&7, 47
H4. 1Y
70,47
&al. I
67N
b6, 23
WFE 73
TR
7G40
by, 1)
TS5.015
Lo 16
Fé 97

SUB&T
15703y,
3174

10210

11454
1548,

128%Z.

55317
1598,
L57¢&
45330,

At

214

1170,



CRnpeEndd -1 T

{0}

cont

of

Input statistics tu iteration

CLAGS

d

190
11
12
13
14

=
o

14

BANDS (MEAR)
e
38,
&,
5%.
42
41,
53
S0,
39,
40.
44,
44

S

[
40
44

45,

Results of

Cl.ASS

1

"y
.

43

R

173
14

18

1&

37
31
&
o7
o
03
el
EL)
g8
50
13
7
44
80
et

93

it

BANDSE

45
38.
it
B9
3z,

41.
53,

o2,
39,
40.
44,
4ér,
3%,
4.
4é,
435,

89
31
T
o7
0z

k)
et

[ I SR R
[N AN N ]

~d e
N

44
(210
g
93

=~y
Py o

&1

=
N

an.
7
T
&,
T
79,
o2

VAS)

g1,
(¢,
87,
g6

859

eratiun

{PMEARD)

bele 52. 65
o7 63, 93

45 53,
70 &3,

70 &4

12 &%

&5 &HU

& ii? 7 .
a9 &7

15 73

s &7,

7 74

00 &
o4 75,
57 &7

70 78

Py
e

&1,

[
Al

&0.
70

7 e
&4
7.
7y
02,
74,
81.

g%.

23 S5d

w2 63
4% D3,

70 &3.

70 b4

12 &5,

&9 &0
&0 &7

23y &7
15 73,
05 &H7 .
72 74
S 00 &8

54 75

27 &7

55
1485
.01
57
R #le)
-5
&l
.07
7.0
&)
74
O
Su

Cde

Migration

.
bR

LT B S R R &

r
[

Fixels

.85
o
29
16

.01

&7
00
A
H1
07
Oé

]
o
[ret]

7t
. 08
D

it

70 T,

1544,

G158,
40062,
1ai1a4d,

L0134

10016,
1610

- nT20
13608,
452847,
G130,
11 70%,
G
CA0I6
1124,

1&H04&,



Fppend -1 1
) contd

Input statistics to iteration 4

CLASS BANDS (MEAN) Migration
1 44, 98 51, 04 21. 93 4
2 40, 49 61. 35 60. 47 o
3 &5, 63 51. 68 o2. 28 b
4 28. 45 07. 86 o9. 28 ]
S5 42- 89 70. 72 &4, 03
& 40, 84 746. 60 70.19
7 °2. 87 63, 74 28, 86 2
3 23. 14 71. 61 &5, 98 3
9 39, 86 B80. 22 &8. 00
10 40. 29 2.2 73: 20 .
11 47, 03 77.87 &7. 56 1.
12 45, 33 ga, 20 75. 33 2.
13 39. 2 85. 89 70, 2 1,
14 40. 80 87. 34 74. 93 .
15 45, 77 B&. 45 69. 69 =,
16 44 43 0. 19 78. 32 1

Results of iteration 4

CLASS BANDS (MEAN) Pixels
1 44 98 21. 04 51.93 13844
= 40. 49 &1, 35 &0, 47 2018
3 &5. &3 51. &8 52. 28 38994
4 58, &5 59. 66 29. 28 23445
S 42. 89 70. 72 © b4, 03 5324
& 40. 84 7&. 60 70. 19 14405
7 o2, 87 &3. 74 58. 846 11493
8 23. 14 71. 61 &5, 98 3490
9 39. 86, 80. 22 68. 00 14108
10 40, 25 a2. 27 73. 20 34975
11 47,03 77.87 &7. 5346 2984
2 43. 33 2. 20 75. 33 15906
13 39. 23 B5. 85 70. 25 148062
14 40. g0 g7. 34 74, 93 33225
15 43. 77 86. 45 LT, &9 3093
14 44,43 ?0.15 78. 32 17279

11

—



Appendis -1y
ic) cant’ o

Input statistics to iteratian 2

CLASS BANDS (MEAN} Migration
1 446. 33 20. 22 51.37 p
2 41. 89 &0. 50 2%. 21 3
3 &H. 77 49. 92 21.19 &
4 28, 31 5H. 47 37.30 3
2 42. 88 70. &4 &4, 146
& 40, 73 74, 85 70. 31
7 23. 02 63, 90 29. 24
a8 23. 91 70. 57 &4. 83 2
9 39. 74 80. 50 &8. 2
i0 40. 03 B2. 18 73.17
11 44, 57 77.70 &7. 98 1
12 44, 39 B2. &5 75. &8 1
13 39, 24 B85. 74 71. 03
14 40. 84 87. 39 75.17
15 45. 54 846. 41 71. 05 1
14 43. 87 20. 30 78. 14

Results af iteration o]

CLASS BANDS (MEAN) Pixels
1 44, 33 20. 22 21. 37 14203.
2 41. 89 &0, 50 59. 21 5942,
3 &68. 97 49 92 °1. 19 33076.
4 28. 31 58. 47 57.30 29078,
S 42, 88 70. &4 64, 14 5470.
& 40. 73 74. 85 70. 31 142932,
7 53. 02 63. 90 99. 24 12029,
B 23. 91 70. 57 &4. 83 3749,
9 39. 24 g80. 530 68. 23 14047.
16 40, 03 82,18 73.17 35820,
i1 44, 57 77.70 &7. 98 3741,
12 44, 39 B82. 69 75. &8 18207.
13 d9. 24 85. 74 71,03 16809,
i4 40. B4 87. 39 75.17 28068,
15 43. 54 B6. 41 71. 05 4843,

146 43. 87 70, 30 78. 14 17013,

11w



Frpendis-1 1

o BT YO

Input statistics to iteration éa

CLASS BANDS (MEAN) Migration
1 47. 47 49, 464 20. 95 2.
2 2. 61 59. &4 28, 47 2.
3 2. 33 48. 51 20. 30 2.
4 S8, 63 $57.43 96, 42 =.
S 42 57 70. 63 64. 346
& 40, &2 74. 91 70. 39 )
7 23, &9 &3. 83 - 539,53 1.
8 24, 22 &9. 91 &4, 18 |
7 39. 96 80. &2 &8, 24

10 4G, 13 gz, 02 73. 01
11 4é4. 446 77. 44 68, 11 .
12 43,78 - B3, 1& 75. 34 1.
13 39,11 85,77 71. 45
14 40. 81 g7. 63 75,42
15 45, 38 E&4. 40 71.83
1é 43, 69 - 0. 44 78. 06

Results of iteration &

CLASS BANDS (MEAN) ' Pixels
1 47,47 49 464 50. 95 14i17
2 2. 61 97. 64 58. 47 7087
3 72. 33 43. 51 50. 30 28865
4 28, 63 57. 43 26, 42 32123
2 2. 57 70, 63 &4, 36 9609
b 40. 62 T4 91 70. 35 14130,
7 23, 69 &3. 83 59. 53 i3205.
=] S54. 22 LY. 91 &4. 18 3933.
9 39. 96 80. &2 68, 24 15374,

10 40, 13 2. 02 - 73.01 31732.
11 46, &4 77. 44 68,11 4087.
12 43.78 83.164 - 75. 94 19321,
13 39. 11 B5. 77 71.45 20148.
14 40. a1 87. 63 75. 42 26293,
15 45,38 8é. 40 71. 83 6256,
14 43, &9 50Q. 44 78, 0& 155664,

420



Appendis-1]
() cant

Input statistics 1o iteration 7

CLASS BANDS (MEAN) . Migration
1 48. 43 4%.10 50, 55 1
2 43. 47 28. 91 57. 91 =2
3 75.30 47. 34 49, 54 4
4 99. 33 546. 99 55. 81 2
] 42, 38 70. 44 &4, 38
& 40. 58 74, 96 70. 37
7 54 27 &3, 32 59. 53
8 54 22 &%, &0 &3, 82
9 40. 04 80. 86 68, 35

10 40, 139 H1.73 73,10
11 44, 55 77.24 &8. 146 .
12 43.15 53. 435 74, 26 1.
13 39. 06 B5. 33 71.71
14 40. 82 g7. 92 75, 4%
15 4%, 24 84, 28 72. 29
16 43. 83 0. 60 78. 11

Results of iteratiaon 7

CLASS BANDS (ME&N) Pixels
1 48, 43 49. 10 30. 35 14004
2 43. 47 53. 91 57. 91 834&0.
3 75. 30 47. 36 49, 54 23733,
4 59, 33 54, 59 235, 81 32981 .
S 42. 38 70. 44 64, 38 5673,
& 40. 58 ThH, 96 70. 37 13945,
7 594, 27 &3, 32 59. 53 148003.
8 54, 22 &9, 60 &3, 82 4184,
2 40, 04 80, 84 &9, 35 15308.

10 40. 39 H1, 73 73. 10 30814
11 44, 53 77. 24 6814 434D,
12 43. 153 B3. 45 76. 246 184673,
13 39. 04 g85. 535 7171 22720,
i4 40, B2 87. 92 75. 49 258546,
15 45, 24 g6, 28 72. 29 L5949,

14 43. 83 20. &0 78. 11 14442

Premature quit because of minimum migration limit



Sppergin-1l
() Clustering with 14 classes ard migratice Timit OU%,
Btarting seed table

CLASS BANDS (MEAN)

1 41. 99 53, 00 60, 00
= 41.99 55, 00 74. G0
3 21. 00 39.00  60.00
4 - 951.00 55. 00 74. 00
2 41. 99 71.00 &0. 60
& 41, 79 71.00 74.00
7 21. 00 71.00 60, 00
g 21. 60 71.00 74.00
9 41. 99 Ba2. 00 40. 00
10 41. 99 B2..00 74.00
11 31. Q0 Ba. 00 40. 00
a 21. 00 32. 00 74. 00
13 41. 99 g7. 00 60. 00
14 41, 99 g7. 00 74. 00

15 51. 00 E7.00 &0. 00
15 21. 00 B7. 00 74. 00

Results of iteration 1
CLASS BANDS (MEAN) Pixels
1 41. 99 55. 00 &0. 00 83524,
o 41, 99 53. 00 74. 00 14,
43 21. 00 35, 00 &0, 00 61983,
4 31. 00 39. 00 74, 00 17.
3 41, 99 71. 00 &0. 00 7627
& 41, 99 71.00 | 74. 00 4229,
7 o1. GO 71. 00 &0, 00 10928.
8 31. 00 71. 00 74. 00 737.
) 41, 99 B2 00 &0, 00 b2b4,
10 41. 99 82. 00 74, 00 713552,
11 51. 00 g2 00 60. 00 2473,
12 91. GO a2, 00 74. 00 2492,
13 41. 92 - 87. 00 &0. QO 623,
14 41, 99 a7. 0o 74, 00 L1247,
15 31, 00 87. 00 &£0. 00 12,
14 J1. 00 B7.00 74. 00 3477.



Gppendin-11
(Y cant o)

Input statistics to iteration prl

CLASS BANDS (MEAN) Migratian
1 40. 45 53. 96 54. 225 8.
o 37. 46 &0, 04 71.33 2.
3 29. 34 25.03 94. 74 13,
4 58. 47 &0, 88 &9, 47 17.
2 41. 40 71,24 &4.15 4,
& 41. 09 74. 59 70.47 _ .
7 23. &8 &7.13 &1. 38 7.
8 91. 91 72.70 69. 70 4.
? 40. 02 B80. 14 &4, 23 10,
10 40, 89 B1. &0 72.73- 2.
i1 20. 06 78. 95 &5.84 Y.
12 4910 81. 23 7363 3.
13 37. 90 Bé&, L3 béa. 40 : 8,
i4 41, ¢ §57. 8é 75.15 o
15 47.483 B7. 08 63. 146 .
14 48, 50 88. 46 76,97 7.

Results of iteration 2

CLASS BANDS (MEAN) - Pixels
1 40. 44 - 53. 98 54. 25 12094,
2 37. 44 &0, 0& 71,33 543,
3 59. 34 93, 03 54, 74 SHEB47T.
4 58. 47 &0, 81 &9 47 14639,
5 41. 40 71. 24 64,15 S179%.
& 41. 08 74. 59 70. 47 10210,
7 93, &8 &7.13 61, 38 16154,
8 51. 91 72.70 &%.70 1564,
? 40, 02 . 80,14 66. 23 12892, .
10 . 40. 85 Bi. &0 72.73 25312
11 50. 0& 73. 95 &5, B4 1394,
i2 49,10 81.23 73. &3 6HB74.
13 39. 90 86863 &6. 40 a4zZ30.
14. 41, 28 87. 86 73.15 49944
15 47.83 87. 08 65. 16 214,

16 48. 50 g8, 44 76, 97 11208,



ABppendia-Tl
Tl wcont o)

Input statistics to iteration 3

CLass BANDS (MEAN) Migratiaon
i 42, B89 2.2 2. 85 b
=y 38, 31 &1, 92 63. 93 10
A &62. &b 23. 45 53. 55 &
4 52. 07 &60. 70 &3. 16 7
] 42. 02 70,70 &4, 01 1
& 41,03 7512 &9. 97 P
7 53. 2 &4, &5 &0, 00 14
8 J2. 464 7. &80 &7. 45 2
7 4%, 89 79,89 &7. 61 1

i0 40. 50 g2, 19 73. 07 1
11 48. 13  78.05 &7. 06 4
12 45,72 g2i.72 74, &1 3
13 39. 44 8&. 00 &8. 78 3
14 40. 80 -87. 54 75, 08 )
13 45 28 Bé&. 57 &L7. 58 4.
14 435. 93 82. 70 78. 32 4,

Results of iteration 3

CLASS BANDS (MEAN) Pixels
i 42, B9 2.2 o2, 85 13449
2 338. 31 &1, 92 &63. 93 3158
3d &2 44 3. 45 . 23. 55 480462
4 2%. 07 &0, 70 63,16 12184
2 42, 02 70. 70 &4, 01 o013
& 41,03 Th 12 &7, 97 13014,
7 04, 25 L4, 85 &0, 00 14512,
8 52. 4646 7260 &7. 45 2720,
Q 3%9. 89 7%. 89 &7. 61 13408,

10 40, 30 8215 73.07 43269
11 48. 13 78. 05 &7. 06 2120,
12 44, 72 g1L. 72 74, 61 11733,
13 39. 44 Bs&. 00 &8, 78 9522,
14 43¢, 80 87, 54 /5. 0B 40281
19 .. 44. 28 84, 57 &7, 58 1124,

16 45. 93 89.70 78. 32 14046,

1o
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T} cont )

Input statisticy

N
ClAGs

1

T O
= L T

on

~

3

10
11

12

13
14

[
o

1{'}

Results

ClLAss

44,
40,
6H5.
S5,
4,

440,

10
i1
13
14
15
16

P

BANDSG (MEAND.
44,
{0, 477
L&

..
-
O ©

oo on I

.

Gorh

F S NI
0 I R

cf iteratioun

0 ]
FONJR RN REE

P4

S &H
2y
e
57
i4
B
=5
03
33
27

B0

7T
.44

Lo
ol

=1,
el
<

=

7

iteration

04
35
&H
b

7

4. 40
.74

&1

—1ry

K

.27

ks

)

L 20

BANDS  (MEAMN)

oy

Sa.
5%
9.
4,
47,
43
39.
40,
45,
44,

T
44
&3
&5
g9
24
37
14
Bé
=5
03

5
el
a1
w7
.
T
&3,
71.
549,
£l
i
£
v
B7.
B4,
%30,

'5.d5
;36
A4S

15

04
]
&8
b
7
&0
74
&1
=
27
87
20
=]
dé
45
15

51.
60
52
Y.
634,
70
5i3
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FResults of iteratiaon

CLLABS BAMNDE  (MEAN? _ Fixels
i 6. 33 B0, D S1. 537 14800
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6897 45 S D11y TERGT A
T2 H5&. a7 5%, 30 DOO7,
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Input statistics +o iteration £

CLASS  BANDS  (MEAN)  Migration
1 47, 47 49, 64
o az, &1 5. 64
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CLASS BANDS (ME&M) Fixels
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{ey Clustering with 32 clasces
Results of iteration 1 Starting sesd table
CLASS  BANDS (MEAN) ' Pixels : CLASS  BANDS (MEAN)
i 41. 00 7.99 26. 99 £431. 1 41. 00 57 99 54. 99
2 41,00 27.99 71i. 00 421. o a4i. 00 57 99 71. D0
3 41. 00 57.99 74. 99 7. 3 41 00 57 99 24 99
3 45. 00 °97. %% o6. 99 1473 A 45 00 57 99 54 99
5] 45. 00 37.99 71i. 00 769, 5 45 00 57 99 71. 00
L=} 4%. 00 37. 99 74.99 ) & 45 0O 57 99 74 99
7 9&. 99 97. 99 24. 29 56060 7 56. 99 57.9%9 26. 99
B8 54. 99 57. 99 71, 00 691. 8 54, 99 57 99 71. 00
2 54. 99 57. 99 7499 7. o 54 90 57. 69 74 99
iv 41.00 81i. 00 26. 99 1220 10 41. 00 81 00 S5 99
i1 41. 00O 81. 00 71. G0 43129 11 41 OO0 81. 00 71. 00
i2 41. 00 81. 00 74. 99 14453 12 41 00 21 00 74 99
13 45. GO 81. 00 S54. 99 1360 13 45 00 21. 00 54 9Q
14 45. CGO 8l. 00 71. 00 84609 14 45 00 S1. 00 71 00
15 435. 60 g1. 00 74. 99 4412, 15 45 00 81. 00 74 99
i& o2&, 99 £1. 00 56. 99 519, 14 56 99 81. 00 S5 99
17 54. 99 g21. 00 71.00 830. 17 56 99 81i. 00 71. 00
1 56. 99 81. 00 74. 99 70. 18 54 99 S51i. 00 74 99
i9 41. 00 B&. 00 ob. 99 48, 19 ii. OG €&, 00 56 99
=0 4i.00 8&. 00 71.00 239495, > 1. 00 85 00 71 00
2 £1. 00 B&. 00 74.99 37513. o 41, GO 84, 00 74 99
a2 43. 00 846, 00 56. 9% i4. o5 im 00 g6 00 56 9F
=23 45, 00 &56. 00 71,00 34469, =73 45 00 26 00 71 00
y 500 86. 00 74. 99 14502, o4 45 00 g6 00 74 99
2% 94, 99 846. 00 06. 99 1. o5 3L 99 g4 00 5499
24 S&. 99 8&. 00 71.00 27. o4 54 99 84, 00 71. 00

o7 S5&. 99 86. 00 74.99 175. 5 56 96 86. 00 74 99
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Results of iteration a . Input statistics to iteration b
CLASS BANDS (MEAN) Pixels CLASS EANDS (MEAN) Migration
1 3641 55. 80 55. 40 &73 i 3B8. 41 55. 80 55, 40 &,
Z 3%. 31 b4, &3 &&. 69 1844 = 39. 31 b6, 63 bb. 6P 14,
3 36.71 &&. 14 75. 00 115 3 38. 7i bé. 14 75. 00 iG.
4 48 3 S8. 44 5&. 69 1&£557 4 4g. 35 58. 44 .54 &9 4.
s 48. o1 Lo, 89 &6. 07 3244 5 48. 01 &b6. B89 b6, 07 16.
& 46, 3 & 3 74, b4 50 A 44,33 &7.83 746, 66 12.
7 &0. 09 5591 55. 19 5012 7 &0, 09 55. 91 55. 19 &,
8 57.13 &5. 57 &5. 9¢ 2981 = 57.13 &5.57 &5. 90 12
3 82,14 &4, 71 75, 28 o4 G &2, 14 &4, 71 75. 28 12. -
19 27. 94 74.59 &2. 70 35893 io 39.94 74.59 2.70 13.
11 39. 94 79. 465 70. 15 308%1 11 39.%94 79 45 70,15 3.
iz 40, A3 Bi. 40 S. 04 25794 12 40. 63 Bi. 40 73. 04 ' )
13 4753 72. 08 L2, 24 3499 i3 47. 53 72.08 2. 24 16.
14 45 75 78. 146 59, 84 7393 15 4575 78. 14 &£9. B4 4.
15 45 50 £21.32 = 57 7530 i3 45 59 81. 32 735.57 1.
ié 5&. 33 71.32 &1, B8 3560 = S54. 323 71. 32 &1. 88 15
i7 37. 05 74. 52 67,53 559 17 =7.08 74,52 &7. 93 9.
= &60. 58 80. 54 5.34 124 12 £0. 982 0. 54 5. 34 4.
i 40, 53 B4, 00 61,97 6573 ie 4G, 53 E6. Q0 &1, 97 3.
20 39. 65 g4, 02 71.57 24404 20 3%. 65 B85. 02 71. 57 1.
o1 40 41 87. o5 76 03 284590 =21 40 41 87. 28 746,03 2.
22 4& 40 86, 93 &1, 44 53 2= 44,40 B&. 93 b1, 446 &,
22 45 2 8b. 38 71. 75 8573 =3 45,34 8s. 38 71.75 1.
24 45, 64 88. 13 77.29 14672 24 43, 54 €5. 13 77.29 =
25 55. 99 83. 99 &4, 00 a5. 2= 2. 97 &3. 7% 54, 00 10.
24 63,13 8&. 28 71. 39 111. 26 4£3. 13 B6. 28 71.39 &,
27 &1.92 B8%. 72 78. 45 165, 27 &1, 93 B8%. 72 78. 45 12
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9

Results nf iteratian

Input statistics to iteration 3
CLASS menps ANy Pixels CLASS  BANDS (MEAN) . Migration
1 32. 18 S1. 468 o2. 40 7875. - =4 2 5 40 7
2  39.05  &7.45 &5 10 2503, L s At b 5
3 36. 20 &%, 50 73. 26 364, = 3&'20 L9 50 3. 54 7.
4 50. 10 58. 11 56.53 19198 2 co 10 se 11 St 55 5
o 48. 43 &h. &6 64, 62 3421, = 48-43 b, b6 68 62 =3
6 46. 35 71,11 75. 54 281. N 16 95 21 11 35 54 a
7 62. 35 23. 82 53. 71 42291, 2 52'35 53 go 53 71 5
8 58. 08 63. 16 63. 23 5327. & o5 o5 i3 16 a3 23 e
@ &B. 25 &67. 50 70. 95 284, o ;B o5 &7. 50 7095 173
10 39. 79 74. 77 &4 66 5339, i 3;:79 74 77 &4 &b ey
il 3%. 79 7%. 87 59. 54 24551, i1 35 78 79. B7 7. 94
12 40. 49 B81.98 74. 34 25441, 15 30, 49 gi 5g 7&. 734 1
13 47. &b &7. 85 61. 87 3%71. 13 47. &b 6% 85 hi. B7 2
14 44 92 78. 21 69. 67 8202. 14 44 93 78 ot &9 67 1
15 45. 33 g21. 93 75. 27 10409, 15 45 133 g2i. 93 75 27 1
1& 56, 54 &b, 44 &60. 15 7273. 14 S& 54 Lh 44 L5015 é
17 96, 07 74.32 67.83 B875. 17 sS4 07 74 30 &7. 83 i
18 61,53 20, 49 74. 30 147. 18 51 5 80 49 7& 30 1
ig 3766 - 53. 88 b4, 94 4153. E? 55 464 83 84 L4 94 5
20 3%.17 B85. 84 71. B6 22050. 50 35 17 25. 84 71. 86
21 40. 25 857. 79 756,15 263464, 21 40 08 g§7. 79 745 15 )
22 446, 07 84. 44 63. 20 231. o &5 07 84 &4 &3, 20 4
23 44 77 B4, 13 "72. 41 11229, e 44 77 6L 19 72 41 i
25 54. 52 81. 2 &9, 47 114, 55 54 52 gi] 2 &5. 47 5.
e &8. 17 Bz. 57 71. 00 119, =6 6B 17 o 57 71. 00 ~3
2 6£5. F7 7. 36 80C. 64 190. o7 55, 97 52 14 80. &4 a.
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Results of iteration A Input stetistics to iteration 4
CLASS  BANDS (MEAN) Pixels e EANDS MEeN misration
1 41.02  49.47  50.60 815 Lo ALo2 4947 50.60 5
5 , ° : 2 3867  &6.03  63.32 3
= 38. 67 64,03 63. 3 28%% -
3 , 5 3655  72.51 72 16 4
3 36.55 72,51 72 16 1348 >
Z ey am - m 4  51.50 57.59  56.2 2
1.50 ° 57.59  56.28 20431 22 D2 o
= 45 B7 & D - - = > 45. 87 &6, 25 &4, 32 1
7 (9] &b6. 2 4. 32 3945 ]
6 4z 7o ; &  44.70  73.51 74 34 5
73.51 74,34 1261 -
64.65 52,06 5246 38362 5
& oo og B 59.23  60.72  51.40 5
5¢. 2 60.72 . &61.40 85173 Sy , :
o o5 S 7276  &6.B2 64,55 10
72,7 &6, 83 64. 55 1126 15 ~o Of 75 4¢ LS 78 i
10 39.96 75,46 6578 7051 ;o 2nre oo S9! :
11 39 77 7 11 32. 77 80, 07 70. 35
86.07  70.35 £0722 .
12 40.41  81.97 74 11 23879 2 2041 BlL97 7411
i3 a- e 13 47.41  &B. 66 6111 2
7417 68 66 6111 4386 '
14 44 =0 - ; 14 44.50  78B.12 . 69.76
768.12  &9.76 7592 207 booan ge s .
15  44.97 82,33 75 57 12059 oo ST B2 2 5
16 54, &G 54. 05 58 B9 B&02 16 35, 65 &4, 05 58. 89 3
17 54.88  73.00 47.17 1275 17 3388 73.00 6717 3
1e 53.78  B81.62 74 02 510, 18 =%.78 gi ZE ?2 3§ o
15 39,21  92.62 6653 6730, Yo Srd  Fes ool =
20 35.84  B5.82 7203 21488, =0 9.8 e A
Z1 A0, D 5 : oy =1 40. 24 H7.78 76, 20
= 0. 24 27.78 76. 20 22654, - = =
23 44,21 B6.45 72,68 14093, 2 el 5523 & 59 i
24 44.78 B9 23  7B.57 14889, =t 4478 8723 7
= Y - oo 25 52,44 79853 56,37 4
[=) /9. 53 eb. 37 371. 24 71 073 81 - 71. 02 4
25 71.03  ei o0 . 2 .03
A 130, o7 &8.67  95.04 2. 56 7

=7 &8. 67 5. 04 2. 56 ~ 185,
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Results of iteration 5 Input statistics to iteration S
CLASS BANDS (MEAN) Fixels CLASS BANDS (MEAN) Migration
1 42 22 48. 65 4%, 84 7354 i 2. 22 4g. &5 49 84 2.
2 38, 36 L3. 64 61. 42 3358 =2 38. 36 63. 64 b61. 42 4.
3 37. 87 74, &5 71. 5& 2744, 3 37. 87 74, 62 71.56 4,
4 S52. 42 56, 57 55. &0 20823 & o2, 42 946. 57 22. &0 2.
2 4%, 47 &6.17 b4, 06 43468 S 49 47 b6, 17 &4. 06 .
& 44 10 75.89 73. 60 2340, b 44 190 75. 89 73. &0 3.
7 b6b6. 25 50. 73 51. 47 30748, 7 &5, 995 50. 73 51. 47 4,
=] &G, 13 59. 14 5993 111469, g8 5013 52. 14 29,93 3.
¥ 7i.90 o2, 71 &5, 61 2319, g 74,90 &2, 71 &0, &1 10,
1G 40, 28 - 75. 38 &6, 30 7366, iDp 40 28 73. 38 &4, 30
i1 3%. 83 80. 39 70.70 = 19605, 11 3%. B3 80. 39 70.70
i2 40. 35 B1. 89 74.04 22527. 12 40. 3 81.89 74, 04 ;
13 47, 41 &7. 33 &0 35 4980, i3 47, 41 &7. 33 &0, 35 2.
14 44 44 78. 44 &9, 93 7209, 14 44 44 78. 44 69, 93 .
15 44 44 82. 89 75. BO 114472, 5] 44 K4 82. 89 75. 80 1.
16 56. 59 &2, 96 o8. 19 0462, 1& 24. 59 a2, 96 o8. 19 1.
17 34. 73 71. 58 646, 38 1589. 17 54 7 71. 98 b&. 38 2.
18 29. 24 g2, 17 7400 242, i8 o%. 34 g2 17 74. 00 1.
19 3%. 26 B2. 27 67.14 7651, 1g 3% 2 Bz. 27 67.14 1.
20 38. 72 85. 95 72. 22 19929, 20 3. 72 85. 95 2. 22
21 40, 06 8BY. 87 746,41 124&48. 21 40. 06 B7. 87 76. 41 .
.22 44 44 82. 03 b4, 74 122, 22 34 44 Egz2. 03 &4. 74 2.
23 13 . 76 86. 5% 7. 92 17540, =23 43, 76 BH&. 59 72. 92
P=] 44 64 89. 45 78. 69 14656, &4 44 64 7. 45 78. &9 .
25 20. &6 77. 48 bbb, &2 1025, 25 20. &6 77. 468 bbb, &2 4,
2 71. &3 8O. 17 71. 39 163, 26 71. 63 20. 17 71. 39 L.
=7 70. 64 F7. 34 84, 36 190, 27 70, &4 S7. 34 84, 36 -b

o

o
L

I:LI-’-G
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(2} Contd
Results of iterstion 6 Input statistics to iteratien &
" CLAGS BANDS (MEAN) Pixels CLASS BANDS (MEAN) ‘ Migration
1 42. 79 48. 14 49 41 7499 i 42. 79 45. 14 49, 41 1
2 J8. S8 &1. 46 29. 98 3776 2 38. 58 &1, 46 59.98 3
3 38. 446 73. &4 71.25 40467 3 38. 46 75. 64 71.25 1
4 53. 40 S3. 97 24, 80 20822 4 53. 40 25. 97 S4. BO =
S 49 84 &b, 02 63. 79 4249 5 4% . 84 &E. 02 &3. 79
& 42 83 77.17 73. 36 2080 & 43. 83 77.17 73. 36 1
7 68. 94 4%, 54 20. 39 29614 7 &5, 94 49, 54 50. 59 4
a8 &0, 79 58. 01 58. 62 13401 g &0. 79 Sg. 01 58. &2 3
G 7476 28. 59 57. 846 4151 G 765.76 58. 35 7.86 (2
10 40. 38 75. 03 hb. 29 7118 id 40 .38 75. 03 &6, 29
ii 3%9.87 80. B6 70.86 16519 11 3%. 87 20. B6 70. 86
iz 40. 25 2. 06 74. 05 21485, 12 40. 2 B2. 06 74. 05
13 4765 &5. B9 5%@. 74 5720. 13 47 .69 65. 89 5. 76 2
4 44, 146 78. 83 70. 15 7980. 14 44, 16 78. 83 70.15
is 44, 34 B83. 05 76. 19 10877. 15 44 356 83. 05 76. 19
ib o&. 11 &2, 62 o8. 14 10252, 1& 56.11 &2, 62 S8. 14
i7 55. 63 7G. 32 65, 61 1774, 17 5. 63 70. 32 65. 61 2
ie 59 24 B2. 34 73. 91 =54, ' i8 5%. 246 = 34 73. 91
i% 39,10 g52. 12 &7. 32 B&78 1% 32 10 gz 12 67. 32
=0 38. 5% 86, 13 72. 31 20273, a0 26. 8% 846.13 72. 31
Z1 27, 86 87. B& 76. 66 1B&0Z. 21 39. B4 £7. 86 76. 6& :
22 44 02 81, 34 &5. 51 18%6. 22 44 02 81. 34 45. 51 1.
24 43. 446 84 73 73. 18 17938. 23 3. 446 54,73 73. 18 :
24 44 43 32. 50 78. 71 14131, o4 44 &3 5%. 50 78. 71
=25 4%.18 75. 79 &b, &b 20468, 2 4718 75.75 bbb, b6 3
2h 72. 03 78. &8 70. 87 200. R=: 77 03 TS 65 70. 87 )
27 71 .32 = A g5. 54 188. 57 7i. 32 8. 79 BS. 54 3
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Resuits of iteration 7 : : Ingut =stztistics to iteration 7
CLLASS BANDS (MEAN) FPizxels CLags BANDS (MEAN) Migration
i 43, 02 47. 67 4%. 03 6503 i 4302 47. 67 49, 03 i.
2 48. 93 5%. 71 58. 93 4105. = 38. 93 °o9. 71 58. 23 3.
3 38. 48 76. 31 71. 01 5106. 3 S8. 68 7465, 31 71.01 1.
4 S4. 37 24, &7 D3. 98 19572 4 4. 37 4. 67 3. 98 .
5 4%2. 88 65. 97 &3, 61 4143, 5 4%. 88 65. 27 63. 61 .
& 43.72 78927 73. 21 7385 & £43,. 72 78. 27 73. 21 1.
7 7C. &5 48. 36 49. 71 204462 7 70- &4 48. 346 49. 71 3.
8 &1, 52 7.a2 57. 4% 15664 8 &1, 52 57. 22 27. 49 2.
Z 7d8. B& 24.97 23. &b 6484 g 78.B6 S4.97 55. 66 7.
id 4. 22 4354 b6 14 &7487 ig 40, 22 74,54 66. 14
i1 3%. 83 E1. 22 71.01 16450 11 39. 83 sgi.22 71. 01
12 49,17 BZ. 18 74,09 20708. iz 0,17 82. 18 74. 09 .
13 47. 84 a4. 50 29, 32 64468, 13 47, B6 &4. 50 29. 32 2.
14 43. 89 79.43 70. 33 7039 14 43. 89 79. 43 7G. 33 1.
15 44, 50 B3 i9 76. 44 10706 i5 45, 50 B3 19 76. 44 o
16 23.72 2.1t 58, 52 11832 16 25.72 62. 11 58. 52 1.
17 57. 00 &9. 08 b4, BO 2111 17 57. 00 4&9. 08 &4. BO 3.
18 5%. 39 E2. 3B 73. B1 314 =4 9. 39 g2. 3e 73. 81
19 38. 97 81. 94 &7. 58 B8&4 19 3. 97 81. 74 b&7. 58
20 38. 53 B&, 31 72.41 18790 =y 3E. 55 B6. 3t 72. 41
21 3%7. 84 B7. 75 74. 93 1B287. 21 3%, 64 87.75 746,93 .
2z 43. 50 g0. 88 b6. 06 2893, 2z 432. 50 80. 88 &6. 04 1.
23 43 38 B&. B8 73. 26 17613, =3 4%. 38 Bé6. 88 73. 2 .
=4 44 77 82 57 7E. &5 13321. =4 44 F7 g3. 57 78. &5 )
29 48. 18 74. 30 &6, 9B 2B22. =9 48 1B 74. 30 &6, 5B 2.
26 72. 55 76. 83 67. 63 247, 26 72. 55 7h. 83 6963 3.
27 72. 34 9. 98 846, 58 185, 27 7= 7%, 98 B4 3.

. 34
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Results gf iteration 8 Imput statistics to iteration 8
CLASS . BANDS {MEAN) PIKEIS CcLASS BEaNDS (MEAN MlgT‘é‘atan
‘1 43.00  47.0 48.72  &317 L 2300 47.26  48.72
2  39.16  58.44  58.01 4330 2 3916 5844 58 0t <
3 38.96 76,60  70.74 6124 3 3896 7640 70.74
4 55.08  53.90 53,28 19357 ¢ 3808 5390 5328 .
5 49.50 &5 2 63.40 4519 2 49.50 6624 43.40
& 43. 72 79. 09 73.26 11916 © 43. 72 79.09 73. 2
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