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Carrier Sense Multiple Access with Collision Detection (CSMA/CD)
is a very well known and efficient random access -communication
protocol in Local Computer Networks. In this thesis work a
simulation package for the performance analysis of multiple
channel unslotted CSHA/CD protocol has been developed. The
performance parameters considered are delay, throughput and
utilization. Independent parameters are chosen to be number of
channels, number of stations, packet generation rate and the
distribution of packet length. Variation of the performance
parameters with different values of these independent variables
are compared. From this comparison an optimum set of parameters

can be obtained for a LAN system with given configurations

The comparison of single channel and multiple channel is also
investigated. All these have been done using a simulator, which
has been developed using the C’ programming language. Results
of the simulator has been validated using the fairness test and

the comparison with analytical result.

The developed simulator can be used to predict the delay,
throughput or utilization of unslotted C3HA/CD network of any
length, with any number of stations and channels and for any

transmission speeds.
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1.1 General

1.1.1 GSimulation

A Simulation model is s mathematical logical representation of a
system which can be exercised in an experimental fashion in a
digital computer. Thus a simulation model can be considered as a
Laboratory version of a system. It is the technigue of solving a
particular problem , by the observation of the performance,over
time,when direct measurements of the system parameters are
inconvenient or when it is desirable to view the system behavior
at an increased or decreased rate of time passage, relative to

the observer.

1.1.2 Computer Communication & Networks

The exchange of information between computers for the purpose of
cooperative action is generally termed as  Computer
Communication. For the purpose of Communication the inter
connected collection of autonomous computers is called computer

network.
The main objectives of computer networks are

i} Resource sharing - To make all programs, data and other
resources available to anvone on the network without regard to

the physical locﬁtion of the resource and thee user.

ii) Fault Tolerance -~ Temporary failure of a channel in =



multichannel MNetwork can be overcome by using another in the
network. Similarly a failed bus can be replaced by another in

the systen.

Now the ISO reference model of a network subdivides the network
function 1into 7 1a§ers namely physical layer, data 1link layer,
network layer, transport layer, session layer, presentation
layer and application layer. HNetwork Layer can - agaln be

subdivided into 3 categories [1]. These are

i. ‘Poiﬁt to point network,

ii;l Satellite & packet radio network and

iii. Local network.

Fig 1.1 shows this hierarchical relationship

Local Area Network (LAN)

Local Area networks have three distinctive characteristics as

i. A diameter of not more than a few kilometers

ii. A total data rate exceedingl Mbps

iii. Ownership by a éingle organization.
One reason of LAN 1is to connect together a collection of
computers and peripherals, located in the same building or in
adjacent buildings, not only to allow them all to
intercommunicate .but also to allow all of them to access a

remote host or other network.

There are alsc three key characteristics of LAN that affect the

way of its performance analysis. These are

2
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i) ShaEed access medium
ii) Medium access control protocol

iii1) Switching Technique.

Topology

The way 1in which devices partieipating in the network are
interconnected together is called Topology. The basie topologies
used in the LAN are

a) Star Topology : Computers connected in this topology
communicate through a central hub.

b) Ring Topoclogy : All the connected computers.form a ring
c¢) Bus/Tree Topoldgy : Computers in the network are connected to

one or several buses or channels.

Fig 1.2 to Fig 1.5 show the structure of these topologies.
Transmission Hedia :'

It 1is the lowest level of computer networking and provides the
physical connection between the devices and the network. The

widely used medis in LANs are

i) Twisted Pair
ii) Coaxial Cable

iii) Optical Fiber

Tuwisted pair - wiring is the most common communications
transmission medium and is typically used for low speed data

communication. The advantasge of twisted pair over the other two
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medis is its lower cost.
Cosxisl cable provides higher performance reguirements. It
provides high throughput and can support a larger number of

devices gnd can span greater distances than twisted pair.

Optical fiber cable is even of greater capacity than coaxial
cable and is being introduced in LAN potentially. It has been,
however, little wused so Ffar due to cost and technical
limitations. Optical fiber caﬁle is immune to electrical
interference and - thus provides excellent security and

reliability.

Switching Method

d) Circuit Switched : A copper path must be set ‘up between
the end to end user before any data can be sent. Example

Telephoné system.

b) Hessage Switched : No physical copper path is established
iﬁ advance between sender and receiver . Instead when a sender
has a block of data to be sent , it is stored in the first
switching office ( IMP) and then forwarded later , one hop at a
time. A network using this technique is called Store and Forward

network.

b) Packet Switched : Same as message switching except that
there is a tight upper limit on the block size which may reduce
the buffer length. The aim is that no user can monopolize any
transmission line for more than a few tens of milliseconds , so

7



that it may be well suited to handling interactive traffic.

For better delay - throughput characteristices , computer
networks are usually packet switched, occasionally circuit

switched , but never message switched.

Types of LAN :

Fig 1.1 shows the classification of LAN. These are:

a) Carrier sgnsg networks -
Persistent and non-persistent CSMA, Collision free protocol,
Limited contention protocol, CSMA with Ceollision Detection 1i.e.

Ethernet - all these fall into this category.

Token rings, contention rings, slotted rings and register insertion
rings are typical example of Ring Networks . Fig 1.5 describes

the structure of a ring network.

¢) Shared memorv svstems :
A collection of processors that share the common address space
or use the same main memory is an example of Shared Memory

System.

In the present work we are concerned with the Carrier sense

network



1.1.3 Performance Analysis

The following are the most commonly- used LAN performance

parameters

Delay :- The time between the instant a packet 1is ready for
transmission from a terminal and the instant cf the start of its
successful transmission. In cur analysis the term Normalized
Delay (ND) is used,‘which is defined as the ratio of total delay
time faced by all the transmitted messages to the time of total

number of transmitted messages.

Throughput : T, the throughput of the local network 1s the total

rate of data (in Mbps) being transmitted between the terminals.

Utilization : The utilization of the local network medium

represents the fraction of total capacity being used.

The parameter T is often normalized and expressed as function of
capacity. For example if over a period'of 1 sec, the sum of the
successful data transfers between nodes is 1 Mbits on a 10 Hbits

channel then T = 0.1
Thus, T can also be interpreted as utilization.

Fairness : Fairness is an interesting measure to see whether the
access scheme provides equal opporcunities to all the stations
trying to use the channel. The fairness is investigated by
examining the variations in performance characteristics measured

by individual stations with varying loads. The variations are

g



represented by the normalized maximum & minimum throughputs as

well as the standard deviation wvaried with the load.

Egg;i,gg:s I:IIBI: al!gg;!, Egnlgg:ma“g;g .

Following is a list of those factors that affect the performance

of a LAN.
i. Bandwidth
ii. Propagation delay

iii. Offered load

iv. Number of stations
v. Number of channels
vi. Type of the medium access protocol

The above factors are independent of the attached devices -
those factors that are exclusively under the control of the
local network designer. On the user side one can only vary the

arrival rate.

1.1.4 The COMA/CD System

The most commonly used access protocol teéhnique Afor LAN
bus/tree  topology 1is carrier sense multiple access  with
collision detection. This is als§ referred to as Listen while
Talk.

In this technique all stations have independent access to the
medium. Any station willing to transmit SOme thing must at first
listen or sense the carrier to see if the channel is idle. If

the channel is sensed busy, the station must wailt till the

10



medium becomes free.

Once transmission from a station starts, a certain amount of
time elapses to reach the data to destination station. This 1is
called propagation delay. If no other station starts
transmission within this short perlod of time interval following
the start of the transmission, the transmission succeeds. After
this propagation delay if some other stations try to transmit in
the same channel ,where a transmission 1is already going oﬁ then
these stations face delay and reschedule their attempts. If on
the other hand, any other station starts transmission being
unaware of the fact that another station has already started
transmitting packet that has not yet been. removed from the
medium,the transmissions are said to collide. The CSMA/CD
protocol, however, detects any such collision. When & collision
oceurs, all stations which are involved in this , cease
transmission immediately and wait for a certain amount of time

determined from s predefined statistical calculation.
1.2 Statement of the problem
The present work can be subdivided into three parts

A) Development of 3 simulstion package for CSMA/CD protocol.

B) Determining the. effect of different packet ‘1ength
distribution policies on the delay - throughput characteristics
of CSHA/CD.

C) Study of performance analysis with the variation of number of

11



channel and the number of stations in the system.
Performance analysis includes the following

i) Delay - Throughput characteristices
1i) Variation of utilization with respect to the ratic "a” ,
where 'a” 1s defined as the ratio of propagation delay to the
mean packet transmission time.
11i) Fairness Test of the protocol.
iv) Number of collision versus utilization.

v) Average queue length of each channel. @Queue 1length is
defined as the number of stations waiting for +transmission
when one station  is transmitting over the channel
successfully.

vi) Utilization of each channel.

The developed simulator shall be able to run a different number
of stations, channels, tranémission speeds, arrival rates and
different packet length distribution policies 1i.e. the user
whether he 1is an end user (terminal user) or a network
administrator shall be able to see the effect of wvarying the

parameters within their control.
Therefore the works to be done are summarized as

i) Designing the simulator

ii) Implementing & testing the simulator
iii) Use of this Simulator to observe the performance of
CSHA/CD protocol by wvarying the number of stations,

12



ii1i) Use of this Simulator to observe the performance of

CSMA/CD protocol by wvarying the number of stations,
channels ~ and for the following three distribution
policies.

1. Negative Exponential Distribution
2. Uniform Distribution

3. Constant Packet Length

1.3 Literature Review

1-3Ll Large Scale Simulations

Many excellent computer network simulation programs have been
developed over the last ten years. Simulation has been used in
the overall evaluation of network switching strategies at Rand
Corporation, of routing algorithms at- National Physical
Laboratory and of network performance in the ARPANET. These
simulations have often been written for large mainframe
computers in simulation language such as GPSS specially designed
for the purpose.

One of the basic drawbacks to larde-scale simulations of this
type 1is that they can become quite cumbersome and thus, cannot
be used to handle inter-related problems that must be solved 1in
the detailed design of specific network functions. For example,
although ‘i‘aspect of a routing algorithm could be analyzed as
indicated above, it would be a difficult task to simultaneously

introduce, say, fluctuations, in the traffic flow.

13



1.3.2 Distributed Simulstion

An alternative approach was described by the Computer
Communications HNetwork group of the University of MWaterloo in
their report "Computer Network Simulation System” CCNB report E-
25, 1974. They simulated a data switching network with a
multiprocessor : one processor handled traffic generation and
reception; a second processor handled switching functions. They
used three PDP-11 computers interconnected by fast, direct
memory access links. They claim that their simulation is 10
times more .cost effective than the conventional large scale

simulations on conventional computer.

1.3.3 Relsted Study Conducted on Simulation

Metcalfe & Boggs [2] presented a prototype of a concept for
local computer networks.-This technigue (called ETHERNET) is
particularly attractive by reason of its structural simplicity.
ETHERNET combines any number of stations by means of 1logically
passive medium - for the propagation of packets. Packet
‘transmission is similar to the “carrier sense multiple access"
(CSHA) technique, that is, most possible interferences are
avoided by listening to the carrier. The system is made easy to
understand provided that, no one transmits at the saﬁe time. It
is to meet this problem of possible collisions that Ethernet

contains some special design features developed at Palc Alto.

Shoch & Hupp [3] presented the results of an Ethernet local

network study focused on the measurement of the performance at

14



Xerox Palo Ago Research_ Center. Under extremely heavy
(Artificially generated} the s&stem shows stable behavior and

channel utilization approaches 98 per cent as predicted

Bux f%ﬁ presented the results on the performance comparison

study of local area sub-networks conducted by IBH Zurich
Research Laboratory, Switzerland. This provides a comparative
evaluation of the performance of ring and bus systems
coﬁstituting sub-networks of local area networks. Performance is
measured in terms of the delay-throughput characteristics.
Systems investigated include token controlled and rings as well
as random access buses (CSMA with <collision detection) anq
ordered access buses (MLMA). The investigation is based on
analytical model which describes the various topologies and
access mechanisms to a sufficient lgvel of detail. The study
included a comprehensive discussion of how the performance of
the different nétworks is affected by systems . psarameters like
transmission rate, cable 1length, packet  length and control
overhead. The traffic generated by stations is assumed to have

be Poisson distributed.

Georganas & Naffah gga presented the results of the
performance study on “integrated office systems over LANS”
carried out at University of Ottawa, Canada. It centers around
the performance of three selected commercial networks Appletalk,

Starlan and Ethernet. This study applied discrete-event computer

simulation, using QNAPZ simulation software. Both realistic and

15



Price U§§§ greaentad a hroad Burvey of packet =witched data
network simulation experiments at the physical laboratory during
the vyears 1968—1978. Reference is made to several operating
protocols. including flow control. The effect of various network
enhancements and several types of component failures were
studied. The data netwqu considered in this work were parts of
possible national storé and forward networks. Computer
simulation was used to study the behavior of the network under
variocus traffic loads and operating with a variety of control
protocols and mechanisms. Generally speaking, the network
performance parameters examined in the simulstion experiments
were the mean values of carried load or throughput and delay in

awaiting admission and in transmit. [4]

Kleinrock [7) undertook significant studies of computer network

performance, by mathematical analysis and by simulation. His
similation was undertaken at a detailed 1level, based on a
detailed description of ARPA network. Network performance was

studied by the choice of routing and flow control.

Later on many resesrchers used simplation model using different
simulation language such as SIMULA ,GPSS, SIMSCRIPT, SLAM etc.

to compare the analytical model with the simulation mecdel.

D. P. Heyman [8] has shown that throughput degrades slightly as
the mean number of packets per message is increased and the

;load is kept constant.

17



Steven L. Beurman and Edward J. Coyle [9] have =shown that
significant impfovement obtained in the delay characteristics of
a particular network when FCFS ( First Come First Serve) CSHA/CD
is used 1instead of R50 (Random Service Order) CSHA/CD. They
worked on the suitability of FCFS and RS0 CSMA/CD networks in

applications where they must carry delay sensitive data.

T. K. Apostolopoulos and E. K. Protonotarious {10] ' proposed a
new queuing model appropriate for the analysis of a buffered
CSMA/CD protocol in their paper "Gueuing Analysis of Buffered
CSMA/CD protocols’. They assumed that each user has a8 finite
buffer capacity. The analysis was done using ﬁ two dimensional
Semi- Markov Chain. The obtained solutions found were extremely
accurate and exhibited excellent agreement with simulation

result.

Takagi and Murata {11] have developed an stochastic analysis for
the interval between two successive successful transmission in a
variety of slotted persistent CSMA and CSHA/CD system. They
included DFT ( Delay First Transmission ) and IFT ( Immediate
First Transmission )} models.

Ko, Lye and Chua [12] have shown that the throughput delay
performance can be 1improved 1if simultaneous successful
transmission are allowed on the single channel of a network. The
ability to accommodafe simultaneocus successful transmission is
achieved by dynamically partitioning the network into

independent segment.

18



S.M. Sharrock , S. Ghanta and H.C. Du [13} have proposed an
efficient fully distributed protdcol for integrated voice data
traffic in a local area random access broadcast network in their
paper A& CSMA/CD based , Integrated voice /data protocol with
dynamic channel Allocation. The behavior of framed TDMA/CSHA was
investigated via simulation and analysis.

Y. Matsumoto , Y.Takahasi and T.Hasegawa {14] have analyzed the
probability distributions of Interdeparture time and response
time in multipacket CSMA/CD system. They have presented an exact
analysis of the unsldtted multipacket CSHA/CD- DFT model and
derived the laplace - steiljets transform of the probability
distribution function, the moment generating function of the

message response time.

Gonsalves and Tobagi [15] have presented a simulation study of
several aspects of the Ethernet performance. They have found the

effects of station locations and Access protocol parameters

M. S. Alam and R.E. Swartwout [16] have established a model for
the performance analysis of CSHA/CD-DFT protocol in a Multiple
Bus LCN. The model was based on the analysis of two-dimensional
Markov chain. The analytical was validated using the simulation

results.

18
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SIMULATION



2.1 Definition

- Simulation in the arena of Computer means writing a program in
such a way that it will execute in a manner just like a system
behaves in the real world. It is a mathematical 1logical
representation of a system which can be exgcuted in an

exéerimental fashion in a digital computer.

Simulation modeling assumes that we can describe a system in
terms acceptable to a computing systém. In this regard a key
concept 1is that of a system state description. If a system can
be characterized by a set of variables with each combination of
variable:values representing a unique state or condition of the
system, then manipulation of the wvariable wvalues simulates
movement of the system from state to state. This is precisely
what simulation is: The representation of the dynam%c behavior
of the System by moving it from state te state in accordance

with well defined operating rules. [17]
2.2 Purpose of Simulation.

A simulation model permits inferences to be araWn about a system
- Without Building them if they are only proposed systems.

- Without disturbing-them ,if they are operating systems that
are costly or unsafe to experimeﬁt with.

- Without disturbing them , if the objeét.of an experiment is to

determine their range of operation.

20



Therefore a Simulation model can be used for
1. Design
2. Procedural analysié and

3. Performance assessment of a system

2.3 Types of Simulation Hodels.
To clarify the nature of simulation, a number of the
characteristics of simulations are defined. It may be classified

on the basis of these characteristics. [18]

) 5 ool . :
A simulator "may be used to represent both dynamic and static
situations, In most operations research studies, we are
interested . in dynamic models, for example, a simulation

describing a chemical process. Occasionally certain static
problems are of intereSt and typically, these are problems of

space allocation or plant design.

i) A D iled
One of the most important characteristics of a simulator is its
degree of aggregation. In simulating a network, protocol, for
example,' we can represent every operation performed by each
station & channel of the system ,the change of collision state
to transmission state & vise-versa . Itl could also be
demonstrated: why a collision is occurring ,how the stations
behave when finding the channel busy and all other related
details . On the other hand, we can construct a very aggregate
models in which only the gross quﬁntities-total system

utilization ,delay and so-forth are represented,

21
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{ii) Pt {cal-Bel . 1
The system being modeled may contain only physical process, or
it may 1involve only.human behavior. The example of physical
process 1is a chemical process. In a management Decision System
only .human behavior is incorporated. Most simulation models
invol#e aspects of both, as the present network protocol

simulator.

iv) C -H
The kind of mechanism used to carry out the simulation procedure
is an important facfor. At one extreme there is the all-computer
simulation in which the entire proéedurai model is executed on a
computer. However, there are also models in which some of the
behavioral subroutines have not been specified; here the analyst
allows a human to carry out these subroutines on line as the
simulation proceeds. Gaming 1is such kind of simulation in which

there is a human-determined component of the model.

v 1 -— 1 —

There are two approaches to the operation of dynamic models
the recursive and the quasi-equilibrium. The recursive approach
regquires that _the state of the system at any given time be
derived within the model from the conditions at earlier times.
On the other hand , the models of economy generally comprises a
set of simultaneous equations that must be solved in each time

period . This approach is called guasi-egquilibrium method.
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iy C . D

The variables in a simulation may change in any of four ways

(i) In a continuous fashion at any point in time,such as the
global weather change.

(ii) In a discrete fashion, but at any point in time as the
present network prbtocol.

(iii) In a discrete fashion and énly at certain points in time,
such as monitoring a system in some fixed interval of time.

(iv) In a continuous fashion, but only at discrete points in
time. For example if the concentration level 1in a chemical
process reaches a point then the procesé may be shut down.

The nature of the variables used depends upon the situation
modeled, the purpose of the model and the kind of computational
facility available. In general, more aggregate models tend to
use variables that are continuous in value, but often discrete
in time.

vii) Deterministic-Stochastic

Where the outcome of an activity can be described completely in
terms of its input , the activity is said to be deterministic.
Where the effects of an activity vary randomly over various
possible qutcomes , the activity is said to be stochastic.

Most situations in the real world have stochastic (randomly
varying) properties because of real (or assumed) ignorance of
details. Sometimes these properties must be modeled explicitly,
but it is often sufficient to model situations as if they were

deterministic by using expected values of the variables.
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2.4 Subaystemz of Simnlation Hodels.

The process for the successful development of a simulation model
6onsists of beginning with a simple model which is embellished
in an evdlutionary fashion to meet problem-solving requirements.
Within this process, the following stages of development can be
identified. |

i) Problem Formulation -

It 1includes the definition of the problem to be studied
including a statement of the problem-solving objective. The
formulation consists of both a static and a dynamic description.
The static phase defines the elements of the system and the
characteristics of the system. The dynamic desecription states
the way 1in which the elements of the system interact to change
the state of the system with respect to time.

ii) Model Building :

The abs£raction of the system into mathematical-logical
relationships 1in accordance with the problem formulation. The
model of a system consists of both‘a static and .a dynamic
description. The static description defines the elements of the
system and the characteristics of the elements. The dynamic
description defines the way in which the elements of the system

interacts to cause ¢ of the system over time.

{5143 D ; :

The identification, specification and collection of data.
The prior two phases will generate data input requirements for
the model.
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Fig 2.4: Subsystem of a Simulated Nodel.
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iv) Model Transiation :
The efficient coding of the model for computer processing. This
can be done using the general purpose programming languages or
the more specifically developed simulation languages.
) Verificati :
The process of establishing the fact that the computer program
executes as intended. This is typically done by manual checking
of calculations. Fishman and Kiviat in their book "Anslysis of
Simulated Generated Time Series °~ have described statistical
methods which can aid in verification process
c-: Sz ] - I ! - :
The process of proving that a desired accuracy or correspondence
exists between the simulation model and the real system.
Verification and validation processes are actually concerned
with the evaluation of the performance of the simulation model.
ny: ) | Tactical Pl ] :
The phase of establishing the experimental conditions for using
thee model.
{iid E . . ,
The execution of the simulation model to obtain output values.
ix) Anslvsis of Results :
The subsystem of analyzing the simulation outputs to draw
inference and make recommendations for problem solution.
y Impl . { T . :
The process of 1implementing decisions resulting from the

simulation and documenting the model and its use.
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2.5 Diascrete Simulation Hodeling.

Discrete simulation can be of two types.

1) Time driven simulation and

ii) Event driven simulation

In the time driven simulation system , statistics are updated in
the discrete point of time. An event may or may noct occur
between two points of time i.e. there may be a number of periods
"when no event occu£s}/

In the event driven simulation system statistics are updated at
the start or end of an event. Random units of time may elapse.in
this period.

Time driven modeling is egually appiicable to both continuocus
and discrete systems, whereas event driven model 1is only
applicable to the discrete systems.

In general, if events occur on a fairly regular basis, then time
driven simulation is preferable. In event driven system, a list
of events is to be maintained. In the worst case, within each
unit of time, many events may occur which may result in the loss
of information. Gofarian and Aucker [18] revealed this fact  in
their "Mean Value Estimation from Digital Computer Simulation.”
Conway, Johnson and Maxwell [19] , in their paper titled “Some
problems o¢of Digital Computer Simulation” have formulated the
trade off between the two methods as follows ;

In their paper they dealt with a hypothetical éroblem that has
the following characteristics

(i} The state of the system at any time can be described in
terms of‘k variables.
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El i 2 EZ 3 4 E3 3 6 7 E4 8 3 18

Figure 2,2: Showing the difference between event driven
and time driven simulation

[ Design & Use of Computer Simulation Hodels, J.R. Emshoff }

Time Driven ¢ For updating system statistics for the event E3 time is advanced from
4 to 3. Ko event occurs between the time unit 3 & 4 and 5 & 6.

Event Driven: For updating system statistics for the event E, time is advanced from
2.3 to 4.5,
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(ii) Each variable has a particular value for an average of m
time periods.

{iii) The simulations model is to be run for t simulated time
periods.

The wunit-time-advance simulator has a time interval of 1/t. In
each interval, the simulator checks the current status of each
of the k state variables. Thus the total simulation will involve
kt comparisons. To determine the number of comparisons 1n the
event simulator, it 1s necessary to computer the expected number
of events that will occur during the run. Assuming that events
occur independently, the probability of an event occurring in
any particular time interval is k/m and the expected number ﬁf
events tk/m. Each time an event occurs, the event list must be
updated. With k state variables, the update can be achieved by k
- 1 paired comparisons in the event 1list. Thus the total
simulation using event-advance methods will involve th(k - 1)/m
comparisons.

'Conway et al. found that an approximate estimate of the relative
running efficiency of the two time-advance procedures is
obtained by computing tk with tk(k - 1)/m. By comparing these
formulas they concluded that event-advance rsimulators become
more advantageous as the mean time between events increases
{(1.e., m gets larger), whereas the unit-advance method becomes
preferable when the number of spaie variables increases (i.e..k
becomes larger). Thus simulators of large systems (e.g.,
enterprise) in which there is a high probability of something
happening in a time unit should use unit-time-advance methods.
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2.6 Some Existing Simulation Languages. [17)

i) GASP : A set of subroutines in FORTRAN that performs
functidn useful in Simulation |

11i) GP35 . : A complete language oriented towards problems
in which items pass through a series of processing.

iii) SIMSCRIPT : A compléte language oriented towards event to
‘event simulations 1in which discrete 1logical - processes are
common .

iv) CSMP : A complete 1language oriented towards the
solution of problems stated as nonlinear integral-differential
equations. |
v) 7 DYNAMO : A complete language oriented towards
expressing micro economic models of firms by means of difference
equations. |

vi) SIMULA : A well designed simulation language similaf to
STHSCRIPT that compiles into ALGOL.

vii) SLAM : Simulation Language for Alternative Modeling

supports the modeling of a system from diverse points of view.

2.7 Statistical Aspects of Simulatioﬂ.

In the Stochastic simulation models, the simulation must include

the representation of random variables - variables having values

that are specified according to a distribution. In simulation
analysis, random varisbles are used to represent the behavior

of uncontrollable factors in the system - whose real world
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counterparts fluctuate in an unpredictable but statistically

describable way.

The distribution from which the random variable is to be drawn
nust be established from observed data or from the theoretical
considerations.

The following are criterion for “Acceptable” methods for
generating random numbers. These methods must yield sequences of
numbers that are

i. Uniformly Distributed

ii. Statistically Independent

iii. Reproducible

iv. HNonrepeating for any desired length (Period)

v, Capable of generating random numbers at high rate of speeds

vi. Requiring a minimum amount of computer memory capacity.

There are many methods that have been and are being used to
generate random numbers satisfying the above conditions. Two of

them which are mostly used are

A) MHid-square Method : In it each successi#e number 1is the
mniddle digits of the previous number squared. It met all the
above mentioned criterion except that its period is dependent on
the initial value and quite often degenerated into cycles of
very short length. Because of this degeneration this method 1is

not used very much.

B) Congruential Method.

Linear Congruential generators are of the form
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Xi41 = ( C1X3 + ...... + C3Xj41-5 + Cg) mod m

where Cj ‘s are constants and m is an integder determined by the
word size of a computer.

Linear Congruential method can again be of three types

i) Additive

ii} Hultiplicative

iii) HKixed

The Additive method isdalso called the Fibonacci method for its
resemblance to the Fibonacei series in which any number is the
summation of its two preceding numbers.. The chief drawback of
this method 1is their requirement for additional storage and
their failure to perform well in their run test. Their main
advantagde is in the dreat increase in period length independent

of the computer word size that they allow.

Multiplicative generator is chosen to meet certain requirements
to guarantee that the sequence of numbers has the larger period.
The value of m is taken to be the word size of the computer

being used. Memory requirement here is less.

Mixed Congruential method comprises the advantages and
disadvantages of both the above mentioned methods.

Following 1is a description of the mixed congruential random
number generator which is very widely used.

This method has the following recurrence relationship
Xi+1 = (cXj + d) mod m
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The expression means to take the' last random number, X,
multiply it by the constant ¢ and add with the constant d . Then
take the result, moduloc m (that is, divide by m and treat the
remainder as Xi4+1). Thus the random numbers all range between
zero and m - 1. If m is chosen as the-largest possible integer
in the computer, division to take the modulo is done 1implicitly
by the multiplication process and'some computer time is saved.
Moreover , here Xj 1s taken randomly from an originally stored

table.

2 7.2 Distril . Polici :

For the use in Simulation the generated random numbers must be
transformed to random variates using any suitable distribution
method. Following is a description of some of these methods for

discrete random variates.
Erlang Process Generator

Let X be an Erlang random variable with probability density

function givén by
f(x) = --memm= xn—le-nzx, 0 < x <%

The Erlang random variable could be expressed as the sum of
independent, identically . distributed exponential random

variables. Let Y3, Y2, ..., Y, be independent exponential random
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variables each with parameter A. Then

n
X=>" Y

i=1
Now Y; can be generated by

1
Yi = ———— 1n{l - rji)
n A

where rj; is a uniformly distributed random number under on the

interval (0, 1). Then

n 1 n
x = E: Y; = - —— Wl T -rd1.
_ =1
i=1 na
Since rj and 1 - rj are identically distributed,

generator for the Erlang random variable becomes
1 n

x = = - 1In(TT ri)
nA  i=1

the process

Thus, to generate an Erlang random variable with parameters

and n, wWe generate n random numbers ri, i = 1, Z,

., n, take

the natural logarithm of their product and multiply the result

by -1/n
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Normal Process Generator

Let ri and ro be two random numbers on the interval (0, 1).

Then
x = [-2 1n(r1)]1Y% cos(2Mry) ...... (1)

is a standard normal random variable (Abramowitz and Stegun,
1964). To generate a normal variable with mean m and variance

we modify (1) as follows
x=m+8([ -2 1n(r1):|1/2 cos(2Trg)

Chi-Sguare Process Generator
A chi-square random variable can be generated by noting 1its
relationship to the standard normal variable. Let Z41, Z3, .o

Z, be independent standard normal random variables. Then

n
X 2252-212

i=1
is a chi-square random variable with n degrees of freedom.

Uniform process Generator
Let X be a uniformly distribunted random wvariable with

probability density function

Then
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and
x =8 + (b - a)r
is the required process generator.
Geometric Process Generator
The distribution function for the geometric random variable X is
given by

F(x) =1-(1-p), x=1,2, ...,orr=1-(-p)¥

Then X has the value x‘whenever

1 -(1-p* " teere=1- - p)%
or
(1-p¥<=1-r<(-pF 1
Exponential Process Generator
F(x) = 67%, o> 0, x >= O,
= 0, elsewhere.
x _x
F(x) = [Xe T dt =1 - %
o
, 1
E(K)-——a"
1 2
V(x) = _0—(1 = [E(x)]
By inverse transformation technigue,
R=1-¢e¢% or1-8=1-¢ %
1 .
X = _(E) in R, since R ia as likely to occur as 1 - R.
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= ~E{(x) Iin R.

Poisson Process Generator

If the number of events occuring in a fixed time interval T is
poisson distributed, then the time between successive events is
exponentiaily distributed. 1If Y1 is the time until the first
event, Yo the time between the first and second events, ..., Yy

the time between the (x-1)th and xth interval, and if Y, Yo,

exponentially distributed random variables with parameter ,
then the number of events occuring in T is poisson distributed -

with parameter T and has the value x-1 if and only if

x-1 X

>V KT L) Y

{=1 =

Hence, to generate a poisson random variable X with parameter

T, We generate an exponential random variable Y; with parameter

, and Y1 with T. If Y{>T, then the value of x is zero. If Yj <T
we generate another exponential random variable Y5, and comparé
Yj+Y2 with T. If Y1+Yp >T, the value of x is one. If Y+Y9<T, a
third exponential random variable Y3 1is  generated and
Y1+Y2+Y3 is compared with T.
This process continues until the sum of exponential random
variables generated exceeds T. At this point the wvalue of the
poisson random variable 1is the number of exponential random

variables included in the sum minus one.
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2. 7.3 g . { St . Poli :
Initial Conditions :

In every simulation model there is an initial condition . The
simplest and probably the most commonly used initial state 1s
‘empty and idle’ in which the simulation begins with no entities
in the system. When the purpose is to study the steady state
behavior of a system then it may be desirable to start with an
initial condition that might be a representation of the 1long
term behavior of the system.

Data Trupneation :

Initial transient results obtained from the simulation can be
avoided in many methods . One of these methods is to delay the
collection of statistics until after a “"warm up"” period. This is
usually done by specifying a truncation limit upto which data
values are included in the statistics. The most common method
to specify this limit is to examine a_plot of the response from
a pilot run. The truncation point is selected as one where the

statistics are seemed to have attained the steady state

Run Length snd the Number of Repliecations :

An important factor in the design of simulation model 1is the
tradeoff between the Simulation time and the number of
simulation run. The use of a2 few long runs as opposed to many
short runs generally produces a better estimate of the steady
state results because the initisl bias is introduced fewer times
and less data is truncated. However reduced replications may

increase the estimate of variance.
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There are several altefnate methods for estimating the length of
simulation run. Perhaps the most common method is to specify a
simulation time. But the disadvantage of this method is that as
the nature of the events is stochastic so number of samples
collected might not be sstisfactorily énough. Another method is
to use a fixed number of entities . The simulation will be
continued upto the completion of this fixed number. Still
another approach for controlling the duration qf a simolation is
the use of automatic stopping rules. These rules sutomatically
monitor the simulation results at selected intervals during the
execution of the simulation. The simulation is stopped when the
estimate of the variance of the mean is within a prescribed

tolerance.
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Chaptexr 3

CSMA - CD Protocol



3_1 Ilﬁﬂ E:QI;;!;:!!!S M

A LAN usually contains four major components éhown in fig
3.1 [22] . These are |

AY A LAN’'s path may consist of coaxial cable named as_changel
B) Interface between the path and the pfotOCol logic . Typicall
example is R823Z-C. |

C) The protocoi control logic component controls the LAN and
provides for thé end user s access to the network.

D) User work station. It can be anything from & user
workstation to a mainframe computer.

¥e are at preéent concerned with the third component i.e. LAN
Protocol. Local HNetworks employ several kinds of data 1link
controls such as polling/selection,hub polling, contention,and
time slots to manage the flow of data on a communication path.
IFEE LAN 802 standards , published in late 1983 describes the
four following standard protocol. |

. 802.2 : Logical Link Control (LLC)

ii. 802.3 : CSMA/CD

iii. 802.4 : Token Bus

iv. 802.5 ; Token Ring

LLC 1is designed to provide a level 2 interface for IEEE 802.3
,IEEE 802.4 and IEEE 802.5. It sits above these protocol at the

top of the data link layer. LLC is a subset of HDLC.

'In the Token Bus Topology the stations pass the Atokens by

placing the address of the next logical recipient in the header
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Fig 3.{1 Major components of a local area network K223
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of the packet. The message passes along the bus and is monitored
by &all the stations ;but it is only made available to the
destined station based on the sender’s placement of the
dgstination address in the destination header. In the event a-
token 1is passed to a failed station , the sender will time out
;,retransmit a given number of times and eventually transmit to
a successor station.

The token is passed from stations in descending numerical order
based on station address. When a station héars a token frame
addressed to itself , it may transmit data frames. When a
station has completed transmitting data frames it passes the
token to the next station in the logical ring. When a station
has a token , it may temporarily delegate its right to transmit
to another station by sending a reguest with response data
frame.

After each station has completed transmitting any data frames it
may have , the station passes the token to its successor by
sending a token control frame. A point of note here is that the

access to the system is always segquentisl.

Token Ring Technigue is based on the use of a small tokeﬁ packet
that circulates around the ring . Hhen_alllstations ére idle ,
the token packet is labeled as free token . A station wishing to
transmit must wéit until it detects a token passing by.

It then changes the token from free token to busy token by
alteriné a bit pattern. The station then transmit a packet

immediately following & busy token. There is now no free token
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in the ring. So other stations willing to transmit must wait.
Thelbackets on the ring will make a round trip. The transmitting
stations will insert a new free token on the ring when both of
the following conditions have been met.

i. The station has completed transmission of its packet.

ii. The busy token has returned to the station.

There are three kinds of Token operation
i. Single Token Operation
ii. Hultiple Token Operation

iji. Single Packet Operation.

In Carrier Sense Protocols stations listen for a carrier and
then act accordingly . Depending upon this listening the station
will decide whether to transmit or to sit idle. When the sensing
can detect any collision then it is called Carrier Sense
Multiple Access with‘Collision Detection (CSMA/CD) Protocol.
Its .origin is the University of Hawaii’'s Alcha HNetwork. HNow
before the formal analysis of the protocol rules it is necessary
to give a brief idea about it.

Suppose in a LAN several users try to use a transmission
channel. The CSMA/CD protocol suggests a way of resolving
conflicts when several sources aﬁtempt to transmit through a
single channel. The wunit of data transfer between any two
stations in the network is called & packet. A 'packet 1is a
collection of some control and data bits. At any time there
will be only one packet 1in the <c¢hannel for successful

transmission. When a station wants to seize the channel by
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sending s packet it first listens to the carrier if the channel
is busy. If the phannel is not busy it starts transmission. But
if the channel is fognd busy the étation pdstpones transmitting
to a later time according to a suitable policy; Since electrical
signals travel at a finite speed , there is a propagation delay
between the instant a station starts transmission and the
instant another station listens it. Thus soon after a statlon
seizes the channel another station'may sense the channel free
{even though the channel is busy) and send a message. This 1is
the ‘vulnerable period’. At this time both messages are
‘destroyed. Shortly after the transmission of a packet the
station monitors the cable to verify that; what it "hears’ 1is
what it has transmitted. From this “hearing’™ it determines
whether the transmission is successful or not. This 1is called
the ‘collision detection’ phase. In this detection phase 1if
there is a mismatch between the “sent’” and "heard’ méssages then
transmission .is aborted and the time for next transmission is
rescheduled. Otherwise the packet is transmitted successfully
Fig 3.2 ,3.3 and 3.4 show the timing diagram and contention
interval of CSMA/CD.

3.2 CSHA/CD Protocol policies :

A set of established assumptions of this protocol is furnished
below.

i. There are no errors except those caused by collisions.

ii. There is no capture effect.

iii. The random delay after a collision is uniformly distributed
and large compared to the packet transmission time.
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iv. Packet generation process form a poisson process with mean G
packets per packet time.

v. All packets are of constant length.

vi. A station may not transmit and listen simultaneously.

vii. Each station caﬁ sense the transmission of all other
stations.

viii. The propagation delay is small compared to the packet
transmission time and is identical for all stations.

ix. Sensing the - state of the channel can be done

instantaneously.

Based upon these rules TOBAGI & KLEINROCK two such protocols in
the context of ground radio channels. These are

1. Non persistent CSHA/CD Protocol

2. P- persistent CSMA/CD protocol

In the nonpersistent CSMA/CD protocol a terminal witﬁ a ready
packet senses the channel and'proceeds as follows.

i) If the channel \is sensed- idle ,the terminal initiates
transmission of the packet.

ii) If the channel is sensed busy , then the terminal schedules

transmission of the packet to some later time and repeats the

algorithm.
jii) If a collision is detected during a transmission , the
transmission is aborted and the packet 1is scheduled for

retransmission at some later time . The terminal then repeats

the algorithm
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persistent CSMA/CD) a terminal which finds the channel busy
persists on transmitting as soon as the channel becomes f{free.
Thus & ready terminal senses a channel and proceeds as in non-
persistent CSMA/CD , except that when the channel is sensed busy
, it monitors the channel until it is sensed idle and then with
probability one it transmits the packet.

P-persistent protocol is an enhancement of the one persistent
protocol by allowing ready terminals to randomize the start of
transmission following the instant at which the channel goes
idle. Thus a ready terminal senses the channel and proceeds &s
in the above except that when the channel is sensed_busy , the
terminal persists until the channel is idle and

i) with probability p it initiates transmission of the_packet
ii) with rprobability 1-p it delays transmission by the
propagation delayrtime and if at this new point of time , the
channel is sensed idle then terminal repeats this process ( i &
i1}y , otherwise it schedules retransmission of the packet to

some later time.

CSHA/CD can also be classified in two more ways

Based upon the synchronization

1. Slotted CSMA/CD : Messages are divided into fixed length
slots 1in time. A packet can start transmission only at the
beginning of a slot. i.e. Packets are Synchronized.

2. Unslotted CSMA/CD : A packet can start transmission at ‘any

point of time.
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Based upon the packet size
1. CSHA/CD with fixed packet size

2. CSMA/CD with variable packet size

3.4 Hardware Implementation of CSHMA/CD

The system comprises a number of stations or terminals
transmitting thfough‘ a number of channels . The stations are
individual computers in the network. Each station has its
transmit and receive buffer. It has been said earlier that ,
before transmitting a packet , a station “listens °~ for a signal
and does not transmit until another station’s message has passed

through the channel. The sender then transmits its message from

its transmit buffer. At each receiving station the arrival of =a

frame is detected, which responds by the sysnchronization of the
incoming signal. As the bits are received they are decoded. The
receiver checks the frame’'s destination address field to check
whether the frame should be received by its node. It also checks
for invalid frames by inspecting the frame check sequence to
detect any damage to the frame. CSHA/CD works best on a bus,

multipoint topology with bursty asynchronous transmission.

Ethernet is one of the better known and mostly used LAN protocol
that includes the primary characteristics of CSMA/CD protocol

It was developed by the Xerox Corporation-at its Palo Alto
Laboratory in the 1970s and was modeled after the Aloha Network.
It uses a shielded coaxial cable for baseband signaling

The data rate is 10 Mbits/sec with a provision of upto 1024
stations on the path. It uses =& layering concept, somewhat
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similar to thé low levels of IS0 model énd transmits user datsa

in frames or packets. Ethernet uses Manchester encoding

The Ethernet packet contains six fields . Fig 3.5 shows the
packet structure. The preamble is sent before the data to
provide for channel stabilizatioh and synchronization. The last
two bits of the preamble are coded as 11. Upon reception of 11 ,
successive data bits are passed 1into the station. The
destinatioﬁ and source address identify the receiving and
sending stations, respectively. The type field is used by the
end users at a higher level in the local network. It is defined
in the Ethernet level to provide for a uniform convention
between higher levels. The data field contains user data. The
frame check sequence field provides for a cyclic redundancy
value. |

Layers of Ethernet : Ethernet is designed arocund three laﬁers
depicted in fig 3.6. {22]

i) The user or client layer is the workstation,

ii) The data link layer contains the data encapsulation and link
management functions

iii) The Physical layer provides for data encoding /decoding

and channel access.
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Simulation Program Development



A discrete event driven simulation program is developed for the
Multiple channel CSHA/CD system for the unslotted nonpersistent

case. The following are the possible events in this system.

i) ©Successful Transmission of a packet of a station with no
other station within its packet transmission time ;_In this case
a station ﬁhile attempting to seize a channel finds it idle. No
collision occurs among the stations. Also in the period of
transmission of this station there is no other station having
ready packet in its queue. 5o no other station faces delay.

ii) Successful transmission of a packet with some other stations
having ready packets within the +transmission time of that
packet. In +this case the other ready packets face delay . So
they have to reschedule their attempts. Delay faced by one of
these stations is calculated as follows.

PDelay=Time of the transmitting station - Time of the present
station +Packettime.

iii) Unsuccessful +transmission of a packet due to the
simultaneous attempt of transmission of several psackets. This
happens when several stations ,finding a channel busy try to
transmit within a period equal to the propagation delay time.
This results in a collision. The colliding stations reschedule
their attempts according to the negative exponential
distribution.  The mean time for negative exponential
distribution is taken to be ten times the propagation delay
time.Rescheduling means generation of new arrival time for the
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next attempt and a new choice of channel.

iv) A packet may subsequently face collision for many times. 1In
our case we have allowed a maximum number of collision to be 16.
After that the packet is aborted . The station then generates

new time for a new packet.

In the 1ight of the ¢general CSHA/CD protocol formulation
discussed 1in chapter 3 the following set of assumptions and
modifications are taken for the development of the simulation of

the protocol.

&A. The protocol 1s taken to be unsliotted or asynchronized
nonpersistent. Because the assumption of synchronized
transmission is unrealistic

B. All ‘the stations are statistically identical. There 1s no
priority criterion for any of the stations

-y

C. All the channels are also statistically identical
PD. All the channels are bi-directional.
E. There can be at most one ready packet in the buffer of any

station.

F. Data packet ¢generation rate is determined by the mean

interval of generation which 1s assumed to be HNegative
Exponentially distributed with mean rate of 'L’ packets per
second

3. The propagation delay 'tp' between any two stations in the

system 1is a constant which is taken to be the delay between
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the two farthest stations. Of course this assumption will
lead to a conservative estimates of the performance measures.

H. Transmission channel is totally noiseless

1. Retransmissioﬁ interval | is negative exponentially

distributed.
The following protocol policies are also assumed.

'i. When a packet faces collision its retransmission is scheduled
using the Negative Exponential Algorithm. This algofithm allows
the initial attempt plus 15 retransmission, each delayed by =a
time which is negative exponentially distributed with base back-

off time of 10 times the propagation delay.

ii. A packet sensing the channel busy during a successful
transmission of another station 1is rescheduled after a random
delay which is negative exponentially distributed with mean rate

of twice the packet transmission time

iii. The collision time is determined by the following method
shown 1in fig 4.1 . Suppose the instant at which a station
initiates transmission is tg. On the assumption the busy period
.results in a collision , let tp be the instant at which the
first coliiding ‘station starts transmission , where for a
collision to occur ty<tp<ty + tq. Under the assumption of
identical propagation delay between any two station the station
which initiated the unsuccessful busy period (Collision period )
notices the collision at tp+ tyq, while the other transmitting
stations detect the collision at tg +t4g.
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Therefore in the. unslotted CSMA/CD , the 1last station that
aborts the colliding signal is the station which initiated the
channel busy period. It must be noted that in - this c¢ase the
length of the unsuccessful busy period is tp -tg +td+tj- The
last term is the time for transmitting a Jamming signal
notifying all the stations of the occurrence of a collision . So

regardless of the number of colliding stations and their packet

lengths , the length of the unsuccessful busy period 1is the
same.
. .. L .

{ 3.1 D ] 'of the P! ical S ¢ Multipl I ]
QSMAZQD M

The system is assumed to consist of "ns” stations connected to
each of "ne” buses or channels. Each station has both a receive
and a transmit capability on every channel. The method of
transfer of access opportunity is a stochastic process. The
hardware capability options that can be considered are follows :
(a) Each station islcapable of receiving transmissions from all
the channels simultaneously. Thﬁt meané the number of receive
buffers is egqual to the number.of channels.

(b) Each station can transmit (data or control) on one bus at a
time. It means that only one transmitter can be enabled at a
time.

(c) Any overlapped received and transmit operations at a station
is allowed.
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(d) Each station process carrier sensing capability

on all the channels simultaneously.

(e) Each station 1is able to detect packet «c¢ollision on the
channels on which it is transmitting.

(f) Collision detection time is negligible

4.3.2 Development of the logical svst .
Fig 4.2 shows the flowchart of the course of action a station
will take when it is ready to transmit a .packet through a
channel. Fig 4.3 shows the flowchart of the whole -simulation
process considering all the stations ,channels and other system
entities. The processes in the flowchart are discussed in the

following topiec.
ﬁ,& Subsvstems of the Simulation Process -

fig 4.3 describes the subsystems of the simulation model

I Decl i ; i abl { T ; C s :

Host of the symbols used in my simulation program are self
explanatory. Still for further documentation all the wvariables
used are defined in the program listing

A) Variables related to the overall system performance

B} Variables related to the channels

C) Variables related to the stationsi
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To make the program more interactive the following variable

values are taken from the user response.

i) Simulation Time

ii) Length of the LAN

iii) Arrival Rate in packets per second
iv) Packet size in bits per packet

v) Transmission speed

vi) HBumber of stations

vii)_Number of Channels

{ 4.2  Rand Numi G & D3 ibut Polj

We have usedrthe most commonly used multiplicative congruential
method.

Xj=(cXj-1 + b) mod m

Here b is taken to be O

¢ is a constant which has some experimental values. A value most

commonly used is = ?5

m= Largest prime less than 231 = 231 - 1.

To perform a higher degree of randomness another step is done in

this,module. That is , for one value of X;_.1 8 values of Xj; are
calculated . And from these 8 values one value 1is taken at
random.

The generated random numbers are used in the fixation of the
arrival time of a packet of a station and also for the choice of
channel. The size of the packets in variable packet size 1is

also randomly chosen over a mean value.
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Now the distribution policies considered are
1) Negative Exponential Distribution
2) Uniform Distribution and

3) Constant Packet Length

{ 4.3 Packet Arrival Ti { Cha 3 ] . a : :

‘Arrival Process is taken to be negative exponentially
- "distributed. The mean rate of packet arrival is varied in the

program to have the desired results . Each station chooses a

channel randomly. At the start of the simulation the system goes

through this module. This module is also executed in every

replication of the simulation.

A queue 1is made for each channel in this module. The first

station in the queue is the station with the least arrivaltime.

ﬁ,&,ﬂ Eggnl; Sglggtg: .

For each channel a possible event 1s determined in the following
way. |
The arrival time of a packet of all the stations is comp#red
with that of the first station in the queue. If any station 1is
within the propagation delay time of the first station then a
collision is said to be occurred. More than two stations may be
engaged 1in such a collisilon. If there is no station within the
propagation delay of the first station then no collision occurs
and the- first station in the queue 1is allowed to traﬁsmit
successfully.

At this time another event may also occur. Suppose & station has
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started transmission H But there may be some other stations
trying to send packet during the transmission period of this
station. This event is determined by comparing the arrivaltime
of all stations with that of the first station . If the
difference of this two time is less than the current packet
transmission timé than the stations except the first station 1n

the queue have to wait.

4.4.5 Collision Module :

From the collision window shown in fig 4.1 it is clear that
the time lost in collision for a station is not a constant
This real situation is considered in the present simulation . In
most of the simulation done earlier this was taken to be a
constant. When a statioﬁ faces a collision it reschedules the
transmission time of its packet ‘according to the negative
exponential distribution. The mean is taken to be the 10 times
the propagation delay. It might have been taken otherwise.
Binary Back-off Algorithm is used most frequently. In this model
, a station after facing a collision chooses another channel at
random. The foilowing.statistics are updated in this module

i. Time Elapsed

ii. Delay time of each station

iii. Delay time of each channel

iv. Number of aborted packets

v. dueue Length

vi. HNumber pf Collision of each station and channel
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4. 4.6 Successful Transmpission Hodule :

If in & channel there are no other stations within the

propagation delay time of the first station of that channel then

that station starts transmission successfully. The successful

station then schedules the time and channel for its next packet
The time for allhother stations are updated If however there

are some other station shaving ready packet within 'the packet

transmission time of the first station then all these stations

wait for a random amount of time and reschedules tfansmission

according to the negative exponential distribution having wmean

time of 2%packettime . The following statistics are'updated in

this module

i. Time Elapsed

il. ﬁelay time of some of the stations

iii. Delay time of each channel

iv. Number of +transmitted packets of each station and each

channel

v. Queue Length
4.4.7 Qutput of statistics Hodule

Here the updated statistics generated in the previous two
modules are collected . Stations related outputs ,channel
related outputs and the overall system outputs are considered

separately.
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4.5 Starting and Stopping Policies :

The simulation process 1is started at 1idle state. All the
parameters are initialized to the idle state in the
initialization block. The 1length of the simulation time is
chosen in such a way that the total packet transmitted from ahy
of the channel is about 1000. This limit has been chosen using
trial and error method.

For each set of parameters 5 runs are carried on. The final
statistics generated is the avéraée of these 5 runs. So the
number of replication of the simulation run and the 1length of
the simulation run have been found within the satisfactory limit.
The validation techniques and the experimental process of this

simulation are discussed in the following chapter.
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Chapter 5

Result & Discussions



1. Utilization : This represents the percentage of the total
capacity of the channels in a CSHA/CD system which is‘:being
utilized. For a single channel it is defined as

Total Transmission time
Utilization = ---——=----------———-m——r————-

Total Simulation Time
Let the packet transmission time of the ith packet is = tj, The

number of total transmitted packet = N

Idle Time = Tq , Collision Time = T,

Then

.ﬁgti
Utilization = ----23d-— g
Tq + Te + gti
i=1

(5.1

Now Idle Time is the time during which there is no transmission
through the <channel. Collision Time 1is the time lost 1in
collision in a channel.

Utilization of +the system is taken to be the average of the

utilizations of all the channels. i.e. Utilization of the system ,

(5.2)
Where, Uj 1is the utilization of the ith channel. nc 1is the

total number of charinel.
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2. Delay : A packet faces delay if it cannot be transmitted at
its scheduled point of time. So delay for a packet is defined as
the difference in time between the instant a packet is scheduled
for transmission after the generation and the instant it
actually starts its transmission. Normalized delay 1is the
ratio of this time to the actual time needed for transmission.
That means 1t represents hdw many actual transmission time unit
is needed |

This parameter is calculated as follows

Total Delay faced by all the packets
Normalized Delay = --=--==—--—————--————r-————mm——————o oo m

i éti . (5.3)

[y

Where di is the delay faced by the ith transmitted packet.
3.Throughput : It is the actual number of Mega bits per second
transmitted. It is calculated by incrementing the number of bits
transmitted after the transmission of a packet. Suppose 1in tg
Second simulation time the number of bits t:ansmitted is equal

to ¥ on all the channels . Then ,

Throughput = e bits/sec

(5.4)

4. Bandwidth : This is expressed as the transmission speed in

Mega Bits per Second of a channel.
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5. Capacity : Maximum possible utilization of a channel is

called its capacity.

6. Haximum Offered Load : It is the theoretical maximum offered
load expressed as the percentage of total bandwidth and
calculated in the following way

Mean Arrival Rate * Hean Packet Size in bits per packet
* Number of stations

B ¥ nc ~ (5.9)

Let us take an example.
Mean Arrival Rate = 1000 packets /sec

Packet Size = 5000 bits/packet

Number of stations = 20
Number of channels = 4
Transmission speed = 10 MBPS

Then ,

1000 * 5000 * 20

10000000 * 4

7. GQueue Length : It is defined as the number of stations
waiting for transmission within the transmitting period of a
successfully transmitting station in the same channel. Suppose

in a channel a station is trnsmitting successfully with its
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packettime = tp.- Now if the numbér of stations trying to
transmit within this time in the same channel is equal to 'Q° ,
then we say that these 'Q’ stations are queued in that channel.

'So the queue length is equal to 'Q°

9.2 Validation of the.simulator

The random number generator is tested by running it separately.

The period of generation is satisfactorily within the tolerance.

The nature of the performance parameters found from the

simulation run is found to be within a very close approximation

to the analytical results and results found from simulation

carried elsewhere on the same. The slight variation is because

df the variation in retransmission poiicy adopted. In my model a

packet, if suffers more than 16 collisions is aborted. So a

separate run was given for the simulator withdrawing this

condition. The resulting delay - throughput characteristies was

compared with the results in [20] . The nature of the curves
found from my simulation was found to be in close approximation

to that of the above mentioned paper. The result is shown in

Fig 5.17 which is discussed below . The difference is due to

the difference in reschedule policy and the packet abortion

policy.

The simulator was also tested using experimental results and
comparing these with the theoretical results which are discussed

in the following chapter.
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5.3 Experimentation :

A set of different experiments is done using the simulator for

the performance analysis of the CSHA/CD Protocol. These are

A. Fairness test of the protocol

B. Effect of number of channel on the delay - utilization

characteristics of CSMA/CD

C. Effect of number of stations on the delay - utilization

characteristics of CSMA/CD

D. Effect of varying the offered load by varying the arrival

rate of packets
E. Effect of the packet size

F. Effect of the packet size distribution policy.

Now using the Simulator the following results are obtained.

A) Effects of Number of channels{Buse=s) on the performance

Two Characteristic curves are discussed here. These are
I. Utilization vs Number of Channels ( Fig 5.1)

IT. Normalized Delay vs Number of Channels ( Fig 5.2)

Only the Constant packet distribution is considered.

Number of stations=20

Number of channels are varied from 1 to 8

Packet size is taken to be 500 microéeconds

Fig 5.1 & Fig 5.2 are drawn for 3 different values of arrival

having values 500, 1000 and 1500 packets per second
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the following observations are made from Fig 5.1

1. For the same packet arrival rate utilization decreases  with
the increase of number of channels. This is because the total
load offered to the system remains constant . So the increase in
capacity of the system with the increase of channel will not be
utilized to that extant. According to the definition of offered
load , the load which is 500% for a single channel will only be

100% for 5 Channels.

2 With the increase of arrival rate the rate of decrease of
utilization with increasing number of channels 1is getting

smaller. The following statisties supports this fact

For 500 packets/sec ,

Utilization for 1 channel = .85
Utilization for 8 channelé = .48
Difference = .85-.46 =.39

For 1000 packets/sec ,
Utilization for 1 channel = .895
Utilization for 8 channels = .53
Difference = .88-.53 =.36

For 1500 packets/sec ,
Utilization for 1 channel = .92
Utilization for 8 channels = .60

Difference = .92-.860 =.32
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Fig 5.2 shows the variation of Normalized Delay with the number

of channel, It is found that

I. For the same offered load increasing number of channel will
decrease the delay. Because in multiple channel ﬁ packet can

have the option of choosing one ffom many channels.

II. If we increase packet arrival rate then delay 1increases 1in
all cases. But the rate of increase is smaller for larger numbér

of- channels. If arrival rate is changed from 500 teo 1500 then

Increase in delay for 1 channel = 7.6 - 5.2 = 2.4

Increase in delay for 8 channels = 2.84 ~ 1.96=.88

Here also two Characteristic curves are discussed . These are
I. Utilization vs Number of stations ( Fig 9.3)

IT. Normalized Delay vs Number of stations (Fig 5.4 )

Only the Constant packet distribution is considered.
Number of channels is kept fixed at 4.

Number of stations is varied from 5 to 40 in step of 5
Packet size is taken to be 500 microseconds

Arrival Rate = 1000 packets per second

Variation of. utilization with respect to the the number of
stations ( Fig 5.3 ) shows that Utilization incresses with the
increase in station . But the rate of increase in utilization is
getting smaller with increased number of stations. The change of
utilization from station 5 to 10 = .63 - .53 =.10. The same for
increase of stations from 35 to 40 is = .81 - .79 = .02.
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Fig'5.4 shows the change of normalized delay under the above
mentioned parameter values.

It is clear that as more number of stations are entered into the
system ,more packets try to occupy the same number of channels

The result is the increase in delavy.

The protocol is assumed toc have no bias to any of the
channels or stations. This assumétion is validatéd by the
simulation run in the following way.

1. Fairness to the channels : A simulation run is performed with
the following set of parameters.

No. of stations =20

No. of channels =4

Mean Packet size =5000 bits/packet

Mean Packet arrival rate =400 packets/second

For constant packet Distribution Table 1 shows the result found
from the simulation run

From the tabular data the mean and standard deviation of the

performance parameters are found as follows. (Table 2)
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- tant Packet Di buti

4
20

Number of Chﬁnnels

Number of Stations
Arrival Rate=z400 packets per second

Mean Packet Sizez=5000 bits per packet

Channel Packet Channel Normalized Queune Channel

Number Transmiﬁted Utilization Delay Length Throughput
0 1003 0.73 4 .88 1.88 7.29
1 1071 0.81 5.33 1.94 8.06
2 1085 0.78 5.27 1.84 7.77
3 1044 0.76 5.08 1.87 7.82

"Table 1 : Performance Parameters of the channels in a simulation

run
Performance Parameter . Mean Standard Deviation
ﬂo. of Transmitted Packets 1030 18.89

Channel Utilization L7775 .021
Normalized Delay ~ 5.14 .182

Queue Length 1.91 .0886

Table 2 : Mean & Standard Deviation of Performance Parameters of

channels
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Constant Packet D3 bt

Arrival Rate=400 packets per second

Mean Packet 5ize=5000 bits per packet

Station
No.
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Table 3
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Message
Transmitted
212
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221
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Performance Parameters of the stations in a
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Message

Aborted Collisions

.87
17
.50
.33
.17
.17
.50
.33
.33
.17
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.33
.17
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.50
.00
.83
.17
.87
.17
.33
.50
.83
.17
.33
.83
.33
.87
.87

of

Delay
(microsecs)
.00
.73
.70
.14
.38
.99
.23
.18
.31
.08
.08
.28
.58
77
.83
.04
.23
.28
.81
.48
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Time
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86500
103500
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104333
102250
110867
101000
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The pie chart (Fig 5.5) and the standard deviation figures

clearly shows the fairness of the protocol.

Z2. Fairness to the stations : Parameter values were taken as
above. Table 3 shows the reshlt. Mean and Standard Deviatiocons

of the performance parameters have been found ss follows.

Performance Parameter Mean Standérd Deviation
No. of packet transmitted 208.495 ‘ .0382

Average Delay | 5.15 257

Average no. of Collision 7.82 .138

Table 4 : Hean & Standard Deviation of the performance
Parameters of the stations. ' \

DY Effect of | {ze Distributi ! i ab] ] .

The following three distribution policies are considered

i) Negative Exponential

ii) Uniform Distribution

11ii) Constant Packet Length

Variable naﬁure of the packet size is represented by the ratio
‘s’ which is defined as the rétio of propagation delay to the
mean packet transmission time. Following set of data is used.
No. of stations =20

No. of channels =4

Packet size is varied from 50 bits/packet to 5000 bits /packet
so that the ratio "a’” is varied from .01 to 1.

Arrival Rate = 500 packets/second.
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Fig 5.7 ﬁnd 5.8 show the relation between utilization and the
parameter “a’ for the three distributions. As the arrival rate
is kept fixed , S0 variation of idletime is very small.
Therefore dependency of utilization on the collisiontime becomes
prominent(eq. 5.1). At higher value of ‘a’ , packet transmission
time is small ; so collisiontime is comparable to packettime
Hence utilization decreases. Therefore, The general trend of
the graph is that utilization decreases with increasing value of
"a’ for all the three aforementioned distributions.

Another important finding of this experimentation is that for
the same value of ‘a” utilization is maximum for Constant packet

length ; Utilization is minimum for Negative Exponential

Distribution. The Utilization for Uniform Distribution 1is in

between these two.
Fig 5.8 shows the dependency of average collision on the ratio
‘s’ ., Higher values of ‘a’ gives more collision . Of course the

behavior is somewhat random.

‘ ] :
All the three above mentioned packet distribution policies ﬁre
considered.

No. of stations =20

Packet length = 5000 bits per second Arrival rate for each of
the above packet length is variéd in such & way so that the

system offered load varies from 20% to 400% for channel numbers
1 to 4

Fig 5.10 to 5.13 show the most important Delay - Throughput
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Characteristiecs of CSMA/CD protocol. Four graphs are drawn from
the results for four different number of channels keeping all
the parameters constant. The number of channels chosen are
1,2,3,4 for 20 stations in the system. Following inferences
can be drawn from each graph. |

-i) For the same utilization Hegativé exponential distribution of
packets results in highest delay, Whereas constant distribution
gives lowest delﬁy and uniform distribution is in between these
two.

ii) Of course the variation is not so prominent , especially for
lower utilization. This 1is obvious , because at lower
utilization the channel remains free for a larger time. So the
chances of collision are rare. S0 delay is small and not so

dispersed among different distribution.

iii) The delay for all three distributions are found to
increase with increasing offered locad This 1is because more

packets are now in the system waiting for transmission

iv) As the number of channels is increased the normalized delay
is found to decrease for the same utilization for all three
distributions.

For Constant packet length and at 80% Utilization the normaiized
delay figures for channel 1,2,3 and 4 are 12.5, 9.4,6.7 and 3.6

respectively.

Figures 5.14, 5.15 and 5.168 show the delay utilization curve for
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a small packet size of 500 bits pér packet. Number of channels
taken in the three cases are 2, 4, and 8. If we compare the
results obtained with the mean packet size of' 5000 bits per
second we see that the utilization debreases'with 500 bits per
second case for the same number of channel snd stations and
other parameters. So decreasing the mean packet size is found to

'decrease the utilization.

To investigate the effect of arrival rate on the delay
throughput characteristics for different number of channel =
separate run was undertaken. Packet length is taken to be
negative exponentially distributed with mean of 5000 bits. The
run was done using 1,2,4,and 8 channels. Arrival ;ate ~in the
system was varied in such away so that for 8 channels the
offered load varies from 10% to 100%. This is equivalent tec 80%
to 800% for the single channel case which means very high
offered -load . As a result for 1 channel the wutilization is
found to be maximum with a value of 92% . The normalized delay
also has the maximum value of 21.5. With the increase of nuﬁber
of channels the normalized delay decreases . For 2 , 4 and 8
channels the maximunm delay for the giveh maximum load are
13.5,7.6 and 3.42 respectively. Another improvement in adding
new channels is the significant increase in the throughput. With
the given maximum offered load throughput values are 9.2, 16.1,

27.8 and 51 Mbps for 1, 2, 4 and 8 channels respectively.

&
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F) Dal - Util . cl tariat ] limii |
; ¢ 11isi :

All the above characteristics were found using a maximum limit
on the number of collision a packet may face. This 1limit was
taken as 16. That means a packet after facing collision for 18
times is aborted. Therefore the delay utilization curves were
found salmost monotonic. So a separate run was given letting a
packet suffer as many collision as possible before successful
transmission. Interestingly enough this time , with the increase
of load the utilization was found to decrease with sharp
increase in delay. The results found completely matches with the
theoretical result and other simulation results. Figure 5.18
clearly explains this feature. The maximum utilization point is
very close for all three distributions, having .81 for
constant, .79 for Uniform and negative exponential distribution.
After this maximum utilization , as the offered load is further
increased utilization was found to decrease with increasing
delay. For this curve, the maximum delay is found for the
Negative exponential Distribution which is equal to 6.85, the
minimum is for constant having 5.14. This result suggests a
maximum value of the offered load. That means in a given systen,
increasing offered 1load will result in a better delay -
utilization curve upto a certain limit. If after that 1imit the
load is increased by increasing the arrival rate then the delay

- utilization characteristics degrades sharply.
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1t e ‘a’ C i £ [

In this experimentaticn packet size was varied in such a way so
that "a’ can be varied from .01 to 1. For each value of "a” the
arrival rate was varied so that the lcad varies from 20% to
2000% to get the maximum possible utilization for a certain
parameter set. By plotting +the maximum utilizatien for a
particular value of "a’” Fig 5.19 was found. The curve shows

that the efficiency of the system decreases as the increase of
‘a’. For Ethernet the maximum utilization or efficiency 1is found

from the following formulae [22]
efficiency = —=wceemeeenn

The experimental result and the theoretical result is compared

in the following table.

a Efficiency from Efficiency from
Simulation Analytical result

01 827 9487
02 873 apzs
0333 794 8476
05 729 .7874
1 .624 .6494
2 .452 48
4 .293 .3184
8 . 187 .188

1 15 . 1583

Table o : Comparison of Analytical & Simulation results of the
maximum wvtilization vs “a’ ‘ -

The slight variation is due to the difference in model of

Ethernet and the present protocol.
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Chaptexr B

Conclusions



6.1 Conclusions :

A simulator has been developed which can simulate the behavior
of the Unslotted Non-persistent CSHA/CD Protocol. This 1is
intended to be used to predict the performance of this protocol
under different operating conditions. The perfofmance parameters
can be delay, throughput, queue length, and Utilization. The
variable parameters are Nuhber of channels, Number of stations,
packet 1length,packet length distribution policy, arrival rate
,arrival distribution policy,length of the LAN . The following
conclusions are drawn from the simulator

1. It was found from the simulation result that negative
exponential distribution gives least utilization and highest
delay among the three distribution policies described. On the
other hand Constant distribution gives maximum utilization and
minimum delay for the same parameter values.

I1. At 1light load , the increase of number of channel
decreases the utilization and delay for the same offered 1load.
Increasing number of channel improves the performance at high
load. |

I11I. It was found that the increase of the size of the packet
increases utilization

IV. As the number of packet arrival rate increases , collision
is found to increase. The delay is also found to increase with
increasing arrival rate . It was also found that ,for 5000 bits
packet size , ﬁaximum utilization was obtained at 400% offered

load beyond which the delay - utilization curve deteriorates.
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The delay throughput curve differs slightly from the theoretical
results f25] because oflfwo different assumptions

I. Unslotted and Nonpersistent protocol was assumed instead of
slotted persistent case.

II. Rescheduling with Negative Exponential Distribution was

lassumed instead of Binary Back-off policies [1].

6.2 Recommendations:

I. The simulator can be modified to accommodate slotted and
persistent CSMA/CD and also other LAN Protocols. This can be
done by changing the event selector module, collision module and
successful transmission module.

II. The developed simulator assumes the stations to be
homogeneous with same arrival rate. But the stations can be made
heterogeneous with the provision of a priority éueue . Variable
arrival rate for different stations can also be a&commodated.
I1I. Any Rescheduling method can‘ be accommodated in this
simulator. It can have geometric distribution, or Bernoulli
Distribution. |
IV. The output obtained now is in the form of ‘statistical
representation. Animation techniques can be used to the
simalator for graphical lively representation..

V., For Multiple Channel LAN other probable candidates as Token
Bus may also be investigated.

VI. It was found from simulation that at higher offered load
Delay increases sharply and utilization decreases. Future work
may be done on the improvement of performance at high load.
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7KK R KK ORI OK K0 K 0 K K S R H KKHOK K K ORI RO KR K K/
¥ OSimulation of Unslotted Nonpersistent CSMA/CD Protocol x
3233202202000 2200502332233 0033333083383 ¢338333333333333 ¥,

include <stdio.h>

#

# include <stdlib.h>

# include <math.h>

# include <alloc.h>

# include <time.h>

# include <conio.h>

# define NOOFSTATION 20 /¥Number of Stationsx/

# define FPD 5 /X¥Prgpagation Delay in microsec %/

# define JAMSIGNAL 25 /¥xLength of Jam Signal = 25 Bits
# define NC 8 /¥Number of Channel x/

# define RUN 5 /¥Replication of Simulation X/

2323033333823 8333333833333 3333%383%337
/¥ Global Declaration of Variables X/
2233333233333 3¢832233233233333333333¢ %,

float length,aratio,ndpp,fime_elapsed,mspp;
float simulationtime,coldelay,mptime,packettime;
float bpp,jamtime,pd,load,util,avcol, throughput;

int ts,sr,lambda,ps,psdf,steady,distribution;
int total_packet_transmitted;

float s_totdelay,s_avdelay,s_maxdelay,s_totavdelay;
float s_totcollision;g

double ran,vy;

char xdist;

/% Station related variables x/

int rs,m,r,rl1,s,ns=NOOFSTATION,a=300,nc=NC; .

"int channel_of_station[NOOFSTATION];

int pos[NOOFSTATION],transmitted[NOOFSTATION];

int aborted(NOOFSTATION],collision{NOOFSTATION];
float start[NOOFSTATION],arrival time[NOOFSTATION];
float delai{NGOFSTATION],dela,mttime{NOOFSTATION];
float s_avdelai{NGOOFSTATION];

float s_normdelay,s_avcollision;

FILE %outfile,%fp,%fpc,¥fps,¥fpsize,xfpdelay,Xfpu,¥fpcol;

int station[NC]J{NOOFSTATION];
float transmission_time[NC][NOOFSTATION];

/% channel related variables X/

int msgout[NC],msgin{NC],chcol[NC],sn[NC];
float utilization[NC],total_collisiontimefNC],totdelay;

1

X/



float tput{NC},maxdelay[NC],msgtime[NC],avdelay[NC];
float netavdelay[NC],totavdelay[NC] ,normdelay[NC];

float elapsedtime[NC],idletime[NC],avcolliision[NC];
float tot_eventtime[NC];

float delay_per_packet,avglengthlNC],glength[NC];
float chdelayINC];

float avutilization{NC],avchdelay[NC],,avmsgtime[NC],
avqlength[NC],avtput{NC],avidletime[NC],
avelapsedtime(NC],avtotal_collisiontime[NC];

int avitransmitted[NGOFSTATION];
float avaborted[NCOFSTATION],avcol 1[NOGFSTATION],
avs_avdelai[NOOFSTATION] ,avmttime[NGOFSTATIONT;

int avmsgout{NC],avchcol[NC];
float avu,avc,avt,avd; )
int avp;

/X

length=Length of the Network

aratio=Ratio of the Propagation Delay to the Packet Transmission Time
lambda=mean arrival rate 1iIn packets per second
utilization{m]=utilization of the channel m
glength{m]}=current length of the gueue of channel m
simulationtime= Simulation Time

tput= Normalized Throughput

msgout[mi=Total messages flown out of the channel m
maxdelay=Maximum Delay for any of the message

r=no. of stations in collision at one time

ri=no. of stations waiting during the successful
transmission of another station

mptime = Mean Packet Transmission time

ndpp = Normalized Delay per packet

bpp = Bits per packet

psdf = Packet Size Distribution factor

X/

/0K KK KKK KKK 0K 0K 0K 0K K KK KK 30K K KK KKK XK KKK K X X /
/% Programmer Defined Function Peclarations ¥/
/ORI KKK KOKOKOKIOKOKKOKOKOKKOKOKOKOKOKKOKIOK ORI KKK K X XXX/

double randu(};

float ptime();

void reversevideo(void);

void hide(void);

void Input Parameters{void);

void open_files(void);

void print_headers();

void initialize _avg_parameters{void);
volid 1initialize_time_and_channel(void);

2



void arrange_time(void);.

voilid allocate_to_channel(void};

void initialize_station_parameters{void);
void initializeugysteh_parameters(void);
void initialize_channel_parameters{void)};
void successful_transmission(void};

void call_event(void);

void collision_occured(void);

void successful _transmission{void);

void station_output_statistics{void);
void channel_output_statistics(void);
void system_output_statistics(void);

void simulate{void);

void find_maximumtime(void);

void printout{void);

2322333033833 3333038330330 33 3333 ¢ ¥4
/% Functions for screen Dispaly %/
AR R R R RO R R R kR ok k/

void reversevideo(void)

{

textattr(Ox70);

cprintf(" ")
gotoxy{wherex()-7 ,wherey{));
3 .

void hide(void)

{

textcolor (BLACK) ;
textbackground (BLACK) ;
3 .

/KKK KKK KKK K KKK KK KKK KO K KK KKK K KKK R KRRk K/
/% Function for handling the Input_Parameters X/
/3000300030303 300 3030H00K30K 0 0K K KKK R R OKOK R R X R R R Rk /

"void Input_Parameters(void)

{

clrscrt);

printf("Give the Time of Simulation (in Seconds): ");
reversevideo(); :

scanf ("4Zf" ,&simulationtime);

simulationtime¥x=10000Q0Q;

normvideo( )

Cprintf{"\n");

printf("\nLength of the Network {(in Kilometer)? ");3;
reversevideo();

-scanf("%4f",&length);

normvideo();



printf{"\n");

/% printf{"\nNo. of Stations in the system ? ");
scanf{"%4d" ,&ns )%/

/% printf{"\nNo. of E€hannels in the system ? ");
scanf ("4d" ,&nc); %/

printf{"\n Mean Packet size (in bits per packet) :7?

reversevideo();
scanf{("4d" ,&psdf);
normvideo();
printf("\n");

printf("\nMean Arrival Rate (in Packets per Second)
reversevideo();

scanf{"4d" ,&lambda) ;

normvideo(};

printf("\n");

printf("\nTransmission speed (in Mb per Second) : ")
reversevideo();

scanf("%d" ,&ts);

normvideo(};

printf(”"\n");

3

/00K 0K IR 30K 0K0K KKK K KKK O K O K kK Kk k ok /
/¥ Function for Random number Generation X/
/30K KK KK K030 K 3K 3K K 0K KK 0000 3OKOKKK0K K00 3OO KOO R K/

double randuf{)

{

double ma=2147483647.0,x;
float al1=14807.0;

int table(B8],i3;

for {(13=0;i3<=7;1i3++)
{
=ali¥rs;
rs={int}fmod(x,ma);
table(i3]=rs;
2}

table[rs%8l=rs;
return( (double)table{re’%8l/ma);
)

A KOKRKOK X000 KK O KOO0 Rk Rk Rk kK /
/% Function fer file handling %/
A 30K K K KKK K KOO OOK OO K ok kR kK /

q
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void open_files(void)

{

if ((outfile=fopen{"c:\\out\\csm.dat","w+"))}==NULL)
{ .
perror{"The file cannot be opened‘");
exit{l)};
¥

1if {({fp=fopen{"c:\\out \\dist.dat","w+"))==NULL)
{

perror("The file cannot be opened "};

exit(l);

3

if ((fps=fopen("c:\\out\\station.dat","w+" )} )}==NULL)
{

perror("The file cannot be opened f};

exit(l);

¥

if ({(fpc=fopen{"c:\\out\\channel.dat”,"w+"})==NULL)
{

perror{”"The file cannot be opened ");

exit(l);

3

if ({fpsize=fopen("c:\\out\\size.dat","w+"}}==NULL)
{ .
perror("The file cannot be opened ");
exit(1l);

3

if ((fpdelay=fopen("c:\\out\\mdelay.dat","w+")})==NULL)
( .

perror("The file cannot be opened ");

exit(l);

} .

if ({(fpu=fopen(’c:\\out\\mUtilize.dat”,"w+"} )==NULL)
{

perror{"The file cannot be opened ");

exit(l);

1

if {({(fpcol=fopen("c:\\out\\mColision.dat","w+"))==NU_L )
{ .

perror{"The file cannot be opened ");
exit(l);

X :

} /¥ End of openfiles x/

3



1233332355333 33333333333¢33338388838333833323 %4
/% Function for printing the file headers x/
22333334333 33333033¢33 ¢330 02020220220

void print_headers({void)

{
fprintf{outfile,” Statistics of Unslotted CSMA/CD FProtocoliwn")};
fprintf(outfile,“ oo ssssssssssssEss=s=s=zzassass=====\N") }

fprintf{fpsize,"Transmission Speed=%d Megabits per Second\n",ts]);
fprintf{fpsize,"No. of Terminals=#Zd\ni\n",ns};

fprintf{fpsize,"No of channels=4id\n",nc);

/% .

fprintf{outfile,"\n\nPacket Size Arrival Utilization

Av.Delay \n"); :

fprintf{outfile,”(Bits) (Packet/Sec) (Normalised)
(Normalised}\n\n");

X/

fprintf(fpsize,"\n Arrival offered load Distribution Utilizatios
Avg Delay\n");

" fprintf(fpdelay,"0Offered Load Utilization Delay Throughput\n'"};

fprintf(fpu,"Utilization aratio Distributioni\n");

fprintf(fpcol,"Av Collision aratio Distribution\n"}}
}

void initialize_avg_parameters({void}
¢ .

int mlj;

avu=avt=avd=avc=0.0;

avp=0;

for (mi=0;mli<{=nc-1l;ml++)
{
avmsgoutiml ]=0;
avutilizationfml]=0;
avchdelayf{ml]1=0;
avchcol{mli]=03;
avglengthiml]}=0;
avitput{ml]=0;
avidletime{ml ]=0;
avmsgtime{ml J=0;
avelapsedtime{m1]=0;
avtotal_collisiontimelml]1=0;

}



/%

avtransmitted[{ml]=0; &
avaborted([ml ]1=0;
avcoll(mi]=0;
avs_avdelail{ml]=0;
avmttime[ml]=0;

H
H

£ 10KH0N0K 30K 80 00K 30Kk 3k kK 0Kk 030K K K KKK K K KKK K KKK KKK K Kk Kk KK Kk /
/¥ Generation of Arrival time and Choice of channelx/
/X for the stations X/
7530303 30k 3k 30k Kk 00K KK 0K K 50K 30K OK KK 3K KK R IO RO K OIOK R KK KKK kK KK/

void initialize_time_and_channel(void)
{

int 1ij;

randomize();

rs=random(20000)+1;

printf{("\nInitializing\n"); ¥/

for (i=0j;i<=ns-1;i++)

{

arrivaltime(i]=-(float)log{randu())Xxmspp ;
channel_of_station[iJ=floor(randuf)*nc);

}

2

void arrange_time(void)
{

int i,n,k,J;

float small;

faor {(i=0j;i<{=ns=-13i++)
{

start(il=arrivaltime(i];
}
for (i=0;i<=ns—-1;i++)
éosfi]=i;

small=start[i];

far (j=i+lij<=ns~1;j++)

{

if{small > start{j])
small=start{jJ;
pos(i1]=73;

}

/¥ end of jJ loop %/



H

start{pos{i]l]l=start{i];
start[i]=small;

for(n=03n<{=i-1;n++)

for {k=0j;k<{ijk++)
{
if(pos[il==paslk])

pos[i]=k;
else

H
H
H
1 /¥ end of arrange_time x/

AKX 0K KK K KKK KOK K KK K R KKK KKK KKK/
/% Function for allocating the channels X/
/X among the stations : x/
2322222222280 033383333333333333333¢3¢83 Y,

void allocate_to_channel(void)
{

int sl,cn,j,i;
for(i=03i<{=nc—-1;i++}

snf{i]=0;

for (i=0;i<=ns—i;i++)

{

J=pos[i];

cn=channe1_p%_station[j];
sl=snlcnl];
transmission_time{cnl{sl]l=start{il;
snfcn]+=1;

stationfcn]lisll=j;

H

/3000000030 0K K00 ORI kKR 30K 30k Ok Ok Ok XK XK X/
/% The following functian X/
/¥ initializes the station parameters &/
£33 3838383838 3¢3¢33¢333333333333333333% %

void initialize_station_parameters{(void)
{

int ij;



for (1=0j5i<=ns-1;i++)

{
aborted[il=0; collision[i]l=0;
delai[il)=0; mttimel[i]=0;
transmitted[i]=0;

}

}

235353333333 33¢33333033338¢338%Y;
/¥ Function for initializing the X/
/% overall system parameters X/
IS 320200230808 333233¢333¢3 33833837,

void initiaslize_system_parameters{void)
{

util=0j

avcol=0;

throughput=0;

time_elapsed=0;

total _packet_transmitted=0;

}

/000000030 308 30030 0K K K K O KR KK Ok X K kK K /
/¥ The following function x/
/¥initializes the channel parameters x/
Z 000000 300K KK KO K KKK R KRR KKK KK R CKOR KX K K K /

void initialize_channel parameters(void)

{

int i

for (i=0ji<=nc—-1;i++)

{
msgout[i]1=0;
total_ceollisiontime(i]=0;
elapsedtimel[i]=0;
idletime[i]=0;
msgtimel[i]=0;
tot_eventtime[i]=0;
tput(i1]1=0;
chcol[i]=0;
chdelay[1i]1=0;
glength({i]l=0;

(S

/*txmxxxxxx******xtxxx*x*****tx*xxxxx*ix***/
/% Size of the packet for the transmitting

Q



station is calculated as follows %/
V23323328333 3¢3 8¢ ¢22L T,

float ptime()

{

switch(distribution)

{

case 1: /% Negative Exponential x/

{

bpp=—log{randu{) )*psdf ;

if(bpp<=a}

bpp+={flcat)a;

dist="Negative Exponential Distribution";
break;

}

case 2: /% Uniform %/

{ )

bpp=(float) (2%psdf-a)xrandul();
if{bpp<=a)

bppt=(flcat)a;

dist="Uniform Distribution”";

break;

}

case 3: /% Constant %/

}

{

bpp=psdf;

dist="Constant Packet Distribution":
break;

1

return({float)(bpp/ts));

}

AKKOK 00K 00K KK K 0K K K KKK KKK KK KKK KKK K OO OO KR KKK KKK Kk /

/% The following function calculates the values of
event determining parameters X/

/30K KOKCHCIK 0KKK0K0K0K KKK 000K 3K 08 3000K 3K K 3K K 8 8 K K0 k0K K K K K K IO K K X/

void call_event(void)

{

float diftime;
int i
packettime=ptime(};

/¥ printf({“packettime=%f\n",packettime);jgetch();

10

x/



for (i=0;i<=s—l;i++)

{

/K if(glengthl{il<1)
x/

if{transmission_time[m][i]<=packettime )
Qlength(m]+=1;

’

diftime=transmission_time[ml[il-transmission_time[m][(0];

if(diftime<=pd)
r+=13

else
if{diftimed>pd && diftime <= packettime)
ri+=1;

b
J

/30303000 308 305080050k 0 303K0K K0k 0K K K KKK KKK 30K K 30K K 30K K0k K K XK K X K/
/¥ Function for updating the collision statistics X/
SEEERERRE R IR A KRR KKK KKK KRR KKK KKK KKK K/

void collision_occured(void)

/%X This function updates the system statistics for the
occurence of a collision K/

¢
flecat collisicontime,inittime,prevtime,dtime;
int num,3j,1i;

float delayunitg

inittime=transmission_time{ml{0];

/X
fprintf{fp,"Collision among %d staticns in channel %Zd\n",r,m);

fprintf(fp,"Colliding statioﬁs are rescheduling their attempts\n");
:;11isiontime=transmissian_timeEm]El]*inittime+pd;
chcol[m]+=1s
elapsedtime[mj+=collisiontime;
total_collisiontime[ml+=collisiontime;
for{i=0;i<r;i++)}

{

11



j=stationCm]IC1i];
collision[jl+=1;
/X
fprintf(fp,"Total collision of station %Z3d =4X3d\n",j,collision[j]);

X/
/% if no. of collisions is less than 10 then using
binary exponential backoff algorlthm the next arrival
time is calculated x/

/* The above is the delay for collision only k/

num={(int}pow((double)2, (double){(collision(j]-1));
randomize( ) :

prevtime=arrivaltime{j];
arrivaltime[ji=—-(float)log{(randu())x10xpd;
channel_of_station[jl=floor(randu()*nc);
delayunit=transmission_time{m]{l]l-prevtime+pd+arrivaltime(j]l;

delailj ]+=delayunit;
chdelayim]+=delayunit;

3 /¥ end of for X/
/X Update the time for noncolliding stations %/

for(i=r;i<=s—-1;i++)

{

j=station{m]{il;
dtime=transmission_timef{m][il-inittime;

if{dtime>=collisiontime)
arrivaltime(jJ-=collisiontime+inittime;

else

num=(int}pow((double}2,(doublel)(collision[j]l-1));
prevtime=arrivaltimelj];

arrivaltime(jl=—-(float}log(randu{))Xx10Xxpd;
collision([j]+=1;

delayunit= 1n1tt1me+c0111510ntlme—prevtlme+arr1valtlme[J],
.delailjl+=delayunit;
chdelay[mj+=delayunit;

12



3 /% end of collision block %/

A KK KKK 0K 0K KK 30K 30K 30K 30803030 KK KKK KKK KOO Ok Xk kkkxkx/
/% Function for updating the statistics related to the X/
/X Successful Transmission X/

7 30K ROKOKIOKOKOIOK KKK OKOKAOKIOK K XK K 30K KOK0K0K0I0K080K0K0K 0K 0K KKK 0K K K K K 30K IO K ok /

volid successful_transmission(void)

{

int z,3,13

float previoustime,reduction;g

float delayunit;
/K :
After a successful transmission, time elapsed will be
incremented by the packettime. During this transmission
some stations trying to transmit will find the channel busy
They will reschedule their attempts.

t ¥4

z=station[m][OJ};
previoustime=transmission_timel(m][0O] ;
reduction=packettime+previocoustime;

/X

fprintf(fp,"Station ¥%d transmlts successful ly\n",z};
X/

msgtime{m]+=packettime;

tput(m]+=bpp;

mttimel(zl+=packettime;

elapsedtimelm]+=packettime;

if (glengthm]>=1)
glength[m]—-=1;
transmitted(z]+=1;

msgout{m]+=13

total packet_ transm1tted+ 1;

8

fprintf(fp,”%d packets transmitted so far through
the channel %“d\n",msgout{m],m};

X/

if(rl> Q)

{
/X

fprintf(fp,"has already started transmission\n");
x/

for{(i=1l;i<{=rlji++)

{

13

fprintf(fp,"%d stations try to transmit when one station\n"

,rl)



~)

J=station{m]{i];

/% Waiting time for the stations are calculated .

At this phase the waiting time is simply the difference
between the arrival of a packet and the completion of the
present packet %/

delayunit=reduction-arrivaltimel[j];
delai[j]+=delayunit;
chdelaym]+=delayunit;

/% New Arrival time for rl stations are generated.
Obviocusly this time is measured from the instant

of the completion of transmission of the present
station X/ :

arrivaltimel[jJ=-log(randu())}¥2kpackettime;
channel _of_station([jl=floor{randu()Xnc);

delailjl+=arrivaltime[j];

chdelay[ml+=arrivaltime{j];

2} /% end for(i=lji<=rl;i++) X/
/¥ new arrival time for the present transmitting station x/

arrivaltime[zl=-(float)log(randu())*mspp;
channel _of_station[z]=floor{(randu()Xnc);

/X updation of arrival time for the rest x/

for(i=rl+l;i<ss—13i++)

{

J=station{ml[il;
arrivaltime[jJ-=reduction ;}

2 _ . /% end 1if{(rl>Q) %/

/% 1f some stations are neither within collision time
nor within transmission time of a transmitting station
then no station faces any delay . Update the arrival time
of all other stations X/

1f{r<=1 && ri<1) /% Successful transmission with
no waiting station X/

{

for(i=1l;i<=s-1ji++)
{
J=station{m][i];
arrivaltime[j]-=reduction;

14



/X

?

arrivaltimelz]=-(float}log(randu())¥mspp;
channel _of_station(z]=floor(randu{)%nc);

H

}

Z AR KK 00K KK KK KKK KK KK KK K K KK 0K KK XK K K OI0OIOKOIOOOORKK KKK X KK X/
/% The following function does the simulation task %/
A 3050 3080K 300K 30K K 308 % 3008 30K 30k K 0 K0 K 0K 0K 0K 308 30OKOKOKIOKK Kk 0k Xk Kk /

void simulate(void)

{

int j;
arrange_time();
allocate_to_channel();

for (m=0;m<=nc—-1;m++) /% Loop for the channels
starts here X/

{

s=snlm];

if {(s>0)
{

r=0;

ri=0;

/% : : .

fprintf{fp,"\nAllocation to the channel %“d\n",m)}
fprintf(fp,“=====:==========================\n”);

X/

/% Idletime is the time when the channel! remains free %/

idletime[m]+=transmission_timelm][0Q];
elapsedtime[m]+=transmission_time[mJ[O0]:
call_event();

fprintf{fp,"\n Time Station r ri A2 BB I
for{j=03j<=s—-13;j++)

C

fprintf(fp,"%10.2f %12d %7d %Z7d \n",transmission_time[m][(j],

station[(m]j[i],r,rl); :

)

X/

15



=,

if(r>1) ' /% then collision X/
collision_occured({);

else /% successful transmission %/
successful _transmission();

/X
printf("Elapsed time of channel %d =%10.0f\n",m,elapsedtimeim]);

printf{("idle Time of channel %d = %Z10.0f\n",m,idletimelm]);
getch(); X/ _

/X
fprintf(fp,"Elapsed time of channel %d =%10.0f\n",m,elapsedtime{m]);

fprintf(fp,“idle Time of channel %d = %10.0f\n",m,idletime[m])
X/

} ' /% end if s>0 %/

/Xgetch()3x/

3 ‘ /7% end for m=0 to nc~1 %/
} /% end simulate %/

/KK KKK KK KKK KK 0K 0K K K08 30K 30K 00K IOIOKOK K IO K 0K K0 KOK KK KX X/
/% Function for finding the maximum elapsed time %/
A KKK 0K KKK KKK K KR KKK KK KK R K KRR KKK KK/

vold find_maximumtime(void).

{

int ch;

float temp; .

time_elapsed=elapsedtime{0];

for{ch=13;ch<{=nc—-1;ch++)

{

temp=elapsedtime{ch];

if(time_elapsed < temp)
time_elapsed=temp;

} © /% end find_minimumtime() X/
30K 000OK K 0000080 0K K 350K KO IO KKK KKk kK R x /
/¥ {Listing of station parameters x/

Z 30K 0K 30K KK Ok IOk ok ok ok Kk ek k /

vold station_output statistics(void)

{

16



int il,i;

/X

fprintf(fps,” KKK SR ARAR AR KRR\ g 0
fprintf(fps,“\nﬁrrival Rate=%d packets per second\n"
fprintf(fps, "Mean Packet Size=%d bits per packet\n"

fprintf(fps,“Station Messaqge Message
Delay - Transmission\n"}; '
fprintf(fps," No. Transmitted Aborted
{microsecs) Time\n"); x/

S_totdelay=0;

S_avdelay=0;
S_maxdelay=0;
s_totavdelay=0;
s_totcollision=0;

for(il=0;i1<=ns~1;il++)
{
if(5_maxdelay<delai[ill)
5_maxdelay=delai[il];
s_totdelay+=delai[il];
s_totcollision+=collision[ilj;

if(transmitted[il] '=0}
{

s_totavdelay+=s_avdelaiEil];

}

else

(
s_gvdelaitil]=delai[il]/mptime;
s_tofavdelay+=s_avdelai[il];

3 .

}

for(il=0;il<=n5—l;il++)

{

avtransmitted[il]+=transmitted[il];

-avaborted(il]+=aborted[il];

avcoll{il]+=collision[ill;
avs_avdelai[i1]+=5_§vdelai£il];
avmttime[il]+=mttime[il];

}

s_ﬁvdelay=s_totdelay/ns;
s_totavdelay/=ns;

if (total_packet_transmitted 1=0)

delay_per_packet=(float)s_totdelay/total_packet_transmitted;

17

No. of

Collisions

s_;vdelai[i1]=(float)delai[il]/(transmitted[il]*mptime)

ydist);
s lambda);
sPsdf);



else
delay_per_packet=s_totdelay;

ndpp=(float)delay_per_packet/mptime;
/% ndpp= Normalized Delay per packet %/

5_normde1ay=ffloat)S_totavdelay/mptime;
1f(total_packet_transmitted !'=0)
s_avcollision=(float)s_totcollision/total_packet_transmitted;
else |

s_avcollision=s_totcollision;

/¥printf("Avg Collision =%12.2f\n",avcollision)jx/
/¥getch(); *x/

/K
for(i=03i<=ns—-1;i++)

fprintf(fps,"%4d %10d %10d %Z10d %12.2f %11.0f\n",i,

transmitted[i],aborted[i],collision[i],s_avdeléi[i],mttime[i]);
x/

H

222222 RSS2 8823333883387
/% Listing of channel related parameters x/
18222322233 ¢308333333333333233333333¢8¢8823888 9,

vold channel_output_statistics(void)

int jl;

for(jt=03j1<{=nc—1;j1++)

gf(msgcut[jl] 1=0)
éhdelaytj1]=(float)chde1aytj1]/(msgout[j1]¥mptime);
chcolljl]l=(float)chcol[jll/msgout[ji];

qlength(jll=(float)glength[jl]/msgout[jl11;
}

if(elapsedtime([jl1l '=0)
utilizationtj1]=(float)(msgtime[jl])/elapsedtime[jl];

tot_eventtimel[jl]l=msgtime([jll+idletime({ji]+total_collisiontime(jl];

18



/X

/X

if{tot_eventtime{jl]l '=0)
tput{ill=(float)tputljll/tot_eventtimelil];

/% _ :
fprintf{fpc,"%4d %“12d %Z12.2f %12.2f %12.2f %L12.2f\n",jl,msgout([jl1],
utilization(jll,chdelay(jll,qlength[il],tput(31]);

X/

}

/% .

fprintf{fpc, " "Channel Idile Transmission Collision Elapsedisn”
fprintf{fpc,”Number Time Time : Time Time \n'");

for{jl=03jl1<=nc—-1:jl1++)
{
fprintf(fpc,"%4d ¥%12.C0f %12.0f %L12.0f %Z14.0f\n",jl,idletime(j1],
msgtimefill,total_cellisieontime(jl],elapsedtimelil]);
3
X/

3

/% end channel_output_statistics(void) %/

Z 030K 30K 30K 30K 30K 30K 30K 30K 308 350K KOK KKK KK IOKKOK KRR R kR kX kX kXK kX /
/% Function for overall system output statistics %/
822388322333 32338323333230332308333833333%¢¢233288 2% ¥/

void system_output_statistics(void)
int Cc;

for (c=0j3c<=nc—-1;c++)
ivcol+=chcol[c];

util+=utilization(c];

throughput+=tput[c];
}

avcol={floatlavcol/ncix/
util=(float)util/nc;
throughput/=nc;

fprintf(fpdelay,"%10.2f Z13.4f %10.2f %10.2f\n",load,
util ,ndpp, throughput);x/ :

/X
fprintf(fpu,"%12.4f %12.5f %10d\n",util,aratio,distribution);
fprintf(fpcol,"%12.4f %12.5f %10d\n",avcol,aratio,distribution);

19



fprintf(fps,"Throughput of the system=%10.4f Mbps\n",throughput};
fprintf{fps,'"Utilization of the system=%1i0.4f\n",util);
fprintf(fps,"Total Processing Time=%10.0f microseconds\n",
tot-eventtime) ;

fprintf(fps,”"Total no. of messages transmitted=¥%d\n",
total_packet_transmitted);

fprintf(fps,"Average Delay per message transmitted =%f\n",s_totavdel);

fpfintf(fps,"ﬁverage Collision per message transmitted =Zf\n",avc01);

X/
fprintf(outfile,"%9d %1l1d %id4.4% %14.,2f \n",psdf,lambda,
util,ndpp);

fprintf{(fpsize," “7d %10.2f %10d %14.4f %i2.2f \n",lambda,
load,distribution,util,ndpp}; -

X/

} /% end system_output_statistics{void) %/

. void printout(void)

{

int i,3,313

/X

fprintf(fps,” EXAXK AR ALSKXAKEXKKERX\N" ,dist);

fprintf{fps,"\nArrival Rate=%d packets per second\n",lambdal};
fprintf{fps,“"Mean Packet Size=%d bits per packet\n",psdf);

fprintf(fps,”"Station Message Message  No. of
Delay Transmission\n"); -
fprintf{fps,"” No. Transmitted Aborted Collisions

(microsecs) Time\n");

for(i=03i<=ns—-1;1i++) '

fprintf{fps,”"44d %10d %10.2f %10.2f Z12.2f %11.0¥f\n",i,
avtransmitted{il/RUN,avaborted[i]/RUN,aveoll[i]/RUN,
avs_avdelail{il/RUN,avmttime[i1]/RUN) %/

/X

fprintf(fpc," EXERRKRRKLsKXXKXAXXKKE\N" ,dist);
fprintf(fpc,”"\nArrival Rate=%d packets per second\n",lambda);
fprintf{fpc,”Mean Packet Size=%d bits per packet\n\n",psdf);
fprintf{fpc,"Channel Packet Channel Normalized
Queue Channel\n")

fprintf (fpc,"Number Transmitted Utilization Delay
Length Throughput\n"};x/

for(i=0j3i<=nc—-13i++)

{

avmsgoutf{i]/=RUN;

avutilizationf{i]l/=RUN;

20



+

g

avchdelayl[i]/=RUN;
avchcol[1]/=RUN;
avglength[iJ/=RUN;
avtput[1J3/=RUN;
avidletime{i]/=RuUN;
avmsgtime[1]/=RUN;
avelapsedtimef1]/=RUN;
avtotal_collisiontime(i]/=RuUN;
/R

fprintf(fpc,"4d4d %12d %12.2f %12.2f %12.2f %412.2f\n",i,avmsgout[i],
avutilization({iJ,avchdelay{ij,avglength{il,avtput{il);

x/

3

/K

fprintf{fpc,"Channel Idle Transmission
fprintf{fpc;“Number Time Time

for(jl=0;j1<{=nc—-1;31++)
{

Colliision

Time

Elapsed\n");

Time \n"j,

fprintf(fpc,"%4d %12.0f %12.0f %12.0f %14.0f\n",jl,avidletime{jl],

H
X/
avu={float)avu/RUN;
avd={float)avd/RUN;
avt={float)avt/RUN;
avc=(float)avc/RUN;

avmsgtime[ji].,avtotal _collisiontime(jl],avelapsedtime(il]);

fprintf(fpu,"%12.4f %12.5Ff %10d\n",avu,aratio,distribution);

/X

fprintf{fps,"Throughput of the system=%10.2f
fprintf(fps,"Utilization of the system=%10.4f\n",avu);%/

fprintf(fps,"Total Processing Time=%10.0f

tot_eventtime};

fprintf{(fps,"Total no. of messages transmitted=%d\n",avp};

fprintf(fpcol,"%12.2f %12.5f %10d\n",avc,aratio,distribution);

Mbps\n",avt);

microsecondsi\n”,

fprintf(fps,"Average Delay per message transmitted =%10.2f\n",avd};

fprintf(fps,"Average Collision per message transmitted =%4f\n" ;avc);

fprintf(outfile,"%9d “ild %i4.4F 4Li4.2f \n",psdf,lambda,

util ,ndppl;
X/

fprintf{fpsize,” %7d %10.2f %10d %1i4.4f %12.2f “\n",lambda,

load,distribution,avu,avd};
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}

2323002330338 W)
/¥ Main Program X/
2323330333530 % 3% V)

maing)

{

float prcntg

int count=0,z,ilambda,ips;
int ml,runnoj;

open_files();
Input_Parameters(}i
print_headers();

pd=PDxlengthj

Jamtime=(float)JAMSIGNAL/ts+pd;
coldelay=jamtime+pd;

clrscr{};
printf{"\nSimulation Time=%12.2f\n",simulationtime);

for{distribution=ljdistribution<=ljidistribution++)

{

for{ips=l;ips<=l;ips++) /% packet size is varied here X/

{

psdf=10¥pdXx10¥X1ips; :
mptime=(float)psdf/(float)}ts; /¥ mean packet transmission time X/

aratio=pd/mptime;

for (ilambda=0jilambda<=8jilambda++)
gambda=20#pow(2,(double)ilambda);
mspp=(float)l000000/{(lambda%nc);
load=(float)psdf¥lambdaixns/ (1000000%ts};

initialize_avg_parameters();

for (runno=1j;runno<=RUN;runno++)
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/X

{

initialize_time_and_channel({);
initialize_system_parameters(};
initialize_station_parameters(};

initialize_channel_parameters(};

s

elapsedtime will account for the summation
of collision time, idle time,jamming signal
time and actual transmission time '
x/

while (time_elapsed<{=simulationtime )
{

simulate();

find_maximumtime():

3

printf{"\n Done !'i\n")j;getch{); %/
station_output_statistics();
channel_putput_gtatisticg();
Sysfem_putput_ﬁtatistics();

avu+=util;

avd+=ndbp;

avt+=throughput;

avc+=avcol;

avp+=total _packet_transmitted;

for (ml=03ml<{=nc—1l;ml++)
{
avmsgout{mi J+=msgout{mil];
avutilization{ml]l+=utilization{ml];
avchdelay[ml]+=chdelayiml];
avchcollml]+=chcoli{ml];
avglengthiml]+=gqlengthlml];
aviputiml]+=tputiml];
avidletime[ml]+=idletimelml];
avmsgtime{ml]+=msgtimeliml];
avelapsedtimeiml J+=elapsedtimelml];

avtotal_collisiontime{ml]+=total_collisiontime{ml];

}
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—r -

...... — A e -

printout();

clrscr();

printf("\n RUNNING !'!! Please don't interrupt");
count+=1; 1
prcnt={float)100Xxcount/7; )
printf("\n %&.2f percent completed ",prcnt);

} /¥ end (ilambda=1ljilambda<=10;ilambda++)x/

Yo . /% end (ips=1;ips<=20;ips++) k/
} /% Distribution %/

fcloseall();

) , /% end main() %/
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