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Abstract

This thesis work focuses on the issues in designing a translation engine for Bangia

to English translation. Machine translation (MT) from one natural language to

another is not an easy task. It requires extensive knowledge about the involved

languages. Machine Translation is an emerging paradigm for processing natural

languages. Machine Translation and Natural Language Processing (NLP) are being

used by language industries for translating one language to another. MT invokes

a variety of techniques for language translation and machine translation engines are

developed using one of the techniques. The MT engine has been developed using

linguistic knowledge (LK) architecture. The proposed translation engine can translate

only simple BangIa sentences into English. It is upgradeable for translating other

types of sentences. The translation process involves analysis the Bangia sentence

syntactically, semantically and morphologically. After all sorts of analysis the tokens

and grammatical information are transferred through the transfer component. The

target system then generates output English sentence from the transferred tokens and

grammars. Thus the translation process completes.

Key Words: Machine translation, syntax, semantics, morphology, transfer, synthesis.
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Chapter 1

Introd uction

1.1 What IS Machine Translation?

Machine 'I\-anslation (MT) [1][2J[3Jrefers to automatic translation by machine. More

simply it can be said that machine translation is the application of computers to the

task of translating texts from one natural language to another. The translation from

one natural language to another is not an easy task by machine. One of the very earliest

pursuits in computer science, MT has proved to be an elusive goal, but today a number

of systems are available which produce output of sufficient quality to be useful in a

number of specific domains.

1.2 Brief History of Machine Translation

At the end of the 1950s, researchers in the United States, Russia, and Western

Europe were confident that high-quality machine translation of scientific and technical

documents would be possible within a very few years. After the promise had remained

ullre,tiized «n' a decade, the National Academy of Sciences of the United States

publislwd the much cited but little read report of its Automatic Language Processing

Advisory Committee (ALPAC). The ALPAC report recommended that the resources

that were being expended on MT as a solution to immediate practical problems should

be redirected towards more fundamental questions of language processing that would

hav" to be answered before any translation machine could be built. The number of
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laboratories working in the field was sharply reduced all over the world, and few of

them were able to obtain funding for more long-range research programs in what then

carne to be known as computational linguistics (eL) [3].

There was a resurgence of interest in machine translation in the 1980s and, although the

approaches adopted differed little from those of the 1960s, many of the efforts, notably

in Japan, were rapidly deemed successful. This seems to have had less to do with

advances in linguistics and software technology or with the greater size and speed of

computers thau with a better appreciation of special situations where ingenuity might

make a limited success of rudimentary MT. The most conspicuous example was the

METEO system, developed at the University of Montreal, which has long provided

the French translations of the weather reports used by airlines, shipping companies,

and others. Some manufacturers of machinery have found it possible to translate

maintenance manuals used within their organizations largely automatically by having

the technical writers use only certain words and only in carefully prescribed ways.

Now machine translation is being practiced as an emerging field of computer science

which covers a wide range of knowledge applicable in this field. Besides these practical

MT systems arc available in the web sites or in form of software products. MT systems

such as SYSTR.AN, HEISOFT are favorite products on the web for translating sentences

between a pair of languages that are supported by the system. Also researchers from

all over the world are doing valuable research in MT.

1.2.1 Why Machine Translation is Difficult?

Many factors contribute to the difficulty of machine translation, including words

with multiple meanings, sentences with multiple grammatical structures, uncertainty

about what a pronoun refers to, and other problems of grammar. But two common

misunderstandings make traJislation seem altogether simpler than it is. First,

translat.ion is not priInarily a linguistic operation, and second, translation is not an

operation that preserves Ineaning.

(
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While t.here have been many variant.s, most. MT syst.ems, and cert.ainly those that

have found pract.ical application, have parts that can be named for the chapters in a

linguistic text.book. They have lexical, morphological, syntactic, and possibly semantic

components, one for each of the two languages, for treating basic words, complex words,

sentences and meanings. Each feeds into the next until the last one in the chain

prod uces a very abst.ract representation of t.hesentence.

There is also a "t.ransfer" component, the only one that is specialized fora particular

pair of languages, which converts the most abstract source representation that can be

achieved int.o a corresponding abstract target representation. The target sentence is

produced from this essentially by reversing the analysis process. Some systems make

usc of a so-called "interlingua" or intermediate language, in which case the transfer

stage is divided into two steps, one translating a source sentence into the interlingua

and the ot.her t.ranslating the result of this into an abstract representation in the target

language.

1.4 Prospects of Machine Translation

Machine translation can play a vital role in translating instruction manuals for

internat.ioual products such as machinery, medicine, cosmetics, foods, cloths, etc.

To int.roduce Bangladeshi product.s all over the world it is necessary to supply the

instruct.ions for the products in various languages. For human translators this sort of

works may not be possible due to a lot of reasons. So an automatic translator is the

accept.able candidat.e in this regard. The translator will be effective mainly for speed

of t.ranslat.ion. An automatic translator is capable of translating information far more

fast.er t.han human t.ranslat.ors. Only t.he drawback is t.hat.t.he t.ranslat.ionout.put.may

not. be accurat.e. So post. edit.ingmust.be done t.o t.une t.he desired t.arget.out.put..
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BangIa i, our mot.her tongue. BangIa is only the language in the world for which our

people ,acrificed t.heir lives in 1952. For t.his reason the 21st February is now observed

all over the world as "International Day of Mother Language". This is obviously a pride

for u'. So the widest possible distribution of BangIa around the world is impossible

without. machine translation. For human translator this job is not feasible for a lot of

reasons. The only way to use machines or computers to do the job of translation.

With the advent of Internet technology and electronic commerce have increased the

demand for automatic machine translation of sufficient quality for determining the

content of a web page. Demand of machine translation has grown and will continue

t.ogrow st.eadily [2). A variety of authoring tools and document product.ion techniques

have also made linguistic information available in a variety of formats. The information

placed on t.he web is needed t.o be translated to the language of the user for his/her

underst.anding. If he/she tries to translate the whole contents word-by-word or

sentence-by-sentence it will cost a lot. of time. An automatic translator can do the

job. Translat.ion by machine will save a lot of time in this regard. To produce correct

out.put will require a significant. number of problems to be solved. The output produced

by t.he machine is needed to be edited by the expert of that language, if the system is

not. fully automated. In many cases the gist content of the page or document can be

obtained only by machine translation wit.hout post editing.

A significant. number of MT systems are found on browser over the Internet that can

translat.e a page into one or more languages. Moreover many language industries all over

the world arc engaged in multilingual translat.ion of a language. Multilingual translation

lUeans the translat.ion a language into several languages. The aim of machine translation

of a particular language is to introduce t.he language to others who do not know the

langlHlgc. They will just. usc a machine for the job of translation. The explosion in

electronic communication and the usc of computers has explored the way of taking

of technology to record, disseminate and maybe even preserve the language and to

exploit. approaches and t.echniques that are already tried and tested on more common

lallgllrl,gCS.

,.
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All over the world there are thousands of languages. Political issues regarding a nation

or a count.ry are found in t.he language of that country or nation. The problems

and solutions of political issues may be applicable to other nations or countries. If

the translations of those issues are distributed in several languages then it. will bring

some good impact.s for the nation or country t.hat is eagerly looking for such kind of

solutions. As it has ment.ionedearlier the crisis of human translators will be resolved

by introducing MT systems.

The social or polit.ical importance of MT arises from the socio-political importance of

translation in communit.ieswhere more than one language is generally spoken. Here the

only viable alternative to rather widespread use of translation is the adoption of a single

common "lingua franca", which is not a particularly attractive alternative, because it

involves t.he dominance of the chosen language, to the disadvant.age of speakers of

the other languages, and raises the prospect of the other languages becoming second-

class, and ultimately disappearing. Since t.he loss of a language often involves the

disappearance of a distinctive culture, and a way of thinking, this is a loss that should

matter to everyone. So translation is necessary for communication - for ordinary human

interaction, and for gathering the information one needs to playa full part in society.

Being allowed to express yourself in your own language, and to receive information that

directly affects you in the same medium, seems to be an important, if often violated,

right. Ami it is one that depends on the availabilit.y of translation. The problem is

that the demand for translation in the modern world far outstrips any possible supply.

Part. of the problem is t.hat there are too few human translators, and that there is a

limit on how far their productivity can be increased without automation. In short, it

seems as t.houghautomation of t.ranslation is a social and political necessity for modern

societ.iesthat do not wish t.oimpose a common language on their members [1].

1.5.2 Commercial Importance

The comml,rrial importance of MT is a result of related factors. First, translation itself

is conlInerrially important: faced with a choice between a product with an instruction

manual ill English, and one whose manual is written in Japanese, most English speakers

r,
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will buy the former - and in the case of a repair manual for a piece of manufacturing

machinery or the manual for a safety critical system, this is not just a matter of taste.

Secondly, translation is expensive. Translation is a highly skilled job, requiring much

more than mere knowledge of a number of languages, and in some countries at least,

translators' salaries are comparable to other highly trained professionals. Moreover,

delays in translation are costly. Estimates vary, but producing high quality translations

of difficult material, a professional translator may average no more than about 4-6 pages

of translation (perhaps 2000 words) per day, and it is quite easy for delays in translating

product documentation to erode the market lead time of a new product.

1.5.3 Scientific Importance

Scientifically, MT is interesting, because it is an obvious application and testing ground

for many ideas in Computer Science, Artificial Intelligence, and Linguistics, and some of

the most important developments in these fields have begun in MT. To illustrate this:

the origins of Prolog, the first widely available logic programming language, which

formed a key part of the Japanese "Fifth Generation" programme of research in the

late 1980s, can be found in the "Q-Systems" language, originally developed for MT.

1.5.4 Philosophical Importance

Philosophically, MT is interesting, because it represents an attempt to automate an

activity that can require the full range of human knowledge - that is, for any piece

of human knowledge, it is possible to think of a context where the knowledge is

required. For example, getting the correct translation of negatively charged electrons

and protons into French depends on knowing that protons are positively charged, so the

interpretation cannot be something like" negatively charged electrons and negatively

charged protom~". In this sense, the extcnt to which one can automate translation is

an indication of the cxtcnt to which one can autOluate "thinking".

Despite this, very few people, even those who are involved in producing or

commissioning translations, have much idea of what is involved in MT today, either

at the practical level of what it means to have and use an MT system, or at the level

of what is technically feasible, and what is science fiction. In the whole of the UK
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there are perhaps five companies who use MT for making commercial translations on a

day-to-day basis. In continental Europe, where the need for commercial translation is

for hist.orical reasons greater, the number is larger, but it still represents an extremely

small proportion of the overall translat.ion effort that. is actually undertaken. In Japan,

where t.here is an enormous need for translat.ion of Japanese into English. MT is just

beginning t.o become est.ablished on a commercial scale, and some familiarity with MT

is becoming a st.andard part of the training of a professional translator.

1.6 Problems of Machine Translation

Machinc t.ranslat.ion from one language to another is problematic due to the following

reasons:

• Problems of ambiguity

• Lexical and struct ural mismatches among the languages

• Multiwords units such as idioms and collocations

1.6.1 Problems of Ambiguity

In t.hebest. of all possible worlds every word would have one and only one meaning. But,

as we all know, t.his is not. t.he case. When a word has more than one meaning, it is said

t.obe lexically ambiguous. When a phrase or sentence can have more than one structure

it. is said to be st.ruct.urally ambiguous. Ambiguity is a well known phenomenon in

any nat.ural language. For Bangia it is also an import.ant problem for analyzing or

translat.ing. There arc several ways for which a sentence may be ambiguous. Word

meaning, phra.."ic st.ruct.ure, proverbs, pronoulls etc. are the issues for anlbiguities in

I3ang;la [4J.

1.6.1.1 Lexical Ambiguity

When a word has more than one meaning, it is said to be lexically ambiguous. Lexical

ambiguities iu I3angla are found due to the use of words in various contexts. The

(
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analysis of the words may reveal several meanings which are ambiguous. In Bangia the

synonyms ('f'Il$> "fli) is the classic example for which lexical ambiguity may occur [4].

1.6.1.2 Structurb.1Ambiguity

When a phrase or sentence can have more than one structure it is said to be structurally

ambiguous. It occurs when a structure of a sentence provides more than one meaning.

When a structure in a sentence is interpreted in different ways, then there will occur a

problem regarding the extraction of correct meaning. This types of ambiguities suffer

the MT practitioner mostly in finding the appropriate meaning of the sentence [5][6].

1.6.2 Lexical and Structural Mismatches

Lexical amI structural mismatches occurs due to lexical holes among the languages.

Lexical holes means a phrase of a language can be expressed by a single word in another

language and vice versa. This may occur due to grammatical divergences among the

languages. This type of mismatches should be treated properly for successful machine

t.ranslat.ion [1].

1.6.3 Multiwords units

Multiwords units and idioms in MT is problemat.ic due to t.heir translational properties

of being as a unit. Idioms are to be translated as a unit meaning. So t.hat individual

words in an idiom will not. be t.ranslated according to their meanings [1].

1.7 Present State of BangIa Machine Translation

Machine t.ranslat.ion regarding Bangia language is in rudimentary stage. Very few

research activities have been conducted regarding machine translation of Bang\a but a

significant. number of research activities have been conducted on the analysis of BangIa

sent.ences. Among them [7][8]describe the parsing of BangIa sentences. Simple BangIa

sent.ence parsing has been proposed in [7]. The detail analysis of BangIa phrases and

different. t.ypes of sent.ences are described in [8}. Analysis of complex and compound

I
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sentences has not been done yet. The design principle of automatic translation system

for BangIa to other natural languages has been described in [9],whereas [10]describes

the development of machine translation dictionary for BangIa language. Besides

these, [11] focuses on designing a Bangia conversion processor using natural language

processing and [12] describes the design and implementation of a bilingual natural

language parser for BangIa to English. A significant number of researchers from various

institutions of Bangladesh are doing fruitful researches regarding BangIa language.

1.8 Conclusion

Machine translation is important for those who need the gist content of a page or

document but not the actual translation. To extract the meaning of a sentence of

unknown language is not always possible to do by a human translator because of his/her

unavailability. MT systems can solve this problem with a little bit cost though.

Organization of the rest of the thesis is as follows, Chapter 2 discusses the structure

of machine translation system. A proposed MT engine and the components of it have

been shown. Various steps and components of source and target systems have been

dicussed briefly.

Chapter 3 concentrates on the analysis of the source language. For machine translation

source language analysis consists of lexical, syntactic, semantic and morphological

analyses. The implementations of the analyses have also been presented.

Chapter 4 centers morphological analysis. Morphological features of BangIa words and

their analysis have been presented. Three types of morphologies in Bangia are presented

with their implementations.

Chapter G focuses on transfer of MT system. Syntactic transfer MT has been

,elected and various issues regarding Bangia-English transfer have been presented with

examples.

Chapter G deals with the generation of target language output from the target

language interface structure. Generation mainly concerns syntactic and morphological

generation. Syntactic generation has been presented in form of tree structure which
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is transferred from the source side by the transfer component. Syntactic and

morphological generation have been described with examples.

The concluding chapter describes the goals achieved and emphasizes on the application

potent.ials. It. focuses on the short.comings of t.he MT engine and t.he works to be done

in fut.ure. It. also presents some alt.ernative st.rategies in MT t.ransfer and a comparison

among various transfer techniques.



Chapter 2

Machine Translation Engine

2.1 Translation Engine

In machine translation systems the most important non-human component which

performs automatic translation is called translation engine [1][2]. MT engines can

be classified by their architecture - the overall processing organization, or the abstract

arrangement of its various processing modules. Traditionally, MT has been based on

direct or transformer architecture engines, and this is still the architecture found in

many of the more well-established commercial MT systems. The other architecture is

indirect or linguistic knowledge (LK) architecture which having dominated MT research

for several years. LK architecture has been adopted in the development of MT engine.

So the following section discusses about LK architecture.

2.2 Linguistic Knowledge (LK) Architecture

Linguistic knowledge (LK) architecture is indirect architecture which is a promising

Olle for commercial MT systems. The idea behind this architecture is:

"High quality MT requires linguistic knowledge of both the source and the target

languages a.'")well (l,.<; the differences between them" .

The term "linguistic knowledge" refers to extensive formal grammars which permit

abstract/relatively deep analyses. With the LK architecture, the translation process
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TRANSFER

Bilingual rules relate source sentences into

target sentences
TRANSFER

SYNTHESIS
ANALYSIS

Target language

Source lallguagc grammars generate

grammars parse target language

and analyse input output from

sentence 1.0 prduce target language

source language interface structure
interface structure

SYNTHESIS
ANALYSIS

BangIa
English

Input
Output

Source Text

Figure 2.1: The components of a transfer system.

Target Text

relies on extensive knowledge of both the source and the target languages and of the

relationships between analyzed sentences in both languages. In short, LK architecture

typically accords the target lauguage the same status as the source language.

As can be seen from Figure 2.1, the LK architecture requires two things:

• A Sllbstantial grammar of both the source language and the target language.

These grammars are used by parsers to analyze sentences in each language into

representations which show their IInderlying structures, and by generators to

produce output; sentences frOln such representations .

• An additional comparative grammar which is used to relate every source

sentence representation to some corresponding target language representation

- a representation which will form the basis for generating a target language

tra.nslation.

p-
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The LK engine for Bangia-English will have grammars for each Bangia and English

language. One grammar for Bangia and the other for English. Each of these two

grammars is independent entity. That means Bangia grammar has a set of rules for

analyzing Bangia sentence and a set of English grammar rules for generating English

sentences. Bangia and English grammar rules are written by the specialists of Bangia

and English respectively. The important thing here is that for machine translation it is

required to have the same deep representation of sentences of the languages. Otherwise

structural discrepancies will occur and this would require additional transfer rules for

mapping these different structures into each other.

Looking at Figure 2.1 it is clear that if the system is for Bangia to English translation,

the first (analysis) step involves using a Bangia parser and the BangIa grammar to

analy?'c the Bangia inpnt. The second (transfer) step involves changing the underlying

representation of the Bangia sentence into an underlying representation of an English

sentence. The third (synthesis) step and final major step involves changing the

nnderlying English representation into an English sentence, using a generation or

synthesis component and the English grammar. The fact that a proper English

grammar is being used means that the output of the system are grammatically correct.

This also means that the whole Engine should be reversible, at least in theory. Taking

thc BangIa-English LK engine in Figure 2.1, we could run the translation from right

to left.. That is, we could give it English sentences, which would then be analyzed

into underlying representations. These representations would be changed into Bangia

underlying representations and a BangIa translation would then be synthesized from

the resnlt.. The same grammars for each language are used regardless of the direction

of the translation. In practice few translation engines are reversible, since some rules

that are necessary for correct translation in one direction could cause problems if the

process was reversed. This is especially true for lexical transfer rules.

2.3 Proposed MT Engine

Based OnLK architecture an MT engine has been developed for Bangia-English machine

translation. The proposed MT engine is shown in Figure 2.2. The MT engine is
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NIT Engine
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Source Language Text arget Language Text

Figure 2.2: The proposed machine translation engine

capable of t.ranslat.ing simple Bangia sent.ence into English and uses linguistic knowledge

architecture.

The MT engine consists of,

• Source Language Analyzer,

• Transfer,

• Grauunar Rules,

• Human Interaction,

• Synt.hesis.

2.3.1 Source Language Analysis

The analysis of source language sent.ence for machine translation centered on lexical

analysis, synt.actic and semant.ic analysis, morphological analysis etc. All these analyses

are import.ant. due a lot. of reasons. The details source language analysis will be

presented in Chapter 3. The following subsections shows only the introduction of

t.hem.

2.3.1.1 Lexical Analysis

Lexical analysis is done t.hrough looking up a lexical dict.ionary for matching the lexicons

in <tn input sentence. Lexical entries cont.ain the root lexicons with their types and

••
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attributes. The lexicons along with their tyres and attributes are retrieved at run time

for matching with the input. Based upon the values of the attributes, the morphological

analyzer will add t.he affixes before or after the lexicon t.o produce t.he actual form of a

'word.

2.3.1.2 Syntactic Analysis

Syntax or synt.actic analysis uses grammar rules for ident.ifying whet.her an input

sentence st.ruct.ure is correct or not. An input sentence is separat.ed int.o phrases and the

phrases are separated int.o tokens which are the constituent parts of the sentence. This

is called parsing. Parsing may be done in top-down or bottom-up strategy. Augmented

t.ransition net.work (ATN) is generally is used to represent the grammars of the parsing.

In top-down parsing the sent.ence is parsed from left to right in dept.h-first searching

technique where each word is in t.he sentence is first checked whether it is in the lexicon

or it. is an inflected form.

2.3.1.3 Semantic Analysis

Semant.ic analyzer determines t.he semant.ic meaning of the words in a sent.ence. For

semant.ic analysis a vocabulary is needed to be defined that. will be used on t.he top of

t.he st.ruct.ure. The way of semant.ic analysis is discussed in Chapt.er 3.

2.3.1.4 Morphological Analysis

Morphological analysis is used t.o analyze t.he morphological propert.ies of the words.

Bot.h source and target language there must. be separat.e morphological analyzers.

Morphology is concerned wit.h t.he analysis and generation of word forms. There are

t.hree t.ypes of morphologies: Inflect.ional, Derivational and Compounding. Morphology

plays import.ant. role in det.ermining the struct.ures of t.he words in bot.h somce and

t.arget. languages. Morphological propert.ies of words are transferred through the

MT engine and the target language synt.hesis component generates target output

by morphological analyzer of that language. Morphological analysis is discussed in

Chapter 4.
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2.3.2 Transfer
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The t.ransfer component. of MT engine is responsible for transferring source language

structures int.o t.arget language structures. Figure 2.2 shows transfer is accompanied

with human interaction and grammar rules. The grammar rules for transfer system are

called comparative grammar because the rules correspond bilingual transformations.

2.3.2.1 Comparative Grammar

The parsers in LK engines typically analyze to relatively abstract, or deep underlying

representations. The parser uses the grammars of the language to produce the

sort of deep syntactic representation which is called parsing. To translate the deep

represent.at.ionof t.hesource language into target language the transfer component uses

a comparative grammar that relates source language representation into corresponding

representat.ions for the target language sent.ences. Just as monolingual grammar of

BangIa has a "dictionary" of rules (e.g. N --+ ~) so also the comparative grammar for

Bangia to English has bilingual dictionary rules. In the simplest case, these may just

relat.e source lexical items ("words") to target lexical items. For example the Bangia

senI.enee ami boi pori --+ "'I@r ~ ~ may be translated as word by word basis preserving

the sent.encemeaning.

"'I@r +->1

~ B book

~ Bread

The abstract tree representation of the sentence "'I@r ~ ~ is shown in Figure 2.3

2.3.3 Human Interaction

As t.heMT engine is not fully automated, it will need some interaction from the user

dnring translation. To resolve ambiguities of both structural and lexical the engine will

request. to respond the for some queries. This is indeed necessary for correct translation

output..
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s
{tense = present}
{ aspect = indefinite}
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PN N
{def = +} {def = +}

I I
ami boi
"I@r ~

Figure 2.3: Abstract tree representation of ~ ~ ~.

2.3.4 Target Language Synthesis

Target. language synt.hesis or generation starts by receiving the structures with the

rules from the transfer component. The synthesis component generates target language

output in two ways:

• Syntactic Generation,

• Morphological Generat.ion.

2.3.4.1 Syntactic Generation

Synt.actic generat.ion is carried out by means of transformations. The syntactic

st.ruct.ures transferred from source language are synthesized by target language

grammars t.o find synt.actic match. If the syntactic structures are correctly recognized

by grammar rules then morphological generation is necessary for producing actual word

forms of t.he t.arget language.

2.3.4.2 Morphological Generation

Morphological rules of the target language are used to generate the word st.ructures

of t.he sent.ence. It. is done t.hrough checking the morphological rules of the source

language. The rules of t.he source language transferred and used by the morphological

analy"er for producing the word forms of the target language.

.' .



Chapter 3

Source Language Analysis

3.1 Syntactic Analysis

Syntactic analysis concentrates on the analysis of syntactic structures of the sentences.

This is the first step for MT and NLP systems. The process of determining the syntactic

structure of a sentence is known as parsing [1][13][14]. The structure of a sentence

can be represented as a syntactic tree or as a list. The parsing process is basically

the inverse of the sentence generation process since it involves finding a grammatical

structure from an input string. When given an input string, the lexical parts or terms

must be identified by their types, and then the role they play in a sentence must be

determined. These parts are combined successively into larger units until a complete

tree structure has bcen completed. To determine the meaning of a word, a parser must

have acccss to a lexicon [1][13].When the parser selects a word from the input string

it locates the word in the lexicon and obtains the word's possible function and other

featurcs, including semantic information. This information is then used to build a tree

or other represcntation structures.

Syntactic analysis is essential for any type natural language processing. Because it

validates the correctness of the utterance of the writer or the speaker. For further

processing the output of the parser is used. For machine translation syntactic analysis

performs the primary tasks of translation. The output of parsers of the MT systems

arc then used by the subsequent components for producing the output translation.

The general parsing process is shown in Figure 3.1.

L



3.1. SYIJ tactic AIJalysis

Input String Parser Output Representation
Structure
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Figure 3.1: Parsing an input to create output structure.

3.1.1 Role of Lexicon

A lexicon is a dictionary of words where each word contains some syntactic, semantic

and possibly some pragmatic information. The information in the lexicon are needed to

help for det.ermining of the function and meaning of the words appeared in a sentence.

Each ent.ry in a lexicon will contain a root form of the word and other information.

The inflect.ed forms or derivat.ions are obtained by the morphological analyzer.

The organization and entries of a lexicon will vary from one implementation to another,

but they are usually made up of variable length data structures such as list of records

arranged in alphabetical order. The word order may also be given in terms of

usage frequency so that frequently used words will appear at he beginning of the list

facilit.ating the search.

Typical entries in a BangIa lexicon can be shown as in Table 3.1.

3.1.2 Way of Parsing

There are two ways of parsing .

• Top-Down Parsing: Begin with the start symbol and apply the grammar

l'1l1esforward until the symbols at. the t.erminals of the tree correspond to the

component.s of the sentence being parsed.

• Bottom-Up Parsing: Begin with sentence to be parsed and apply grammar rules

backward until a single tree whose terminals are the words of the sentence and

whose top node is t.he st.art symbol has been produced.

The choice bet.ween t.hese two approaches is similar between forward and backward

reasoning [15J in ot.her problem-solving tasks in Artificial Intelligence (AI).
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Table 3.1: Typical Entries in BangIa Lexicon
Word Type Features

~ (ami) Pronoun Pers1, SG, Human, Personal

rwr (chele) Noun Pers3, SG, Human, ProperNoun

~ (tini) Pronoun Pers3, SG, Human, Personal, Honorific

['l (se) Pronoun Pers3, SG, Human, Personal, Non-Honorific

%U (tara) Pronoun Pers3, PL, Human, Personal

<t; (boi) Noun Pers3, SG, Object, Inanimate, Physical

'If'J'1 (babul) Noun Pers3, SG, Human, Masculine, Proper Noun

"l~ (ekTi) Adjective Specifier, Pers3, SG

"l•• (ek) Adjective Quantifier, Pers3, SG

~ (onek) Adjective Quantifier, Pers3, PL

~ (vhal) Adjective Qualitative, Positive

lhril (dhiire) Adverb Manner

"iT (kha) Verb Transitive, Intransitive

'5T'O (vhat) Noun Pers3, Object, Edible, Inanimate, Physical

liT'l'T (Dhaka) Noun Pers3, Place, Inanimate, Physical

"lW"f (sakal) Noun Pers3, Time, Abstract

~ (samiti) Noun Pers3, Activity, Collective

21
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Parser uses grammars of the language for determining the syntactic structure. Syntactic

analysis is done in top-down strategy from left to right search. The sentence is compared

with the grammar to find the phrases and the constituents within the phrases. Syntactic

analysis can be done in many ways. The first step of the analysis is the lexical lookup

in which a search in the lexical dictionary is made to find the tokens in original forms

(root words). After that the syntactic categories (parts of speeches) of the tokens are

assigned. Morphological properties of the words are analyzed for identifying the roles

tlwy play ill the selltenee. Theil the synt.actic cat.egorics arc combined t.o form t.he

phrases. The rcspoIl.sibilityof an efficient parser is to produce a representation from

which t.he t.arget language structures can easily be generated [14](16][17].The parsing of

simple BangIa sentences proposed in [7](8J.The parser output for two Bangia sentences

are shown in Figure 3.6 and Figure 3.8 respectively.
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verbnounspecifier

~~~

Figure 3.2: Augmented transition network (ATN).

A parsing process generally uses the following two components:

• A declarative representation of syntactic facts about the language, called

grammar .

• A procedure called parser, compares the grammar against input sentence to

produce parsed output.

3.1.3 Implementation of Parser

Augmented transition network (ATN) is generally used for parsing. An ATN is a 1.01'-

down parsing procedure that allows various kinds of knowledge to be incorporated into

the parsing system so it can be operated eflkiently. The grammars are represented as

ATN in which the nodes represent the states and the arcs represent the syntactic

categories of the words in a sentence [15]. A path through a transition network

corresponds to a permissible sequence of word types for a given grammar. Thus, if

a transition network can successfully traversed, it will have recognized a permissible

sentence structure. For example, if we try to recognize the BangIa sentence ekTi

chele pare. (c!I~ ~ "iDS) then the transition network can be represented as shown

ill Figure 3.2.

Arcs may be labeled an arbitrary combination of the following:

• Specific words .

• Word categories .

• Pushes to other networks that recognize significant components of a sentence .

• Procedures that perform arbitrary tcsts on both the current input and on sentence

components that have already been identified. ,
•
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• Procedures that build structures that will form part of the final parse.

23

St.arting at. node SO, the transition from node SOto S1 will be made if a specifier is the

first input. word found. If successful, stat.e S1 is entered. The transition from S1 to S2

will be made if a noun is found next. The final transition (from S2 to S3) will be made

if the last input word is a verb. If the three word category word sequence is not found,

the parse fails. Clearly Figure 3.2 will only recognize the Bangia sentences of the form

SPCFR N V.

The advant.age of this type of representation is that if a match does not occur in a

sentence, then the parser backtracks and try to find another match. The ATN is

similar to a finite st.ate machine in which the class labels that can be attached to the

arcs that. define transitions between states has been augmented.

To support. a wide range of grammars, t.he utility of a transition network could be

increased if more t.han a single choice is permitted at some of the nodes. This is

possible by introducing several arcs between any pair of nodes. Thus the number of

permissible sent.ence types will be increased substant.ially. Individual arc may be any

part.s of speech and jump t.o the next.

Figure 3.3 shows such a t.ransition network for recognizing Bangia noun phrase. To

move from state SO to S1, it is necessary to find an adjective, a specifier, a noun, a

pronoun or none of these by jumping directly to S1. At node S1 there are two choices

and t.he final state should be reached only when there is a post position ("'l'pI'f). In fact,

Bangia has a lot of post positions which can be plural markers such as ra ('IT), gulo

('J.C"!Tj, samuho (~), gon ("l~)etc. and determiners such a Ti (nl), Ta (~), khana (=),

khani ("'ilf.l) et.c. Thus the traversal of a noun phrase will be completed successfully if

t.he pat.hs shown in Figure 3.3 are mat.ched with the input.

The following form of noun phrases will be recognized by t.he ATN shown in Figure 3.3.

ekti chele ("I~ ~)

cheleti (~)

se (['I)

onekguJo chele (""'11"$'11 ~)

ekt.i vhal chele ("I~ '5f'1 ~)

ami (~)

vhal chelet.i ('5f'1~)

mamun ("llT'fol)

v.
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adjective
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NP:

specifier

pronoun

proper noun

jump

adjective

noun

Figure 3.3: Augmented transition network for noun phrase.

specifier

o 81

adjective noun noun verb

Figure 3.4: Deterministic parsing of Bangia sentence.

specifier adjective noun noun verb

verb

Figure 3.5: Nondeterministic parsing of Bangia sentence.

3.1.4 Deterministic Parser

A deterministic parser permits only one choice for each word category. Thus, each arc

will have a different test condition. Consequently, if an incorrect test choice is accepted

from some st.at.e, t.he parse will fail since t.he parser cannot backtrack t.o an alternative

choice [13].

Det.erministic parsing of Bangia a sentence is shown in Figure 3.4. The sentence in

BangIa which will be analyzed by the parser of Figure 3.4 is NP + N+ V or NP +V. The

NP here consists of SPCFR+ADJ+N. The drawback of t.he det.erministic parser is t.hat

it. will not be able t.o analyze ot.her forms of sentences which arc not. included in t.he

parser.
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Figure 3.6: Parse tree for the BangIa sentence "'Ilfi! ~ ~.

3.1.5 Nondeterministic Parser

Nondeterministic parser permits different arcs to be labeled with the same test. The

analyzer must guess at the proper constituent and then backtrack if the guess is later

proven to be wrong. This requires saving more than one potential structure during

parts of the network traversal. Nondeterministic parsing of BangIa sentence is shown

in Figure 3.5.

This type of parsing covers a wide range of grammars for any language. As it provides

backtracking, there is no problem when a mismatch is detected. It checks another

structure with the input. If it finds the match, the it then the input is said to be

parsed successfully, otherwise an error message will be displayed.

3.2 Parsing Algorithm

Parsing algorithm is top-doWIl depth-first.. The input BangIa sentence is parsed from

top to bott.orn and from left to right. The algorithm searches grammar rules for the

leaf of the nodes and assigns appropriate category to the nodes. The parsing completes

when all the tokens arc assigned to their categories. The overall parsing algorithm is

shown below:

Scanning

"',..
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1. Th" input. Ht.ringis separat.ed int.o t.okens.

2. Tokens arc st.ored in a list. for furt.her access.

3. The t.okens are checked in t.he lexical dict.ionary for mat.ches.

Parsing

26

1. The scanned t.okens are mat.ched wit.h grammar rules of BangIa. If a rule whose
right. hand side mat.ches wit.h a t.oken, t.hen t.he t.oken is assigned wit.h the
>tppropriat.e category (parts of speech). This step is exactly equivalent t.o looking
up t.he words in a BangIa dictionary. Given rules of the type PN -t ami, N -t

vhat., and V -t kha, this will produce a partial structure.

2. Starting from the left to right hand side of t.he token list, find every rule whose
right.-h>tndside will match one or more of the parts of speech

3. Keep on doing step 2, matching larger and larger bits of phrase structure until
no more rules can be applied.

Identifying Grammars

1. To ident.ify the grammar of a sentence, individual attributes of words are ret.rieved
here and checked with grammar rules of BangIa. If they match then the attributes
of the words are combined to form t.he grammatical features of the sentence.

2. The grammatical feat.ures are then t.ransformed into logical form to store in the
dat.abase for transfer so t.hat the features can be used to generate the target.
sent.ence.

Let us consider the following example:

Input: ami vhat khai ("'I@l ~ ~)

Scanner Output :TOKL= ("ami", "bhat", "khai11)

Parser Output :sen (np("ami"). vp(np("bhat"). "khai")))

("amill, "Persill, rlSing't, "Nom", "Pronoun", "Personalll),

(Ilkhai","khall, IIPresll, HIndU, "Fpll)

Granunar: (UPres", "Ind", "khalt, "ami", llbhat")
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Figure 3.7: Parsing of Bangia sentence "'I'ITir 'SI'!i "!l'i<.
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Figure 3.8: Parse Tree for the Bangia sentence <!I'l'lt 'SJ1'f ~ <!I'l'lt 'SJ1'f ~ ~.

3.3 Semantic Analysis

Semantic analysis is needed for the resolution of ambiguities. For unambiguous analysis

or generat.ion semant.ic properties of words must be taken into account for actual output

generation. Semantic analysis is done by maintaining semantic attributes of words with

t.heir cat.egories in t.he dict.ionary. When the parser t.ries to parse a sentence, t.hen the

words will be ret.rieved wit.h t.heir semant.ic att.ribut.es which determine t.he meaning

of the words in a sentence. The semantic attributes are necessary for transfer and

generation phases indeed. Semant.ic at.t.ribut.es must be t.ransferred into t.arget language

so t.hat. t.he generat.ion of t.arget. out.put. will be semant.ically correct.. The words and

their semant.ic at.t.ributes of different. cat.egories are maintained in a dictionary and

during parse t.ime t.hey are ret.rieved. The semantic properties of words may include

their types, Illunber, gender, person, etc. [18]. Typical semantic propert.ies of words

o

,
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are shown in Table 3.1. To ease semantic analysis, each entry in the lexicon should

include the following things:

A. For all cat.ogories:

Word

Cat.egory (Noun, Pronoun, Verb, Adject.ive et.c.)

Sense (Activit.y, Place, Time, Personal et.c.

B. For a specific cat.egory:

a. Nouns

Semant.ic t.ags (Nominal, Object.ive, Place, Time, Activit.y et.c.)

Number (Singular, Plural)

Gender (Masculine, Feminine)

b. Verbs

Types (Transit.ive, Int.ransitive, Auxiliary, Tense, Aspect, Mode)

c. Adjective

Types (Posit.ive, Comparat.ive, Superlative, Qualit.at.ive, Quant.itative etc.)

d. Adverbs

Types (Manner, Place, Time, Frequency, Relat.ive)

The information cont.ent in the lexical dictionary is taken into account during the

determination of semantic meaning i.e. during parsing. When bilingual dictionary is

used for transfer, the lexical dictionary is used once again for the lexicons with their

semantic properties.

3.4 Morphological Analysis

Morphological analysis concerns the analysis of t.he morphological properties of words.

Morphological analysis produces inflected or derived forms of words based upon the

propcrt.ies of the words in a sentencc. Details of morphological analysis have been

discussed iu Chapt.er 4.
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Morphological Analysis

4.1 What IS Morphology?

Analysis and generation [1][2][15] of word forms is a crucial and basic tool in the

processing of natural languages. Morphological analysis is centered on analysis and

generation of word form. It. deals with the internal structure of words and how words

can be formed. Morphology plays important role in applications such as spell checking,

electronic dictionary interfacing and information retrieving system where it is important

that words that are only inflectional variants of each other are identified and treated

similarly. Natural language processing (NLP) and machine translation (MT) system

need to identify words in texts in order to determine their syntactic and semantic

properties [2]

Morphology is the study of the structure and formation of words. Its most important

unit is the morpheme, which is defined as the "minimal unit of meaning". Linguistic

textbooks usually define it slight differently as "the minimal unit of grammatical

analysis". Let us consider a BangIa word "~" in Figure 4.1.

There are t.hree lllOrphCInes, each carrying a certain anlOunt of meaning. ~ means "not"

or '11, while '5f means "being in a state or condition". ~ is a free morpheme because

it can appear on its own (as a "word" in its own right). Bound morphemes have to be

attached to a free morpheme, and so cannot be words in their own right.



4.2. Morphological Analysis

morphemes

~
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a sustha ta

"" 'l"I '"f

/~~
prefix t suffix

s em affixes

Figure 4.1: Morphological structure of the Bangia word "~".

Armed wit.h t.hese definitions, we can look at. ways used to classify languages according

t.o t.heir morphological st.ructures [3].

To build a syntactic representat.ion of the input sentence, a parser must map each word

in t.he t.ext. to some canonical represent.at.ions and recognize its morphological properties.

The morphological analysis can be done in two levels. In two-level morphological

analysis, t.he combination of a surface form and its analysis as a canonical form and

inflection is called a lemma.

4.2 Morphological Analysis

Morphological analysis of both source and target languages is important due to

producing actual underlying representations. Morphological properties of the source

language are transferred t.o target syst.em and the morphological analyzer of that side

is responsible for producing the act.ual word forms in the output sent.ence. In our MT

syst.em we use a morphological analyzer which incorporates the rules by which the words

are analyzed. The result of morphological analysis t.hen is a representation that consists

of bot.h t.he informat.ion provided by the dictionary and the information contributed by

t.he affixes. Morphological information of words are stored together wit.h syntactic and

semant.ic: informat.ion of t.he words and t.herefore be available to subsequent levels of

processing [19]. The overall struct.ure of t.he morphological analyzer or processor can

be shown in Figure 4.2

There are few problems regarding analysis of morphological propert.ies. The main

problems are:

('
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Lexical Tape
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Spelling Rules

Two-levelAlgorithm Lexicon

orphosyntactic Rules

Surface Tape

Figure 4.2: Two-level morphological processor.

• Morphological alternations: the same morpheme may be realized in different ways

depending on the context .

• Morphtactics: stcms, affixes, and parts of compounds do not combi~e freely, a

morphological analyzer needs to know what arrangements are valid .

• Feature-combination: specification of how these morphemes can be grouped and

how their morphosyntactic features can be combined.

4.2.1 Finte State Automata for Morphological Analyzer

Finite state machines are used successfully for analyzing rule-based MT systems. So

finite state machines can easily implement the rule-based morphological analyzers.

Finite state transition network (FSTN) is designed to recognize whether some input

is a member of a language or not [15][20]. For practical NLP we usually require more

information such as the syntactic category (often know as parts-of-speech POS) and

perhaps other information such as tense, number, grammatical person, etc. In finite

state automata a transducer is a piece of software that maps one stream of symbols

onto another stream of symbols. We can simply say that the program transduces one

strCaIH of Hymbols into another.

Au analysis of an inflected word form is produced by mapping the input form to a

sequence of lexical form through the transducers and by composing some output from

the annotations on the leaf nodes of the lexical paths that were traversed [13].

Finite state morphological analysis or parsing means if we parse the English word books

will produce [book+N+PLJ as parsed output.
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For finit.e st.at.emorphological analysis we need the following things:

• Lexicoll,

• Morphotactics,

• Orthographic rules (Spelling rules).

Finite state transition networks are represented using the following components:

Initial State:0
Final State: @
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Arc: ____ -.o.~

To recognize or analyze a large corpus of words the symbols are put together to form

network, which is known as Finite State Transition Network (FSTN).

In the last 10-15 years computational morphology [21] has advanced further towards

real-life applications than most other subfields of natural language processing. The

quest for an efficient method for the analysis and generation of word-forms is no longer

an academic research topic, although morphological analyzers still remain to be written

for all but the commercially most important languages.

4.3 Morphology of BangIa Words

BangIa is not morphologically very complex. There are three different types of

morphologies are recognized in BangIa. Unlike German, Thrkish or Spanish BangIa

,\Voidsproduction of very long words by recursive use of morphological rules [9]. The

BangIa lllorphologies arc:

• Inflectional Morphology.

• Derivational Morphology.

• Compounding.
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4.3.1 Inflectional Morphology
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Inflect.ional morphology [1][2][15]produces or derives words from another word form

acquiring certain grammat.ical features but maintaining the same part of speech or

category. Bangia has a very strong and structural inflectional morphology for its verb

forms for different tenses and persons. Using t.hese suffixations, tense and person of

a sentence can be detected almost unambiguously. There are a number of inflectional

suffixes denot.ing number of the nouns and pronouns of a sentence, but fortunately;

only fewof them are in common uses. There are well-formed suffixes to represent cases

(~) of t.henouns. These suffixesperform the job of English prepositions. Notations for

ident.ifyinggenders are also available but these are rather intractable for morphological

analysis because of their irregularities in occurrences [9].

4.3.2 Morphology of Verb Phrases

Every sentence in BangIa must have a verb phrase. The verb phrase consists of a

nonn phrase and a verb. The verb consists of a compulsory verb part, which is called

verb root. ('li~2f'f!l). The noun phrase may contain an NP or an NP and an AP. The

detailed analysis of the forms of verb auxiliary can bcfound in [7][8].The morphological

properties of the verb forms are discussed here with implementation. Let us consider

the BangIa sentence se vhal kaj karche (['I '5f'l ~ ~). Here the verb in the Bangia

sent.enceis karche (~). The morphological analysis of the verb involves the following

Issues:

Firstly, t.he morphological component will recognize karche (~) is an inflected form

of t.he verb root kar ('l'il).

Secondly, we would like to retain the information carried out by the affix so that it

will be easy to generate output sentence. The verb here karche means that the verb

is fillite, or tensed (present cont.inuous). This is itnportant since it allows the verb to

OCCllr as the only verb of a main clause.

Thirdly, the information that we gather from the inflection is the fact that the verb is

third person (as opposed to first person, occurring with ami ("'llP!) or amra ("'lflRlT), and

as opposed with second person, occurring with tumi (~) or tui (~) or tora (t'mll),

and t.hat.it. is singular (rather than third person plural, which occurs with tara, or with
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Figure 4.3: Finite state transition network (FSTN) for analyzing Bangia Verbs
consisting the root <i'il in present tense only.

a plural noun).

Finally, here the person is non-honorific third person se (t"l) rather that honorific third

person tini (m). However in BangIa there is no difference between se, or tara as well

as tini or tara. In both caseS the affixes for present continuous tense will be che and

chen respectively.

There arc various ways of describing this. One of the simplest forms is to use

rules of the following form: [lex = V, cat = v, +fini te, person = 3rd, number

= sing, tense = pres, aspect = cont] +7 [V + che]

Here we have introduced a rule which says that finite verbs which are third person

singular and have present tense [cat=V, +fini te, person=3rd, number=sing,

tense = pres, aspect=cont] can be formed by adding che to the base form (the

base form is represented as the value of the attribute lex). The rule can also be read in

t.he opposite direction: if a worn can be divined into a string of characters that matches

wit.h t.he verb root. and che, t.hen it may be a finit.e verb wit.h t.hird person singular for

present. cont.inuous t.ense. Whet.her somet.hing is indeed the base form of the verb can

be verified in the monolingual dictionary. So, if the morphological analyzer encounters

a word like karche('l'iW'i), it will check whether the monolingual dictionary contains an

entry wit.h the features cat = v, lex = kar. Since it does, karche can be represented by
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43FS N hTable 4.1: Words recognized by the F T s ow in 'ie:ure

Bangia Verbs Transducer Path

kari ('1'f<) kar + V + Pres + Indf + IP

karo (<fOl) kar + V + Pres + Indf + 2P

kare ('Hil) kar + V + Pres + Indf + 3P + Non - Honrific

karen ('l'ril"I) kar + V + Pres + Indf + 3P + Honrific

karchi (~ kar + V + Pres + Cant + IP

karcho (~) kar + V + Pres + Cant + 2P

karche ('l'il(!ii) kar + V + Pres + Cant + 3P

karchen (<rn'iR) kar + V + Pres + Cant + 3P

karechi (~) kar + V + Pres + Perf + IP

karccho (_) kaT'+ V + Pres + Per f + 2P

karechc (<mro>:) kar + V + Pres + Per f + 3P + Non - honorific

karechcn (~) kar + V + Pres + Perf + 3P + honorific

Lexical Side

Surface Side

Figure 4.4: Lexical and surface structures of the BangIa verb ~.

mcans of the lexical cntry, with some of the ,information supplied by the rule. The result

of morphological analysis then is a representation that consists of both the information

provided by the dictionary and the information contributed by the affix.

Each and cvcry path of Figure 4.3 will constitute a lexical path by which the verb

form will bc rccognized. The lexical path will show the real analysis of the verb form.

Morphological analyzer is necessary for two reasons:

• To producc thc actual form with givcn root and other morphological properties .

• To analyzc an inflccted form of verb in order to find its morphological properties.

The first one is obviously opposite to second one. But both of them are equally

import.ant for natural language analysis and synthesis. Lexical transducer shown in

Figure 4.4 is t.he best way to show the morphological analysis of a verb form. Let us

p
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Table 4.2: Morphological Features of Some Bangia Verbs
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Bangia Root Morphological Features Inflected Words

kha +V + ISG + Pres + Ind khai

kha +V + 3SG + Pres + Perf + Non - Honorific khaehce

kha +V + 3SG + Pres + Perf + Honorific khaechen

kha + V + 3SG + Pres + Cont + Honorific khachen

por + V + 2SG + Past + Ind + Pejorative porli

por +V + 2SG + Past + Ind + non - honorific porle

par +V + 2SG + Past + Ind + honorific paden

Ja +V + 2PL + Future + Ind + non - honorific jabe

JG. + V + 3PL + Future + Ind + non - honorific jabe

consider another Bangia verb kareche (~). The lexical side of the transducer shows

the root form of the verb and the morphological properties of the verb in a sentence. If

this is feed into lexical side, the surface side will produce the output verb form based on

the attribut.es. This way of producing surface structures from lexical forms is important.

for generat.ion phase. And the opposit.e direction i.e. to find morphological properties

of verbs is essential for source language analysis.

The way presented here for analyzing morphology can be done for all verb forms in

BangIa. Unlike English, Bangia has no irregular form of verbs. All the verb forms

in BangIa are easy to analyze to find their morphological properties. That means the

verb forms have a uniform relation with tense, aspect, mode, person, number, gender

et.c. The FSTN shown in Figure 4.3 is shown only for present tense. In the same way

ot.her t.enses can also be analyzed. Table 4.2 shows some verbs of Bangia with their

morphological features.

4.3.3 Morphology of Noun Phrases

Bangia nOUll phrases have different categories of nouns with suffixes, quantifiers,

preposition, adject.ives et.c. Bangia nouns may be concrete or abstract. Concrete nouns

can be classified as proper noun (9f.1P't, ~), common noun (~, ~), material noun

(=, 9f1f.l), and collective noun ('f"!, ~). There are also two classes of abstract nouns:
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Lexical Side
+N +def +SG +Proper

Surface Side

Figure 4.5: Lexical and surface structures of the BangIa noun ~.
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proper abstract noun (""", ~), and verbal noun (~, 9fI?T). Gender and case are also

important. for ident.ifying proper eat.egories of nouns. Number may be singular (~) or

plural (~'PIT) Gender of nouns can be masculine (~), feminine (~), common (M-J),

and neut.er (~) [22][6J. Case of a noun may be nominative (~), accusative (~),

genitive (~), and locative ('K<) [5][10].

For analyzing nouns in BangIa a lot. issues come in front. These are quant.ifiers such

as ek ("''"), dui (.pl, balm (~), onek ("""'"), det.erminers (~) such as t.i (IV), t.a (in),

khan a ('iRT), khani ("!1f.I), bivakt.i (~) such as jon (;sf'l), ke (t'l'), der (C'I'l), digake (~),

and plural markers ra (m), era (",m), gulo ('PIT), gon (~~), borga (<M),samuho ("flJ'<) etc. A

BangIa inllected noun form can be obtained by adding the quantifiers with or without

preposit.ion before the noun and t.he plural marker after the noun. For example ekjon

10k (",~ C"IT'l'), balm 10k (~C"IT'l'), chelet.i (~), chelera (~), boigulo (~) etc.

Besides t.hese, Bangia has a significant. number of preposit.ions (~ and post. position

(\;"f>l'!) which can be added before and after of a word to generate new words [23]. All

t.hese forms of nouns are needed to be analyzed appropriately for correct. translat.ion.

For example t.he BangIa noun chelet.i (~) consist.s of root word chele

(ClWl) and t.he Bangia det.erminer (~) t.i (~) that. can be analyzed as

chele + N + De! + Proper + SG + Nom. This rule will be helpful in transfer

of t.he noun so t.hat. act.ual sense should be unalt.ered in the target language.

In t.he lexical side t.he ent.ry chele + N + De! + Proper + SG + Nom means the

surface side of t.he t.ransducer will produce cheleti as out.put.. In t.he opposite

way if we would like t.o analy?e chelet.i t.he morphological analyzer will produce

chele + N + De! + Proper + SG + Nomw as out.put..

Let. us consider anot.her BangIa noun boigulo (~"J.C"lT), which can be analyzed as:

boi + N + De! + PL. Bangia nouns are of different forms. Each and every category of
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Lexical Side
+N +PL +Proper

Surface Side

Figure 4.6: Lexical and surface structures of the Bangia noun ~.
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~----".J::\
---~~

Lexical Side

Surface Side

+N +def +PL +Proper

Figure 4.7: Lexical and surface Structures of the Bangia noun (1!i('1'1('11.

noun is needed to be analyzed 1..0 produce the exact target language meaning.

Table 4.3 shows some Bangia nouns with their morphological features.

4.3.4 Derivational Morphology

Derivational morphology is simple and a word rarely uses the derivational rule in more

than two or three steps. The first step forms nouns or adjectives from verb roots ("'~

=). The next steps form new nouns and adjectives. Unlike English, where derived

long verbs are very common, long verbs are rarely derived in Bangia. Instead, a derived

noun describing the act of the verb is appended with a "do" verb. For example, English

forms the "Industrialize" from the nominal "Industry", and this verb can receive any of

the inflectional suffixes. But, in Bangia, a noun "~" is appended with the do-verb

('!'il) to represent the same sense. As a result the derived Bangia verb will be "~

'!'il". Our linguists categorize them as compound verbs [9]. The morphological analysis

of such kind of words may be represented as N + V.

4.3.5 Compounding

There arc various types of compouud nouus which form compounding in Bangia.

Semantics of the compound words may correspond to any or both of the constituents,

or none of them. Compound words are difficult for morphological analysis but the rules

are needed to generate fluent Bangia from Interlingua. Some forms of compounding

arc discusoed below:

,.



4.4. Conclusion

Table 4.3: Morphological Features of Some Bangia Nouns

Bangia Root Morphological Features Inflected Words

c"ele +N + 3SG + Proper + Nom chele

c"ele +N + 3PL + Proper + Nom chelera

c"ele +N + 3SG + De! + Proper + Nom cheleti

c"ele +N + 3PL + De! + Proper + Nom chelegulo

e"ele +N + 3SG + De! + Proper + Objective cheletike

c"ele +N + 3PL + De! + Proper + Objective cheleguloke

boi +N + 3SG + De! + Proper + Objective boiti

boi +N + 3PL + De! + Proper + Objective boigulo
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• Noun + noun: This type of compound noun form by concatenating two simple

noml' and the meaning is extracted as a whole. For example M<A' ~, ~ 'lil,

~~. This form of compounding can be analyzed as N + N + morphological

featureH.There may be other variations. One form of compound nouns where the

second noun is the part of first noun and the first one appears with Bangia bivakti

(~). For example ~ t'W, ~~. The morphological rule for this may

be N+Biv+N+morphological features. In other form the first noun indicates the

place and time of the second one. For example ~ ~, ~ tfii., "filC'lij ~. This

can also be analyzed as N+Biv+N+morphological features .

• Noun + verb: A noun and a verb constitutes this types of words in Bangia and

the whole words provides a single meaning. For example 't."l r"5r"!T, ~ 1iT""ITC"lT, 9@1

~. The morphological rule in this case may be N+V+morphological features.

4.4 Conclusion

Within the eontext of MT, it is clearly desirable to have a similar approach, where

monolingual and transfer dictionaries only contain the head words and no inflected

words [1). In order to achieve this a system must be capable of capturing the regular

patterns of inflections. This can be done by adding a morphological component to

the system, which describes all the regnlar inflections in general rules, with additional

(
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explicit rules for irregular inflection, thus allowing dictionary writers to abstract away

from inflected forms as much as possible. The morphological component will be able to

map inflected words onto the appropriate head words and will retain the information

provided by the inflectional affix by adding the relevant features.

Morphological analysis of Bangia words is an interesting research topic for the

dictionary builders for MT systems. It requires extensive efforts to build a complete

morphological analyzer for a language. In the thesis work, we use a morphological

analyzer for very limited number of words that are required for our translation. But

interested researchers .can do research for complete morphological analyzer for Bangia

words.

,



Chapter 5

Transfer of MT

5.1 Transfer Machine Translation

In t.ransfer machine t.ranslat.ion t.he source language (8L) is analyzed int.o an 8L-

dependent. represent.at.ion which is t.hen transferred into a target language (TL)-

dependent representation from which a TL sentence is generated via some generation

procedure. At a minimum, transfer systems require monolingual modules to analyze

and generat.e sentences, and transfer modules to relate translationally equivalent

represent.ations of those sentences [2]. Figure 5.1 shows the minimum components

of a multilingnal transfer system for three languages.

Transfer syst.emsare generally regarded as a practical compromise between the efficient

use of resources of interlingua systems, and t.heease of implement.ation of direct systems.

However, it. is clear that for a general multilingual system the number of transfer

modules grows polynomially in the number of languages. That is; for n languages, we

need at. least. [n(n-l)/2] transfer modules. This is because for each n languages, there

arc (n-I) possible TL in a fully mult.ilingual systelIl. If these lIlodules are reversible,

then only half of these number of t.ransfer modules are required. This is an obvious

disadvantage of transfer syst.ems,since they become more expensive the more languages

they have.

MallYfact.ors make transfer system of MT an attractive issue.[2]. These are
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Bangia
Analysis and Generation

Bangla-J apancse
Transfer Module

BangIa-English
Transfer Module

Japanese
Analysis and Generation
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English
Analysis and Generation

English-Japanese
Transfer Module

.Figure 5.1: Minimal transfer architecture for three languages .

• Many systems are bilingual, or their principal use for translation in one direction

hetween a limited number of languages.

• Where full multilinguality is required it is possible to have a hub language into

and out of which translation is done.

• Portions of transfer modules can be shared when closely related languages are

involved.

5.2 Role of Bilingual Dictionary

For source to target language transfer bilingual dictionary of the two language plays the

key role in source to target translation. Dictionaries are crucial parts for MT systems.

Dictionaries are the largest components of an MT system in terms of the amount of

information they hold. The size and quality of dictionary limits the scope and coverage

of a system, and the quality of translation that can be expected. That is why the

dictionaries where the end user can and expected to be able to contribute most to

a system [1]. The contents of the dictionaries must be maintained efficiently and be

readily extendable as and when required by the end user [24]. Several issues for creating

machine translation dictionary have been mentioned in [10): For our MT system we use

a bilingual dictionary of limited vocabulary for our purpose. The dictionary here we

usc contains BangIa to English translation of words and other grammatical information

tha.t.are neceHsary for correct translation.
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MT syst,)ms Illay of three kinds. These are:

a) Syntactic transfer MT,

b) Senli1lltictransfer MT,

c) Lexicalist MT.

Syntactic transfer MT has been adopted into our MT system. The following sections

describe syntactic transfer MT with respect to Bangia-English translation.

5.3 Syntactic Transfer MT

The syntactic structures are transferred in this technique. The phrase to phrase transfer

is done with their grammatical features [25].

Syntactic transfer systems rely on mappings between the surface structures of sentences:

a collection of tree-to-tree transformations is applied recursively to the analysis tree of

the SL sentence in order to construct a TL analysis tree. Figure 5.2 illustrates a simple

tree to tree transfer module to translate the Bangia noun phrase <!l~ '5T'lClW! (ekTi

vhal chele) into its English translation a good boy. The transformations include

translation variables, indicated by tv, that relate translationally equivalent portions of

the source and target structures.

Given that transformations result in complete parse trees in the target language, the

notion of generation as understood here is not applicable in this approach. In fact, it

is possible to build syntactic transfer systems where the only generation undertaken is

morphological generation. However, some syntactic transfer systems include tree-to-

tree transformations during generation. These transformations deal with syntactic and

semantic discrepancies not accounted for during transfer. Their purpose is to simplify

transl"r by allowing it to produce incorrect TL. This aids multilinguality, since it shifts

the workload fwm the bilingnal component to the monolingual one.

TIl{) tree-to-tree trallSfol'mation algoritlull is a recursive, nOll-cictenninistic, top-down

process in which one side of the tree-to-tree transfer rules are matched against the

inpnt structure, resnlting in the structure on the right-hand side. The transformation

algorithm is then callcel recursively on the value of the transfer variables to yield the

corresponding TL structure.
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SL Tree 1Tcc-to~trcctransformations TL Tree

NP NP NP'

/~ /"'" --.-c>
~ NP'

Qntfr AP
ty(X) ty(Y) ty(X) ty(Y) /~

I /~ AP AP'
.......----" /~ Det AP'

cHi I /~Adj N Adj N --.-c> Adj'
"l..w I N' Adj'

I I I I I a
I

N'
vhal chclc tY(A) ty(E) tY(A) ty(E) I

good boy
"""

t'iWI Qntfr Det
I --.-c> I

ekti a

vhal ........-<> good

ehele --.-c> boy

Fig1ll'c 5.2: Syntactic transfer of adjective phrase from BangIa to English.

5.4 Transfer Test Cases for BangIa-English
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Most problems of MT concern disambiguation, anaphora resolution, robustness etc. A

number of such problems have been identified during the transfer. These problems are

peculiar to translation because the divergences and structural mismatches between

source and target sentences. A translation divergence normally implies that the

meaning is conveyed by the translation, although the syntactic structure and semantic

distribution of meaning components is different in two languages and translation

mismatch implies a difference in information content between the source and target

sentences [2]. The divergences experienced during the transfer so far are,

• Thematic,

• Head Switching,

• St.ruct.ural,

• Lexical Gap,

• Collocationa.l,

• Multi-lexeme and Idiomatic.



5.4. 7bns/,)r Test CaBes [or Bangia-English

S

~ --e>

t.v(S) VP

~
t.v(O) V

I
khai
~

S'

tV(~p,

~
V tv(O)

I
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45

Figure 5.3: Thematic divergence in Bangia-English transfer.

5.4.1 Thematic

Thematic divergences relate to changes in the grammatical role played by arguments in

a predicate. The example shown Figure 5.3 is the thematic divergence between Bangia

and English.

Bangia: ami vhat khai ("'lIT'! 'Sl'" ~)
English : I eat rice

The grammatical object. in Bangia appears before the verb but in English the object

takes place after the verb. A mapping between the syntactic structures of these types of

sentences needs access to both the subject and object within. the same transformation

and place thcm in different positions within the target structure.

Such transformations can potentially involve a clash in the agreement properties of the

verb, as well as discrepancies in the case marking and clitic structure of the target

sentence.

5.4.2 Head Switching

In head switching the syntactic head of thc source language is not translated as

a syntactic head, but as a modifier, a complement, an auxiliary or some other

constitllcnts.

Bangia: cheleTi vhat khaeche (~'Sl'"~)

English: The boy has eaten rice
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Figure 5.4: Head switching in BangIa-English transfer.

Here khaeche (C"K1lr'li) is t.he syntactic head in BangIa. Its translation in English is not.

as synt.actic head but wit.h an auxiliary before the verb and it is in participle (eaten)

form inst.ead of its base form (eat). In BangIa the affix ("lC"<) after t.he verb root kha ("Il)

indicates present perfect tense with with t.hird person non-honorific, singular number as

subject.. This grammat.ical information t.ransferred and the t.arget English translation

shows t.he correct. contrast. with source by auxiliary has and a participle before and

after t.he verb root. eat ..

5.4.3 Structural

Structural divergence occurs due t.o structural discrepancies bet.ween source and target

language. In BangIa VP consist.s of NP with complements and the verb whereas in

English the VP consist.s of the Verb and the NP. This structural discrepancies can be

illust.rat.ed by t.he following example:

BangIa: 10kTi chairTit.e baslo (~ ~ ~)

English : The man sat on the chair

Figure 5.5 shows t.he struct.ural divergence between BangIa and English. The BangIa

word "ehairTi" (~) will be t.ranslat.ed as "t.he chair" in English. The preposition

"ou" will be added before "the chair" because of BangIa bivakti " I.e" ("") after the word

"ehairTi" (~).
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on

VI"

~
NP'

A
PI' tv(O)

I
sat

V'

baslo

VI'

~
NP V

~ I
tv(O) PI'

I
te
C'"

Figure 5.5: Structural divergence in BangIa-English transfer.

VI"

I
V'

I

S'

~
NP'

I
tv(S)

•••

V

I

S

~ VI'
I

NI'
I

tv(S)

desh theke bhaiskrit llalen had been expatriated

Figure 5.6: Lexical gap in BangIa-English transfer.

5.4.4. Lexical Gap

Lexical gaps are single-word concepts in one language which can be rendered by two

or more words in other language.

Bangia :m ('f"1 ('!r'I' ~~ ~

English :He had been expatriated

Figure 5.6 shows the lexical gap between BangIa and English for the BangIa sentence

m ('f"1 ('!r'I' ~~ ~.

5.4.5 Collocational

Collocat.ional divergences arise when the modifier, complement or head of a word is

different. from t.he default translation. Coilocational divergence occurs in transitive

verbs between two languages where the verb should be translated based on the object.

Verbs play t.he key role in the whole semant.ics of a sentence. Therefore, a good

translat.ion of verbs is essential for improving the accuracy of the translated sentence.

•
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Table 5.1: Examples of collocations for a verb ~ ~ in the dictionary
Bangia Collocational divergence in English
r>1 "iT'ml ~ ~ She is preparing foods
r>1 ",<>1i1 ~ ~ ~ He has built a house
Tiof.l ",<>1i1 ~ ~ ~ He has manufactured a car
~ (2IT~ ~ ~ The boy has developed the program
Tiof.l ",<>1i1 ~ ~ ~ He has established a market
Tiof.l ",<>1i1 'l"'f'l; ~ ~ He has created a relation
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Hence, for accurate determination of target verbs, collocational information is necessary

to maintain [26J.

Table 5.1 shows the collocations Bangia verb ~ ~ and its translation into English

based Ollthe objects. To preserve the sense of meaning in such collocations a collocation

dictionary is to be maintained for selecting the target words.

5.4.6 Multi-Iexeme and Idiomatic

Mutli-Iexeme and idiomatic divergences include those in which a phrase in one language

corresponds to a phrase or a word in another language without tbere being clear

translation relation between their individual words. In Bangia there are some proverbs

that call not be translated into English or other languages according to the meaning

of individual words. The proverb should be translated as a complete meaning in the

target 'language. Let us consider the BangIa sentence tini ekTi durghaTanae paTal

tllllen (F$! "'~ ~ 9fVor ~) which has a proverb 9fVor ~ means died. This

idiomatic phrase must be translated as a unit in English and the appropriate verb will

be die.

5.4.7 Transfer Rules

Since a good measure of compositiollality is a prerequisite for transfer to be possible at

all, the transfer relation (trf) has to be recursively defined in terms of relation between

progressively smaller subparts of the structural descriptions of the input text, up to
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S'

VP'

NP'
I

tv(O)

~V'
I

died

NP'
I

tv(S)

S

~
NP VP

I ~
t.v(S) NP V

I I
tv(O) patal tullen

~~

Figure 5.7: Idiomatic divergence in Bangia-English transfer.

the level of basic lexical units. Depending on the degree of compositionality involved,

three types of rules can be distinguished [27].

The rules of Bangia and English grammars are presented in Appendix A and Appendix

13respectively .. The following pseudocode in Visual Prolog may be indicative of the

transformations shown in Figure 5.2.

trf(nounp(Spcfr, Adj, Noun), np(Detr, EAdj, ENoun)):-

trf(Spcfr, Detr),

trf(Adj, EAdj),

trf(Noun, Enoun).

trf(Spcfr, Detr):- bedict(Spcfr, Detr).

trf(Adj, EAdj):- bedict(Adj, EAdj).

trf(Noun, ENoun):- bedict(Noun, ENoun).

5.5 BangIa-English Transfer Algorithm

The Bangia-English transfer component subsequently converts a transformed Bangia

tree to a English tree in a hottom-up aud parallel manner along with Bangia tree. The

transfer algorithm for Bangia-English can be presented as:

1. At Ii"t, the Bangia-English transfer dictionary is searched for all Bangia words .,

that are terminals of the Bangia parse tree. This is done at the lowest level i'\

suh-tree of the Bangia parse tree.
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2. An upper levelBangia sub-tree is converted to a corresponding English sub-tree by

using the Bangla-English transfer rules and by using the Bangia-English .transfer

results of the current level Bangia sub-trees. The category of the top node of

the upper sub-tree determines which set of BangIa-English transfer rules is to be

applied.

3. During the transfer of sub-trees, semantic processing is performed according to

the data in the Bangia-English transfer dictionary.

5.6 Problems of Syntactic Transfer

• Syntactic transfer modules are heavily dependent on the grammatical formalism

and geometric structure assigned to sentences.

• It suffers from unbounded dependency constraints.

• It depends on extensive encoding of transformation details in the lexicons and in

its pure form, the diminished capabilities for complex semantic reasoning.

5.7 Conclusion

Syntactic transfer strategy has been presented in this chapter with several test cases

between Bangia-English transfer machine translation. The problems of syntactic

transfer have also been mentioned. Actually MT depends to a large extent on the

acquisition and development of large lexical, grammatical and terminological resources.

Human expertise in an approach and experience of its use will affect the success of the

approach. Different MT "pplications "dopt different transfer systems. The approach

which t.o be selected IllUSt.be start.ed wit.h initial point. to make it effective for the

application.

,



Chapter 6

Generation

6.1 Generation

The generation or synthesis component of the target language produces one or more

English language sentences from a English tree which conveys English syntax, English

equivalent and other information. The roles of generation component are to generate

English auxiliary verbs, to determine appropriate English equivalent of adverbs,

negation, determiners and conjunctions including subordinate clauses etc. English

auxiliary verbs are generated based on English verb information, such as the original

form of the verb, the conjugation type of the verb, tense, aspect, voice and modality.

6.1.1 Syntactic Generation

Syntactic generation is carried out by means of transformations. In accordance with

the theory of generative and transformational grammar, transformations OCCurin an

orderly manner in an ascending cycle, that is to say from inside, outwards, starting

wit.h t.he most subordinat.e clauses. Act.ually syntactic generation starts .by receiving

the transferred tree structure £1'0111 t.he transfer component. Then the grammar rules

from the source side are also considered for the generation o£target sentence. Figure 6.1

shows abstract tree structure of the Bangia sentence "'l@r '5T'!5 ~ and its English I eat

rice. From the figure we sec that the. root of each tree contains the grammars and

the leaf nodes contain the lexicons with their semantic features. The abstract tree
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I eat rice

N'
{def= +}

I
rice

{3s, Obj, Edible}

S'
{tense = pres) aspect = ind}

~~
NP' VP'

I ~~P'
PN' I

{def= +}

I eat
{Transitive}

{Is, Human,Nom}

••

"'iT
{Transitive}

{def= +}

I
vhat

""'"{3s, Obj, Edible}

ami

S
{tense::::::; presl a.."pcct = ind}

~
NP VP

I /~
PN NP V{dr = +} I I

N kha

Figure 6.1: Target sentence generation of Bangia input '"Ilf.,t '5l'O ~

represented at the right side of Figure 6.1 shows the way of syntactic generation. In

syntactic generation the grammatical features are received from the transfer component

and the nodes of the tree are translated according to bilingual dictionary. The semantic

properties are used by the morphological analyzer of the target side for generating actual

word forms.

6.1.2 Morphological Generation

The morphological generation is made up of subject-verb agreement, conjunction, noun

quantifier, insertion of determiner, noun agreement, adjective agreement, placement of

adjective, elision and contraction. For example, the Bangia word cheleti (~) has

the lexicon "chele" with the determiner (~ "~") "ti" and the semantic features as

(Noun, 38, Definite, Human, Nominative). The lexicon "chele" will be generated

as "boy" in English. But the actual translation will be "the boy". The morphological

aIlaly~{)r of t.he ta.rget side USiIlg the semant.ic infonnat.ion will generate the translation

of the Bangia word ~ as "the boy".

The generation of complete sentence is carried out syntactically and morphologically

in parallel. Each leaf node is first generated syntactically and then morphological

generation adds appropriate affixes to the leaf nodes for actual representation in
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V'

S'
{tcnse=prcs, aspect=cont}

~
VP'

~
NP'

{def= +}

I
N'
I

book
{3s,Object, Inanimate}

the boy is reading book

NP'
{def = +}

I
N

I read
boy {Transitive}

{3s, ProperNoull,
Nom, Definite}

••

v

I
por

~
{Transitive}

hoi
~

{tcnsc=prcs, aspect.=cont.}

~
VP

~
NP

{clef = +}

I
N

I

NP
{clef = +}

t

N

I
elide
C'<t"I

{3s, Propcl'Noun,
Nom, Definite}

{3s,Objcct, Inanimate}

Figure 6.2: Target language sentence generation of Bangia input ~ ~ ~.

the sentence. Looking at Figure 6.1, the root contains the grammar of the Bangia

sentence "lIPi 'Sf'!; "!l"l< as tense = pres. aspect = ind that means the sentence is in

present indefinite tense. The leaf nodes contains the subject, object and verb of the

sentence with their semantic properties. Semantic properties and the grammar will be

transferred to the target language i.e. English so that actual target forms of words

are generated. The subject and object here are in the lexical forms. But the verb "!l"l<

is separated by "iT and '<. The morphological analyzer of Bangia will analyze the verb

"!l"l< as lex = kha, cat=v, tense= pres. aspect = ind. mod = FP and the transfer

component will translate" kha" as "eat" and the morphological analyzer at the target

side will use the transferred rule of grammar for the generation of the verb form" eat"

which is the desired translation of "!l"l<.

Figure 6.4 shows the translation of the Bangia sentence "I~ 'Sf'1C'Wl"I~'Sf'1 ~ f.K;m;:.

The parser output and the constituent parts are shown also. Finally, the English

output" a good boy has bought a good book" which is produced by the MT engine has

also been presented. Different analyses stages are not shown here. But they can be

presented as:

•
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s
{tense = pres, aspect = perfect}

buy
{trausitive}

{determiner l 35} good

{adjective, positive}

VP

~ NP
.~

AP N
~I

DET ADJ book
I {3s, proper, objective}

v

boy
{3s, proper, nom}

a

NP

A~
~ N

DET ADJ I
I

a
{determiner,3s} good

{adjective, positive}

Figure 6.3: Target interface structure of the sentence 0I1'fG '5f"f ~ 0I1'fG '5f"f ••. ffi;w;:.

Input ekTi vhal chele ekTi vhal boi keneche (0I1'fG '5f"f ~ 0I1'fG '5f"f ••.

Scanner Output .. TOKL= ("ekTill) "vhalll, "chele" J "ekTi", "vhalll, "boil1,

"kenechell
)

Parser Output sen(np("ekTi" J "vhal" J "chelel
'), vp(npC"ekTili J lIvhal",

"boie"). verb("kenecehe"»»

("ekTi11, "Pers3r1 J II'Sing", lIQunatifier"),

("vhalll J "Adjectivel!, "Positive II , "Qualitative"),

("chele" J llPers3" J "Sing", "Human", IINominative") J

("boil!, "Pers3" J "Sing", "Objectivell
, "ProperNoun"),

(tlkeneche", "ken'!, npresll J IIperfll, lITPNH")

Granunar

The synthesis component will receive the transferred tree structure and the grammar

for generating English output .. The transferred tree structure is shown in Figure 6.3.

The syntactic and morphological rules of English will be applied to each and every

leaf of t.he tree and forms the phrase structure in English as well as the target result.

After these operation the t.arget output will be generated as: a good boy has bought

a good book.
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'!Write a Bangia sentence
'eleti vhal sele eleti vhal boi keneche

::Parsed Sentence

::tonstituent Parts
:":Noun Phrase 1 ;;;noun_phraser'ekti"~''vhal".''sele'1
/yerb Phrase ;::verb_phrase(noun_phraser'eldi".''vhal''."'boi'1~''keneche"'
:'Noun Phrase 2 = nouo_phrasef'elctill/'vhalll."boi'1
'Verb = keneche
;:'

'.Translated English Sentence

.~.~":~.bO,~..:~.s..~":.~gh:,::~,~:.~..b,~O,~.})::):: •.','.;> ':: , ;'): •.. ?? .•..•., ,:)./::::;:/):.,'.,•• :..>:':::0: ;;:.J
Fignre 6.4: Translation of BangIa sentence "I~ '8f"f ~ "I~ '8f"f ~ ~.

6.2 Successful Translation Cases

The MT egnine has been designed for translating simple Bangia sentence into English.

Simple and short sentences are translated by the MT engine successfully. Appendix

A shows the Bangia grammars for the sentences which are covered by the MT engine.

The analogous English grammars are shown in Appendix B. All grammar rules have

been test.ed wit.h various examples.

6.3 Partially Successful Cases

Words in a Bangia sentence may be of any order, i.e. Bangia is a free word order

language. Verb and object. may interchange their positions in a sentence without

changing t.hemeaning of the sentence. The MT engine can parse any sentence in Bangia

of the order subject-object.-object (SOV) or subject.-verb-object. (SVO) for most of the

cases. But. it. is not able to t.ranslat.elong sentence having noun phrases of large number

of coutitUClltS.

(\:
~J

(
, .
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6.4 Unsuccessful Cases
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The MT engine can not translate interrogative, negative, negative-interrogative,

optative, complex and compound sentences. The analysis, transfer and generation

for those types are not included in the MT engine, if they are included the MT engine

will be capable of translating them.



Chapter 7

Conclusions and Future Work

7.1 Conclusions

An MT system has been developed and tested for Bangia to English translation. Very

simple and short sentences arc selected for translation. Since one of the prime goals is to

improve the quality materials for human usc, the MT engine presented here can only be

indicative of possible arena for improvement. Translation from BangIa to English and

vice versa is an interesting and pride tasks for us as we are Bangladeshi. The analysis,

transfer of BangIa sentences and the generation of English sentences have presented

throughout the chapters. We have shown the syntactic, semantic and morphological

analyses of Bangia sentences and in the target side the generation of English sentences

has also been discussed. The aim of the thesis work was to develop an MT engine for

BangIa to English translation. But machine translation from Bangia to other languages

has not been done yet. So we select our goal to translate only simple sentences. To

inelude other types of sentences in BangIa, their analyses, transfers and syntheses should

be included to upgrade the MT engine.

Our, MT (~lIgilleuses a Bangia parser for parsing input. sentence that have syntax,

semantic and morphological analyzers. After all the analyses the syntactic transfer

strategy has been used to transfer the sentence into target system. In the target side

the synthesis component of English uses English analyzer for generating English output.

However successful translation from one language to another requires controlled

language for the creation of source text, which will be translated. So for BangIa
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language wemust have to define a controlled language that will restrict the creation of

Bangia sentences which will not be possible to translate by the machine. Another point

is that machine translation is always applicable to a specific domain, such as weather

reports, technical documents, email messages and instruction manuals etc. So it is wise

to select the application domain first and design MT engine for that domain.

7.2 Future Work

There are a lot of research scopes regarding BangIa to other languages machine

translation. .As mentioned earlier machine translation of BangIa is in rudimentary

stage, the followingareas may be the research interests for the researchers.

• Syntax analy~er for complex and cOlupound sentences.

• Powerful semantic analyzer for BangIa.

• Efficient morphological analyzer for BangIa.

• Design of controlled language for BangIa.

• Interlingua representations of BangIa.

• Transfer modules for Bilingual translation.

7.3 Alternative Strategies

The transfer technique adopted in the system is syntactic. The syntactic transfer MT

system has been discussed in Chapter 5 with its demerits. The following sections are

two alternative strategies in machine translation transfer. They have some features

which can diminatc the problems of syntactic transfer. Comparisons of t.hClTI arc given

in Table 7.1.

7.3.1 Semantic Transfer MT

One of the problems with syntactic transfer MT system is that in order to account

for grammatical differences betweeu two languages, many transformations are only
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fCI ITal e 7.1: ompanson 0 trans er strategIes
Strat.egy Advant.ages Disadvantages
Synt.act.ic: Simpler analysis, Faster Complex transfer rule and

development of grammar and interactions, Expensive to
Simpler automatic grammar maintain
induction

Semant.ic: Simpler transfer rules, Application Expertise may be scarce and Need
ot.her than MT alid Theoretically for changes as semantic theory
mot.ivat.ed semantics develops

Lexicalist. Transparent. t.ransfer rules and Difficult of include non-lexical
Simpler acquisition of transfer information during transfer and
modules Danger of inefficiency

variat.ions of each other. For example auxiliary verbs in Bangia are attached with the

verb root.s based on the tense, aspect and mode of the sentence, but the translation

int.oEnglish shows that. t.he auxiliaries in English appear before the verbs and the verbs

in t.heir inflect.ed forms.

Semant.ic t.ransfer MT sees t.he translation as a relation between language-dependent

represent.ations, which nevertheless neut.ralizes many language-specific idiosyncrasies.

Although t.he representat.ions are semantically oriented, they maintain some of the

structure of t.heir language of origin and therefore easier to use for analysis and

generat.ion [2].

Many representations of semantic transfer MT have been invent.ed and some of them

have been used for semantic transfer. Quasi-Logical Form (QLF) [28] is the prominent

one in that case. In QLF transfer at the semantic level removes many language specific

structnres and replaces them with more standardized forms such as QLF. Still, it is

possible t.o structure QLFs snch that similarity between QLFs varies between source

and target languages. For example, one could treat prepositions are relations between

event. variables and qt.erms (quantified terms), or they could have wider scope over the

QLF for t.he VP they modify. Such decisions should ultimately be motivated by the

semant.ic theory adopted, but in practice, it is difficult to ensure that equivalent QLF

represent.ations are built for translationally equivalent sentences. Semantic transfer

rules overCOlllC discrepancies that arise in the meaning representations produced by

different granunars.

•
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7.3.2 Lexicalist 'fransfer MT
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A major Rourceof complication with the syntactic and semantic transfer methodologies

presented above is the recursive character of their representations. In the former,

analysis trees themselves consist of analysis trees. In the latter, the argument to a

QLF predicat.e can itself be a QLF. Problems arise when the transfer structure in SL

and TL arc markedly different. element.s of the SL structures that are geometrically

dist.ant. may need t.o be in close proximity in the TL. Wit.hout additional mechanisms

to cope wit.h such divergences, transfer modules fail to capture useful and interesting

cross-linguist.ic generalizations. These mechanisms will have non-local effect.s on the

st.ructures being transferred, which can decrease t.he perspicuity of the system and add

t.o the difficulty in t.ransfer rule development.. This and other issues relating to scope

and ambiguit.y have given rise t.o non-recursive approaches to transfer. Lexicalist MT

is such a non-recursive approach in t.ransfer.

In LexMT, cross-linguist.ic relat.ionships are est.ablished at the level of lexemes or

sets of lexemes, rat.her than more abstract. representations. The principal advantage

being t.hat such relationships can be verified empirically by inspection of bilingual

corpora, bilingual dictionaries or t.hrough validation by a bilingual. In addition, the

automat.ic acquisit.ion of cont.rast.ive data can be facilitat.ed since t.ransfer relationships

are established in a format close to that found in bilingual corpora. Finally, the relations

are reusable in the sense that they are to some extent independent of the syntactic and

semant.ic t.heory of any particular system, and can therefore be adapted to different

t.ransfer approach CR.This is unlike t.he previous two strategies in which one must have

a significant. amount. of knowledge about. t.he transfer represent.ation and its behavior to

be able t.odet.ermine whet.her two st.ructures st.and in a transfer relation or not, and for

which painst.akingly acquired cont.rast.ive knowledge cannot. be easily port.ed to other

syst.ems [2].

\ ..::;;~(



Appendix A

BangIa Grammar Rules

Rule Bngla : S -+ NP V

"'lTfil m (Pron + V)

r>! 0f("iS (Pron + V)

'lJ"¥I N"I (N + V)

~ 9f'F<l (N + V)

Rule Bnglb : S -+ NP V

~ m (N + Det + V)

~m(N+PM +N)
ClWl'PIT m(N+ PM + N)

Rule Bngle : S -+ NP V

"l~ ClWl m (Spcfr + N + V)

~ ClWl C'f'1(Qi

'l'I ~ "lC"K'i<

Rule Bngld : S -+ NP V

'Sf""[ ~ m (Adj + N + Det + V)

'Sf""[ ~ m (Adj + N + PM + V)

'Sf""[ ClWl'PIT m (Aclj + N + PM + V)
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Rule Bngle : S --+ NP V

"I~ '5fOl ~ "iT1l (Spcfr + Adj + N + V)

Rule Bng2a : S --+ NP NP V
'!i!@l~ ~ (Proll + N + V)

'lT1"f ~ "iT1l (N + N + V)

Rule Bng2b : S --+ NP NP V

'!i!@l "I~ "" "i\% (Proll + Spcfr + N + V)

Rule Bng2c : S --+ NP NP V

'!i!@l"I~ '5fOl "" "i\% (Proll + Spcfr + Adj + N + V)

'5fOl ~ '5fOl "" 9fC'¥ (Adj + N + Det + Adj + N + V)
"I~ '5fOl ~ ~ ~ (Spcfr+ Adj + N + N + Det + V)

"I~ '5fOl ~ '5fOl ~ ~ (Spcfr+ Adj +N + Adj + N + Det + V)

Rule Bng3a : S --+ NP NP V

'!i!@l ''1''l'jij,'l' ffi (Proll + N + Biv + V)

Rule Bng4a : S --+ NP NP V
~ 'IT'lT VT<rnJ "ITl'R (NP + Biv + N + N + Biv + V)
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Appendix B

English Grammar Rules

Rule Engla : S -+ NP V

I cat (Proll + V )

He cats (Pron + V)

Babul plays (N + V )

I will read (Proll +V)

Rule Englb : S -+ NP V

The boy cats (Del. + N + V )

Boys cat (N + V)

The boys eat (Del. + N + V )

Rule Engle : S -+ NP V

A boy cats (Del. + N + V)

Manyboys cats (Del. + N + V)

Rule Engld : S -+ NP V
TI", good boy cats (Del. + Ad.i+ N + V)

Tlw good boys cat.

Good boys eat (Adj + N + V)

Rule Eng2a : S -+ NP V NP

I eat rice (Prall + V + N)
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Dablll eat.s rice (N +V +N)

Rule Eng2b : S -+ NP V NP

I read a book (Pron + V + Det. + N)

Rule Eng2c : S -+ NP V NP
I read a good book (Pron + V + Del. + Adj + N)
The good boy reads good book (Del. + Adj + N + v + Adj +N)

A good boy has bought. t.he good book (Del. + Adj + N + V + Del. + Adj + N)

Rule Eng3a : S -+ NP V NP

I know the man (Pron +V +Det. + Noun)

Rule Eng4a : S -+ NP V NP

My fat.her lives in Dhaka
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