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Abstract

The performance of a computer network depends on the performance

of the network interface unit. In this thesis, analytical queuing

models have been used for the study of the performance indices of

the node interfacees for comp'.lt.er networks. Her'e the per"iormance

indices are throughput, utilization and the delay of the queuing

network. 8uzen algorithm has been used for the solution of

single-chain queuing network with a number of processors
"

and a

number of controllers and Mean value analysis has been used for

the solution of multi-chain queuing network. The effect of number

of controllers and protocol processors on the performance indices

have been studied.
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1.1 AN INTRODUCTION TO COMPUTER NETWORK

Although the computer industry is young compared to other

industries (i,e automobiles,air transportation etc. ), computers

have made spectacular progress in a short tim~. During the first

two decades of their existence, computer

centralized, using within a single room.

systems were highly

The merging of computers and communications has had a profound

influence on the way the computer systems are organized. The

concept of the "computer center'"as a room with a large computer

to which users bring their work for processing is rapidly

becoming obsolete. This model has not one but at least two flaws:

the concept of single large computer doing all the work and the

idea of users bringing work to the computer instead of

the computer to the user.

bringing

The old model of a single computer serving all of the

organization's computational needs is rapidly being replaced by

one in which a large number of separate but interconnected

computers do the job. These systems are called computer networks.

There is a considerable confusion in the literature between a

computer network and a distributed systems. The key distinction

is that in a distributed system the existence of multiple

autonomous .computer is transparent to the user. The user of a

distributed system is not aware that there are multiple

proc.essorsjit looks like a virtual uniprocessor. Allocation of

~obs to processors and files to disks, movement of files between

where they are stored and where they are needed and

','

all other



system functions must be automatic. With a network a user must

explicitly log onto one machine, explicitly submit jobs remotely,

explicitly move files around and handle all the network

managemen't.
asnetworks are classifiedlocation,physicaltoAccording

follows:

a. Local Area Network

Local area network (LAN) generally have three distinctive

characteristics:
* A diameter of not more than a few kilometers.

* A total data rate 2-20 Mbps.

* Ownership by a single organization.

Loca 1 area networks are widely used because of the following

reasons:

A collection of computers, terminals, and peripherals located in

the same building or in adjacent buildings, may be allowed to

intercommunicate and also allow all of them to access a. remote

host or other network. In the absence of local network, separate

connections would be needed between the remote facility and each

of the local machines, whereas with the local network the remote

facility need only tap onto the local network in one place.

Another aspect of interest in local networks is to take the

advantages of distributed computing. In this approach, some of

the machines are dedicated to perform some specific functions,

such as file storage, data base management, terminal handling,

and so on.

b. Wide Area Network.

2



Wide area network (WAN) has a diameter from 10 km to 100 km and

which lies within a country. Wide area network is also called

long haul network. Local networks differ from long haul networks

in several ways. The key difference is that the designers of long

hau I networks are often forced by economic or legal r-easons to

use the public telephone network, regardless of its technical

suitability. Bandwidth consideration is very important in the

case of long haul network but in the case of local networ~.•

nCJthino o~'"
bandwidth cables .
c. Metropolitan Area Network.

Metropolitan area network (MAN) is in between LAN and WAN. It

covers the entire city but uses LAN technology. Cable television

(CATV) networks are examples of analog MANs for television

distribution. Most of LAN protocols also holds for. MANs.

d. If the network is inter continental then it is called inter

lS used

connection of long haul networks.

1.2 SOME APPLICATIONS OF COMPUTER NETWORK

Instead of using a single mall' frame, computer network

for the following reasons:

Resource sharing i,e to make all programs, d~ta and equipment

available to anyone on the network without regard to the physical

location of the resource and the user. Load sharing is another

aspect of resource sharing.

3



High reliability is obtained by having alternative sources of

supply ',e all files could be r~plicated oh two or three machines

So if one of them is unavailable (due to hardware failure), the

other copies could be used. For military, banking, air-traffic

..

control and many other applications, the ability to continue

operating in the face of hardware and software problems is of
great importance.

So it is found that replacing a single mainframe by workstations

an a l.r.:~N (Local arl::!a nt:.=:!t.wol'-k) impr"'DVeS the r'""eliability and

performance[l]. The availability of WAN(wide area network) makes

many new applications possible. Some of this new applications may

have important effects on society as a whole. Some important uses

of computer network are access to remote program, acCesS to
remote databases, communication facilities etc.

A company that has produced a model simulating the world economy.
may allow its client to log on the network and run the program to

see how various projected inflation rates, interest rates, and

currency fluctuation might affeFt their business. The use of

remote databases is a major area of network usage. It may soon be

easy for a person sittlng at home to make reservation of

airplanes, trains, buses, boats, hotels, restaur"ants, theaters

and so on any where in the world with instant confirmation. Home

banking and automated newspaper also falls into this category.

Present newspaper carries a little bit of everything but the

automated newspaper cal'l easily be tailored according to the

readers personal taste.

4



A widespread network use is as a communication medium. At present

computer to computer communication in different countries can be.

done by electronic mail by only computer personnel. In future, it

wi II be possible for everyone, not just people in the compu ter

business, to send and rece1ve electr'onic mail. Furthermore,
mai 1 wi I I also be able to contain digitized voice

this

still

and possibly even television and video images.

technology,

pictures
present state of development of science and

In the

communi.cation engineering plays ttle nlost important role because

nowadays there is a race between communication technology and

transportation. The question is now that people should move

physically to fulfill his requirement and getting all kinds of

informat~on or the information should be available to him staying

at home. All the developed countries are choosing the second one

and the evaluation of ISDN (integrated Services Digital network)

1S for this purpose [2]. In future the telephone system will be

digital transmission from end to end ~nd will carry both analog

and digital signals of all kinds and this will be done by

broadband integrated services digital network (BISON).

1.3 INTERFACING OF COMPUTER NETWORK

using

Local area networks are rapidly emerging as a major and distinct

class of computer communication networ"ks and their salient

characteristics make them particularly attractive as an efficient

and economic solution to high

5
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within a .1 i mi. t.ed There is an

'interfacing between the LAN user" and the LAN. The main
limitations of LAN performance is due to the interface processing
time and queuing delay while its sensitivity to the cable speed
and access protocol li"mited. Broadband integrated
services digital network has been designed to carry high volumes

.'
of real time information such as voice, video and interactive
data etc [3]. For transmission of voice packets from CODEC (which
converts analog signals into digital forms), and data packets
from terminals there must have some interfacing between the
network and the local node generating the voice and data packets.
Figure 1.1 shows how local interface interacts with the network
and the users. To serve diffel~ent users there are queues for
vo~ce packets, queues for data packets and queues for control
p~ckets a'ld the illterface u/1it lnay be represented by a network of
queues.

1.4 NETWORK INTERFACE UNIT

The NIU (Network interface unit), as the name suggests, plays the

role of interfacing between the constituent units of the loca 1
node and the network. There are three functional units in a

broadband packet switch e.g. packet sorting unit (PSU) , packet
despatch unit (PDU) and network interface unit (NIU). Figure 1.2

shows the block diagram of a packet switch with different units
and their interaction with each other. All incoming packets

6
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according to their address. The packets destined

the packet

classified
switch are sorted in the packet sorting unit and

to
another node is given t.o the ~ac::k r~t despatch lH1i t felr

transmission to the desired node. The packets for local exchange
or loca I node is given to the network inter"face unit. Packet
sorting unit is assisted by traffic flow controller (TFC) unit
which controls the flow of incoming packets to the packet switch.
The voice and data packets are also classified in the pac~.et
sorting unit. The packet.s from the packet sor"ting unit are

"transmi tted to another node by the pal:ket despatch unit. The
packet despatch unit transfers the header of the packet from the

header store and the body of the packet from the packet store.

The packet despatch unit is assisted by local packet handler

(LPH) to have an error free transmission "nd to maintain the
sequenre of the voice packets. All

fields.checksum

outgoing packets

NILJ, which

The packets

thethroughpasshave .to

and the

local nodes

the headerassembles

generation

from the

converging on the NIU comprise the voice packets from the
buffers, the call control pac kets from the call

speech

control
processor, the data packets from the host computer, and the
control and diagnostic packets from the TFC (traffic

flow

flow
controller). All incoming packets from CODECs (voice pac kets) ,
host computer or terminals (data packets), enters into the NIU to

have entrance into the network. In a broadband packet switch the
NILJ int~racts with the traffic flow controller to control the
flow of packet, local packet handler and packet despat~h unit to
have an err-Or free transmission. Figure 1.3 shows the

9
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a~chitectu~e of a network inte~face unit which consists of the

following blocks.

a. The input queues.

,.

The~e a~e fou~ input queues e.g. speech packet queue, cont~ol
packet qUEUE, data packet queue, flow and diagnostic packet
queUE. Speech packet queue which contai,ns the voice packets f~om
CODECs fo~ digital voice communication. Data packet queue
cUlltdins lhl::' dat.Ci 1r"om tile host. computer"s or' an interactive'
ter'mi.nal. Flow and diagnostic cOl1trol packet qtJE'ue contains the
packets f~om the te~minal flow cont~olle~ to cont~ol the flow of
packet.

b. Input data cont~olle~( IDC).

Fo~ tr-ansmission of both voice packets and data packets u",ing
b~oadband integ~ated se~vices digital netwo~k, there must be a

prio~ity controlle~ in the network interface unit to give the
highest p~io~ity to the voice packets. Because the voice packets
must reach the destination acco~ding to the generation sequence
of the packets to be unde~standable to the listene~. Input data
cont~olle~ cont~ols the p~io~ity of the packets and maintains the
generation sequence of the voice packets. Real time clock input
of the input data cont~olle~ p~ovldes the time stamp for voice

packets. The implementation of explicit routing scheme requi~es
the saving of the explicit route address tor every established
voice connections. The local packet handler saves and updates
this information in the route ~Ecord. The input data controller

takes this ~ecord to assemble the heade~ of the outgoing packets .

. 11



There 15 a shared communication memor-y to store the header of the

incomi.ng packet and the body of the packet and the input data

controller is informed the arrival of th~ packe~.

c. Microprogrammed control unit (MCU). Packets from the input

data controller enters into the microprogrammed control unit

where the mai9 functions of layer 2 protocol and some layer 3

protocol are processed. status from the DMA, different queues,
and memories passes to the MCU through the multiplexer. ~lCU

performs the buffer management and supplies the address of a free

buffer for loading, a new packet. Headers and checksum of a packet

are added in the MCU. Control of voice traffic involves two

tasks: reducing the number of calls set up through the congested

node by the required percentage and preventing the setting up of

new calls through the congested node. TFC sets a bit in the route

record and the MCU interprets this bit and seeks a new route for

further voice packets generated from this connection.

d. output data controller (DOC).

The output data controller controls the DMA transfer of the

packet to the common buffer pool which is accessible to the,

packet switch. The header of, the packet is stored in the header

store and the packet is stored in the packet store. Output data

controller also maintains the generation sequence number of the

voice packet.

Delay •is very important for transmission of voice packet~. In

12
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packet switched network, there can exist multiple routes between

two nodes and if the voice packets are allowed to take different

routes to the.destination, they may reach the destination out of

sequence due to different delays and the reconstruction of speech
may become cumbersome. To overcome this problem, speech packets

are allowed to follow a fixed route and there is a provision for

alternate path in the event of congestion of the previous path.
To achieve this an explicit route number (ERN) is used in the
header of a voice packet. To minimize the time delay for voice
packets priority controller is used to give highest priority to
the voice packets.

1.5 SCOPE OF THE THESIS

The purpose of the thesis is to have an analytical solution of

node interfaces of computer networks using different queuing.
models. In the study .of the queuing models, no priority
controller has been.included in the model and all the packets
have been considered of the same priority. To transmit voice

packet and data packet through same node priority must be given

to the voice packet to maintain the generation sequence of the

voice packets. As no priority controller is included in the model

so the transmission of voice packets is not included in "the

been
seen as a network

study.

The node

performance

interface

has

is

studied by

of

analyzing

queues and

the delay

the

and

throughput of the queuing network. In chapter 2 the theory of the

13



,

queuing model has been described and shown how a queuing model is
to be solved by using buzen algorithm and mean value analysis.
Different types of single chain queuing network has been studied
in chapter 3. Firstly a simple closed queuing network has been
studied by using mean value analysis. Then a more complex queuing

network having multiple controllers has been studied. Often it is

the case that multiple protocol processors is used in parallel to

increase the throughput and to decrease the delay 01 the packet

transmission. So queuing network with multiple protocol

processors also has been studied in the last part of the chapter

3. When different types of stations communicate through a packet

switch to transmit packets to destination stations then multi-
chain queuing network arises and the solution of multi-chain
queuing network has been given in chapter 4. Thus throughout the

thesis, node interface of computer network has been analyzed by

using different queuing models.

14



CHAPTER 2

MODELING QUEUING NETWORMS:
BUZEN ALGORITHM AND
MEAN VALUE ANAL~SIS
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2.1 INTRODUCTION
Queuing models for computer systems are constructed by

considering each relevant resource as a server, which receives

requests for service from the programs processed by the systems.

When a request finds the server busy, it joins a queue where it

waits its turn to be served. Depending on the models degree of

details, a request may represent an entire program, program

step an interactive command, an i/o instruction and so on.

A service center or station may contain more than one server and

is therefore capable of serving more than one request

simultaneously.

Furthermore a station may have more than one queue~ Figure 2.1

shows the component of a station together with some of the

variables that are used to describe the phenomena occurring

the station is working.

when

Queuing systems are usually studied in steady state conditions

1.e. the assumption is made that the system has been working for

a long period of time so that the distribution descriptor.s of the

random variables we use to represent it are no longer influenced

by the systems initial conditions and are therefore ~ndependent

of timf'>. A pre-requisite assumption tha tis a'lways at least

implicitly made is that the system is stationary.

A source is characterized by its req\Jest generation process. A

station is characterized-by 'its number of server and of queues,
by the maximum admissible length of the queues ( queue capacity),

by the speed of its server and by service discipline.

15
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2.2 ANAl.YSIS OF THE BEHAVIOR OF A STATION

To analyze the behavior of a station, detailed description of its
a.rrival process, service process and service disciplirle must be

provided. Arrival and departure phenomena are r-epresented by

random variables. A random variable is characterized by its
probability distribution function. This function for random
variable x and for each real xO,is given by

Fx (xo ) P[x <= xO]

i,e by the probability that the value of x is not greater than

The derivative of this function with respect to

probability density function fx(xO)'

x is the

The arrival process is usually assumed to be a Poisson process,
an assumption that 1.S supported by the result of several

experimental studies of interactive systems. In a Poisson arrival
process the probability of having k arrivals within a given time

interval of length tis,

(t) =
k'

* e -( ;I.*t) ( k >= 0, t >=0]

Where A is the mean arrival rate.
Average no of arrivals occurril'g during each time interval

t is equal to A. * t
The probability that.no arrivals will take place in time t

-(
(t) = e * t)

17



So the probability of at least one arrival is

.1 - Po (t) -( A *= 1 - e . t)

thus the probability that a new arrival will occur T time units

after the most recent arrival with

FT (t) = P[ T <= t J

= 1 - e -( ).. * t}
t >= 0)

is

which is negative exponential distribution with parameter a .

A crucial property of the exponential distribution is the markov
or memoryless property whose i.mportance in simplifying the
solutions of the probabilistic models is fundamental. In an

arriving process having this property the probability that a new
request will arrive during the next t units of time is

independent of the anlOu'1t of Lifne already. elapsed since the last
arrival. Service process has characterization similar to those
that are used to model the arrival .process. Service time are
always assumed to be statistically independent of

time.
inter-arrival

The probability that a generic request will not need more than

t time units of service is given by

Fs (t) = P[ s (= t J

= 1 - e -( )J- * t)

where tJw =: .me,~n serv ice rate.

The fundamental performance index for queuing model

18

is server



utilization which may be defined as the steady state probability

that the server is busy. For single server model, utilization may

be defined as the steady state probability that the server is

busy and which equals the ratio [4]. Another performance
index is the mean response time which is defined as the total

service time plus the total waiting time of a request,

If N = mean no of requests in the system

R ; mean response time
then according to Little's formula

where A is mean arrival rate 01 the system.

Another form of Little's formula is as follows:

where Nq = mean number of queued requests.

tq = mean waiting time of a request.

Little's formula holds for an~ service discipline, any inter-

arrival time and service time distr~butions and any number of
queues in the station.

, For single server station with Poisson arrival and exponential

service times, classic8.1 result of queuing theory states that at
the equilibrium we have

U
N = -----

1 - U

using Little's formula, we have

19



U
so 1\ * R = ------_

1 - U

R

but we have

so R

U
-------._-------
). * (l - U)

AU = -----,..
1

t'" * (l - U)

Considering first come first served discipline mean waiting time
1= R

1
= -------------

1"* (l - U)

U
= ---------------

fJ'*(l-LJ)

2.3 NETWORK OF QUEUES

1

Queuing network are much better suited to the construction of

intermediate level and micro level models of computer system. An

open network has at least one source of request external to the

network. and as well as at least one exit that requests can use to

leave the network.

20



Network having no exte~nal sources as shown in figure 2.2 is

called closed queuing network. In many practical problems, the
assumptions of an unlimited number of requests in the system is

certainly unrealist.ic. So to model more accurately

mult.i.prot]ramming 5yst.ems, whl::.~re t.t"IE' flla.ximum no ofl active pragr"ams

are limited by the size of the main memory or in interactive
systems where the maximum no.of commands in execution is limited
by the number of active terminals, 9ne can make use of closed
queuing net~ork in which the number n of requests ( or programs
or commands) in the model is kept constant."

The state of a network consisting of m stations 1S defined if the

state of each station is known; thus the state is represented by

the vector

N {N 1 ,N2 ,N3 Nm }

where Ni is the number of requests in i-th station. A network of

m stations is said to ha~e a product form solution ..if the

equilibrium distribution of network state

dnd Cdon bE.' wr' it ten i:cJS

PIN) =
G

probabilities exists

where Pi(Ni) is the probability that the i-th station is in state

G is the Normalizing constant that forces the sum of all

state probabilities to be equal to 1.
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2.4 BUlEN'S ALGORITHM

The central sub system shown in figure 2.2 with a greater level
of detail may be replaced by a network of stations representing
various resources and their interconnections. A closed network

model often used to represent multiprogralnming systems at the
intermediate level is the central server model shown in figure

This model has been studied by Buzen using the approach to
the solution of exponential closed networks proposed

and Newell.

by Gordon

From the central server model if k is the number of server and N

is the number of programs, balancing the input and output rates

of station i yields

(i = 2, ••• k) (2.1)

where q1i is the rate of transition from Server 1 to station i.

If we define

1
y 1 = 1 and Y i =

1

(i = 2, ••• k) (2.2)

then from equation 2.1 we get

(1 = 1, •.. k) (2.3)

From (2.1) we have k-1 homogeneous equations with k unknowns and

their solutions can be determined except 'for a constant which can
be assumed to be equal to U1' To derive the value of the constant

the balance ,equation for all the states of the model must be
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written. These yield a product form solution of the type

1 n1 n2PIN) * * :I: *
nk= ----- Y1 Y2 ...... Yk

G(N)

where G(N) is given by

(2.4)

G(N)

all N

Then we can w~ite

n1Y1 *
n2Y2 nkYk (2.5)

G(N-1)
Ui = -----------

G(N)

It is the value of the unknown constant.

(2.6)

Now to find utilization Ul' GIN) have to be computed. Now the

utilizations of all other stations may be obtained from

equati.on

f-1

* (2.7)

The models mean throughput rate x at the equilibrium is defined

as the mean number of programs that go through the loop around

the central server. This number may be obtained by multiplying

the cpu's output rate times the probability of departure Q1G'

'. e x ;::;; (2.8)

The mean response time R 1S

N
R =

x

25
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To find the value& of the performance indice&, it 1& important to

compute the value& of. function G . A computationally efficient

algorithm ha& been developed by Buzen .Thi& algorithm requires kN

additions and kN multiplications and requires the auxiliary

function Yi(n) to be recursively defined as follows:

Yi (0) ; 1

Yl(n) n
1; Yl ;

Yi(n) ; Vi-lin) + Yi * Yi(n-l)

(2.10)

(n ; 1, ... N;
i ; 2, ••• K]

It i& seen that

2.5 MEAN VALUE ANALYSIS
.'

A new approach to the solution of product form queuing network

called mean value analysis has been introduced by Reiser and

Levenberg (5]. Instead of calculating G and deriving from it the

values of the performance indice& this approach computes the

indices by the recufsive relationships that exists among them.

The validity of Mean Value Analysi& extend& to all cases in

which the normalizing constant approach can be applied. From

normalizing con&tant approach we found that the mean queue length

at server i is g~ven by

III

Ni (N) ; 'i: n * Pi (Ni - n)
n=1

26



N G(N-n)
Ni (N) l: n

* (2.4)'t'j

n:1 G (N L
J ,

Where N is the number of programs in the network. By applying
some simple a10Pbra this expression can be transformed into the
recursive form

With Ni (0) ~ 0
'( 2.5)

By_Littles formula, the mean response time can be derived

If
',"'Ii

Putting the value of Ni(N) ,
" ,

U' (N)(l + N. (N-l)]1 . 1------------------

Again

Where Si = Mean service time of station i

Putting the value of Ui(N) we get

(2.6)

--------------------------

so R i (N) ~ S i * (1 + N i(N-l )] (2.7)

From the above equation we see that the mean

27
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station i to process a request equals the sum of the mean time
required to process the requests already queued up and the
requests mean service time.

An expectation cif the mean throul)hput rate in which
normalizing constant G is not used can be obtained by applying
Littles formula to the whole network. Since the systems mean
response time R is the sum of the mean times spent by a program
in each of the k stations, i,e

R(N) = v.
1 * (2.8)

So the systems mean throughput rate

N
X (N) =

R(N)

Applying Littles formula to station i

So starting from the initial condition Ni(O) = 0, it is

to calculate Ri(N),R(N),X(N),Ui(N) and Ni(N) iteratively.

28
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CHAPTER 3

SOLUTION OF SINGLE-CHAIN CLOSED
QUEUING NETI-~OR:KS FOR UNIPROCESSOR \,

AND MULTIPROCESSOR INTERFACES
APPL~ING BUZEN ALGORITHM AND
MEAN VALUE ANAL~SIS

. '.'. "
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3.1 INTRODUCTION

In this chapte~ starting with a simple queulng network, more
complex queuing network has also been solved by using Mean

Analysis and Buzen algorithm. Firstly a simple queuing

Value

network
has been solved by using Mean Value Analysis and shown how. the
utilization of the protocol processor, delay of the network of

queues and the throughput varies with the number of terminals.

More complex queuing network with multiple controller has also
been solved by using Buzen algorithm with flow equivalent

aggregation method. The performance indices used for this purpose

is the delay and throughput of the network and the utilization of

the protocol processor. Here it is shown that how the performance

indices are affected with the .number of terminals and the number

of cOl)trollers.

Multiple protocol processors are often used in the interface of

computer network to increase the speed of operation i,e to
decrease the delay of the queuing network. Towards the end of

this chapter a queuing network with multiple number of protocol
processors has been studied and shown how the delay of the
network decreases as the number of protocol processors is

increased.

3.2 DESCRIPTION AND SOLUTION OF THE SIMPLE DUEllING NETWORK

In figure 3.1 (a) simple queuing network has been shown. Here s

represents the protocol processor, 01 represents

29
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processor- queue. The controller is represented by c and n2

represents the controller queue. There are total N n'umber of

terminals. A message is generated by a terminal and entered into
the protocol processor. If the protocol processor is busy the

message waits in the processor queue. As the waiting time of the

message in the processor q~eue 1S elapsed the massage enters into
the processor. Protocol processor breaks the data into frames,
maintains the sequence of the frames and processes the

acknowledgment frames. The controller handles buffer linking and

management, interrupt generation, several types of frame checking

and error detection [6,7,8]. The controller' operates as a

receiver in one of the four modes:

* Single mode: A specific physical address programmed into the

controller's initialization block must match exactly the address

field of the packet.

* Multicast: When the multicast bit in the address field of the
transmitted message is set, it will be recognized by all the

controller devices in the network.

* Broadcast: A hash filter maps the physical address into one of

the logical address groups. The controller then recognizes all

packets that are addressed to a single logical group.

* Promiscuous: Accepts any data packet regardless of the contents

of the transmitted message's address field.

To carry out DMA, the controller must o"perate as a bus master.
Setting ,a control bit in

31.
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registers, the controller selects the DMA mode.

controller

In figure 3.1 (a) it has been shown that the message

goes to the network and there is a delay

from

called

the

bus .-
delay which is represented by d. This delay consists of the

transmission delay across the bus, transceiver delay and queuing
delay at destination node. After reception of the message the

destination station generates an acknowledgment which returns to

the controller again. In the analysis the delay in the closed

queuing network represents the summation of the delay in the

protocol processor, the delay in the controller and the bus delay

in the nehlOrk.

The mean value analysis described in chapter 2 has been used to

solve the queuing network in figure 3.1 (bl. So the solution

procedure is not given in this chapter.

3.3 DESCRIPTION OF THE MULTI-CONTROLLER QUEUING NETWORK.

Figure shows the queuing network with multiple number of

controllers. The number of terminals varies from 1 ..N and number

of controllers varies from cl ...cc and s represents the protocol

processor: .The functions of the protocol processor and the

controllers have been described in section 3.2. The bus delay is

represented, by d. To find the delay of the queuing network the

message passes three stages. One in the protocol processor, one

the controllers and the last one is the bus delay. So the
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delay of the queuing network cannot be found d~r-ectly applying

the Buzen algor-ithm because Buzen algor-ithm cannot be applied to

the queuing networ-k with mor-e than two stages. To make the
queuing networ-k solvable using Buzen algor-ithm simplification of

queuing network using flow equivalent aggr-egation has been used.
By using flow equivalent aggr-egation the queuing networ-k has
been simp Iif.ted so that Buzen alyor-ithm ,nay be applied. The
subnetwor-k shown by the dotted lines in figur-e 3.2 has been
separ-ately analyzed that is shown in figure 3.3 (a).To find the
equivalent of the subnetwor-k it has been consider-ed as a closed
queuing networ-k. The subnetwor-k has been studied in isolation and
r-eplaced by simpler- equivalent component as shown in figur-e 3.3

(b).These components will produce ~xactly or appr"oximately the

r-eplaced in exchange of the subnetwor-k. The equivalent component

is called the flow equivalent station whose mean throughput

is equal to the throughput of the subnetwor-k in isolation. After
r-eplacing all of the subnetwor-ks in figur-e 3.2 with their flow
equivalent stations we get the queuing networ-kof figure 3.4
which can be solved by using Buzen algor-ithm.

3.4 SOLUTION OF THE MULTI-"CONTROLLER QUEUING NETWORK

To find the solution of the subnetwor-k in figure 3.2 it has been
studied separ-ately in figur-e The output of the subnetwork is

connected with the input and then calculated the mean

34
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rate of the subnetwork for all the values of N to be considered •
.After replacing the subnetwork with its flow equivalent
counterpart it becomes load dependent and the load dependent mean,
servlce rate of the single flow equivalent station of figure 3.3

(b) is set equal to the mean throughput '"ate of the subnetwork.
To find the mean throughput rate of the sub-network for all
values of N, Mean Value Analysis has been used. Since the
equivalent station becomes a load dependent, for the complete
solution of the network, Buzen algorithm with load dependent
bet18vior has been used. In stations with load dependent behavior,

the mean service time si of the station cannot be expressed by a

single value, but is to be assigned as a function of the number
of requests in the station_.The service time of a request, with
Ni requests in' station i is often assun,~d to be an
distributed random variable with mean

exponentially

Si (Ni )
1

::;: ------------

where ai(Ni) is a function that can take any positive value and
is called capacity function.

In our analysis we shall consider the queuing networks with
exponential service times, FCFS scheduli'19 dis.ciplirle, and a

single class of jobs to be processed. The equilibrium state
probability

form
distribution of a network with k stations is of

37
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1 N1 N2 NkY1 Y2 Yk
P(N) = ------ ------ ------ ..... ------

G(N) A1(Ni) A2(N2) Ak(Nk)

where Yi s are the quantities which are functions 01 the
networ'k's topology and parameters and the Ai(Nj,)'s are auxiliary

functions that may be obtained from the aj(Ni)'s as follows:

with Ai (0) = 1 . The nor-malizing constant G(N) is given by

N1 N2 Nk
,~

Y1 Y2 YkG(N) = ----- ____ M_ .....
A1(N1) A2(N2) Ak(Nk)

all N

Though the ne1:work includes load dependent. s'tat.ions, the main

performance indices can be derived from the knowledge of G(N)

only. The computation of G(N) requires a large no of operations.

Buzen has proposed an effective algorithm to calculate the

normalizing constant G(N) In this algorithm the auxiliary

function Vi(n) can be recursively computed as follows:

Vi (0) = 1
n

Y1
Vl(n) = -----

A 1In)

n
J

L Yi
Vi(n) = ----- * Vi-1(n-'j)

Ai (j)
j = 0

[n= 1 ••••• N ;
i = 2 •..• k]

38



F~om the above we have

[n ~ 1, .... N]

So the utilization of the p~otocol p~ocesso~ is

G(N-l)

G(N)

Finding the utilization of the p~otocol p~ocesso~ we get the

th~oughput as follows:

where ~1 ; service rate of protocol processor.
~ the probability of depa~tu~e of a job from the

pr.ocessor.

3.5 SOLUTION OF MULTI-PROCESSOR QUEUING NETWORK

Figu~e 3.5 shows a queuing netwo~k with multiple processors. The

~olution of multi-p~ocesso~ queuing netwo~k is simila~ to that of

the queuing network of ~esou~ces with load dependent behavior

that has al~eady been solved in the p~evious section but the

diffe~ence is to find the value of the auxiliary function

whe~e n ~ 1, ...N [9]. The calculation of the auxiliary function

is as fol lows:

Yl(O) ~ 1

39
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[n .- .l, •••• Nj

[ n < 11'.:., ]

* .(n-n5)and p 1 (n) = ns' ns

where ns - number of processors.

3.6 RESULT AND DISCUSSION

Simple queuing netw6rk shown in figure 3.1 has been solved by

uSlng mean value analysis. The model has been studied for 10

terminals and found the utilization of the protocol processor,

delay and throughput of the queuing network. The bus delay has

considered 5 mil i-seconds which may be the delay of IEEE

LAN. It is observed from figure 3.6,standard

processor utiliz~tion, delay and throughput

3.7 and 3.8

increases as
that

the

number of terminals increases.

Multiple controllers often used to increase the throughput and to

t.hp. m\ lIt j-

c.Ol"ltrol.1er qUE.'Uinl) n(-?t-\o"or'k~ 1'1pan ~/~;Jl\,l{~{.~n.?llys.i.s has be~?n used to

.;;;::;;;ol.....e the sub-net~'Jork ann an equivalent net.work is found which is

solved by uSlng Buzen algorit.hm. Figure 3.9 shows how the

throughput of the protocol processor varles with the number of

terminals. As the number of terminals increases, throughput.

increases. But for a fixed

41
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increases as thenumbe~ of cont~olle~ lnc~eases. It .is also

obse~ved that when numbe~ of cont~oIJe~ lS inc~eased f~om two to

thr-ee, th~oughput changes a la~ge amount but if it lS changed

ir"om three to four the t.hrou{]hptlt ]licr.pa~~~(-:,~:.i~1 vt:'r"y small aOloun t .

This is becausE that the pr-oceS50r can serve three cont~olle~s

and if t.he cant.r"ol 1t?r- is increased' more, the

processor becomes saturation. 50 in the study of the model, it is

found that for single processor it is ~conomical to use th~ee

controllers than to use four controllersa If the processor

utilizat.ion and networ~ delay are considered as shown in figu~e

3.10 and 3.11 the samE" re~;ult. is -found ..

In the case of multi-processor queuing network number of

controllers used for the analysis is fivEa Number of processors

has been va~ied f~om two to fou~. F~om figu~e 3.12 it lS seen

that the processor utilization increases as the numbe~ of

terminals, intreases but for a fixed number of te~minals the

processor utilization decreases as the numbe~ of processors
increases. This is because in all the cases the processors are'

r'unnlny .in unsaLur"a.Led cund.l t.1.Uli~, dlld ciS numbE-~r'u1 pr""ocessor"s is

increased in parallel definitely the utilization of the processor

wi Ii be decreased. But in the case a-f throughput as shown in

iigure 3a13, it increases as the number of processors is

increased a Network delay as shown in figure 3.14, also decreases

as the number of processors is increased keeping the number of

te~minals fixed. But it is inte~esting to note that the change in

delay and throughput fo~ changing the numbe~ of p~ocessors f~om
two to th~ee is wide but it is na~~ow fo~ changing f~om th~ee to

42



four. This is because the number of controller is fixed fo~ both
the cases and it is five and three processor can serve five

controllers efficiently and if the number of processors is

increased more, the controllers become saturated and throughput

does not increase accordingly. So for this configuration and for
given parameters three processors can serve five controllers
efficiently and economically .

•
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CHAPTER 4

SOLUTION OF MULTI-CHAIN CLOSED
QUEUING NETWORX



4.1 INTRODUCTION

A communication by an open

qUEuing syst_E'm i -f the Syst.E::'lrl r-uns t.rli.thollt_ -f lo",~cnntrol ~ But if

the flow control is used then to represent the system, closed

queuing network must be used. The most widely known protocol to

control the flow In a network is called the window flow control.

In window flow control, when a certain no of messages in a region

of the network is unacknowledged then the new traffic IS halted.

A communication system with N number of switching nodes and .R

unidirectional virtual channels can be represented by a multi-

chain queuing network. Each virtual channel has a source and a

sink. 80th source and sink are modeled by a simple queue. Each

virtual channel is transformed into a closed chain consisting of

source queue, sequence of forward route link queues, and back to

The multi-chain queuing network studiedsource queue.

chapter does not represent the entire network

in

but only

this

the

interface to the network with different channels to serve

different types of users. In the solution of multi-chain queuing

network, it has been shown how the delay and throughput of each

chain varies with the population of each chain.

4.2 DESCRIPTION OF THE MULTI-CHAIN QUEUING NETWORK

Figure 4.1 shows the multi-chain queuing network of a net.,.,ork

iQterface unit having two channels to serve two types of
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While different types of users are connected through different

channels with the network via network interface unit and there is

a traffic flow control then multi-chain closed network
arises [10]. In figure 4.1 there are two chains representing two

channels. There are processors for each chain to process each

chain's messages and both the chain uses the common controller.
Multiple common controllers have been used in parallel to
increase the throughput of the network and to decrease the delay

of the network. All the controllers are assumed to be identical
in nature and there is equal p~obability of a message from the

processor of each chain to the controllers. The controllers shown
in figure 4.1 are the same as the equivalent controllers

described in section 3.3.

4.3 SOLUTION PROCEDURE

In a closed multi-chain queuing network with product form
solution an arriving. customer observes the equilibrium solution
of the queu1ng network with"one less customer in the arriving

customer chain.

In multi-c.hain case we have

R = Number of closed chains.

Wr = population of chain r, r = 1,2, R.

R(i) = set of chains visiting queue i (i = 1,2, ..•N)
Q(r) = set of queues in chain r.

r
l"i = mean service t:imp of chain r message at queue i.
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ni ~ Mean queue size o'f queLle 1.

)[ = Throughput of chain r~

ti
r

= Mean queuing time of thain r message at queue i.

We shall also use the notation niJ(r-) to denote the mean no of

=WandW =in traducet.oconvenientis

cllair, j message at queue i upon arrival of a chain r message. It
1 2 R

(w ,W , ••• W )

(W1,W2 r-l r r+l R,.... ,W ,W -l,W ,.... W ).

To have product form solution of a multi-chain queuing network,

~ome restrictions loust be il,tr-oduced 011 tile service discipline

and on the service time distribution.

If the scheduling is first in first out and all chains visiting

queue i have the e~ponential service .time distribution
/

at that

queue 1,e 't'ifor all j Eo R(i), in this case

t.ir= Ti + L,'li * niJ(r-) (4.1)
j E::Rt-)

If the scheduling is processor sharing or last come first served

preemptive-resume with a phase-t.ype service time distribution

then r
~ may' be different for different values of '" . Then the

delay time equation can be written as

t.r =
1.

"t".. r(l
. ~ + L. nlj(r-)]

jE.l<o)
(4.2)

If it is a pure time delay with phase type then the delay time

equation can be written as

t.r =~
"t: r

i (4.3)

Equation (4.1) and (4.2) are identical. Summarizing the above
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equ~tions

t.r =J.
T.r

J. if queue J.S a time deJay.

otherwise

t. r =
. J. -r i r [1 + L. n i j (W--er ) ]

if. P.(.t)

The above equations can easily be soJved by

recursion, starting with nir(O) = 0, where

i = 1,2, ...N;r = 1,2, ....R.

an R dimensionaJ

Using the above equations it is easy to soJve the muJti-chain

queuing network shown. There wiJJ be a two dimensionaJ recursion.

4.4 RESULT ANQ DISCUSSION

In the soJution of muJti-chain queuing network, the "
schedul ing

has been considered to be of first come first served and all

chains visiting to a queue have the same exponentiaJ service time

distribution and the deJay and throughput for varying number of

terminaJs have been evaJuated using Mean Value AnaJysis. To solve

queuing network, Mean Value Analysis i,s very simple to implement
and can be used for a large number of chain population.

The muJti-chain queuing network in figure 4.1 has two chains and

there are variabJe number ofcontrolJers in the network and the
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network' has 'been solved for 3, 4 and 5 number of controllers.

Number of parallel controllers have been used to increase the

throughput and to decrease the delay of the queuing network. User

request generation time for chain 1 terminals and cl!ain 2

terminals are 6 ms and 4 ms respectively. Mean service time of

each controller has been considered 5 ms i.E. mean service rate

is 200 packets/sec which is compatible to a 2 - 10 Mbps LAN.

terminalsChain

and

1 supports 15 terminals and chain 2 supports 10

the service time of the protocol processor in chain 1 and

chain 2 have been considered 2 ms and 3 ms respectively.
While considering the delay of a chain it includes the delay of

the terminal, delay of the protocol processor and the delay of

the common controllers. Figure 4.2 shows the delay of chain 1

with number of terminals in chain,2. As both the chain uses the

common controllers, so incr~asing the number of terminals in

chain 2 affects the delay in chain 1. For a fixed number 'of

terminals in chain 2 it is observed that delay decreases as the

number of controllers are increased. This is the aim of using

multiple parallel controllers. If a network allows a fixed delay

then to serve more terminals multiple controllers must be used.

Figure 4.6 shows chain 1 delay with the number of terminals in
chain 1 and the delay increases with the number of terminals.

While considering chain 1 throughput, it is observed that the

throughput decreases with the increasing number of terminals in

chain 2 as shown in figure 4.3. But if we consider the chain 1

throughput with the increasing number of terminals in chain 1 as

shown in figure 4.7 it is seen that throughput ~ncreases. This is
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because~ in the previous case chain 2 message increases the queue
fength of the common controller for chain 1 message and
accordingly the delay of the chain 1 message increases but as the

number of terminals in chain 1 remains fixed so the throughput
decreases .. In the second case delay of the chain 1 messag~
increases but as the terminals in chain 1 increases so the
throughput increases. Similarly if the delay of the chain 2
been considered as shown in figure 4.4 and 4.8 it is observed
that there is no matter whether the number of terminals in chain

1 or chain 2 increases the delay inc..rea.ses and in both the case,

for a fixed number of terminals delay decreases as the number of

controllers increases. This is exactly the case for chain 1 also.

If chain 2 throughput 1S considered as shown in figure 4.5 and
4.9 it is seen that chain 2 throughput increases as the number of

terminals in chain 2 increases and it decreases as the number of

the case of chain 1 throughput as described previously.

terminals in chain 1 increases. This is for the same'reason as in
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CHAPTER 5

CONCLUSIONS



5.1 CONCLUSIONS:

Throughout the project-work analytical solution of node interface

of computer network has been found by using differ'ent' queuing
I

models. To find the solution of single-chain qLleuing networks
with multiple number of controllers and a number of processors,
8uzen algorithm with load dependent behavior has been used. It.

has alre~dy been discussed in chapter 3 that Buzen algorithm can

not be applied for the queuing network having three or m0c:-e

stages. So aggregation method has been used. Buzen algorithm is

suitable for small number of population because if the number of

population is large the space requirement and computational cost

becomes very high.

The mu Iti-c hain queuing network of c'hapter 4 has been sol ved by

using Mean Value Analysis. The method of solution of multi-chain

queuing network using Mean Value Anal)lsis 1S comparatively

simpler than Buzen algorithm. Mean Value Analysis can be applied

for a large number of population and a number of closed chains.

Though there is R dimensional recursion for queuing network

R number of closed chains, the algorithm works very efficiently.

For both single-chain and ffiliiti-ctlain qlleulng network ...it is

observed that network delay decreases and throughput increases as

the number of controller is increased. But there is a limit

beyond which throughput can not be increased by increasing the

number of controllers because in that case the protocol processor

becomes saturated. So to increase the •throughput beyond that

limit parallel protocol processors must be used.
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So it 'may be con~luded that for high throughput and low delay

multi-controller interface should be used. If the throughput is

expected much higher then multi-processor

interface may be used.

5.2 RECOMMENDATIONS:

and multi-controller

It has already been discussed in chapter 1 that to integrate

voice packet and dat~ packet using broadband packet switch' then a

priority queue for voice packet must be used. The analysis of

queuing network, in that case,will be more complex. So the study

may be enhanced for integrated voice and data packets.

The queuing network used so far for the analysis has maximum

three stages and Mean Value Analysis may be used to

queuing network of any number of stages.

S9lve the

In the analysis of multi-chain queuing network, two chains has

been used and number of recursion is two. It may be used for any

number of chains and in that case number of recursion will be

increased.

performance ,indices found in the analytical solution mayThe

checked by constructing the interface unit in the field.

be

The

throughput and network delay may be different with the measured

interface unit may be estimated from the study of

models.

value of the queuing model but the requirement of the network

the queuing
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program mvalue(input,output);

(* This is the solution of a simple
queuing network with single protocol processor
and single,controller*)

var
n1:ARRAY[0 ..25] OF real;
n2:ARRAY[O ..25] OF real;
t1:ARRAY[1 ..25] OF real;
t2:ARRAY[1 ..25] OF real;
lamda:ARRAY[1 ..25] OF real;
u1:ARRAY[1 ..25] OF real;
r:ARRAY[1 ..25] OF real;
tow1,tow2,d:real;
n,i,j,k:integer;
pp:text;

(* variable definition

n1 mean queue length of protocol processor.

n2 mean queue length of controller.

t1: delay of message in protocol processor.

t2: delay of message in controller.

r: network delay.

tow1: average service time of protoool prooessor.

tow2: average service time of controller.

n: no of terminals.

lamda: throughput rate of the network.*)

begin
assign(pp,'out');
rewri te (pp) ;

writsln('Enter the no of terminals ');
readln(n) ;

tow1 ":= 0.002;
tow2 := 0.003;d:= 0.005; (\-bu.s JIl.ltJ..~>I)
i:= 1;
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n1[0] .- 0;
n2 [0] . - 0;

for i .- 1 to n do
begin

t1[i] := tow1 * (1 + nl[i-1]);
t2 [i] := tow2 * (1 + n2 [i-1] );
rEi] := t1[i] + t2[i] + d;
lamda[i] := i/r[i];
nl[i] := lamda[i] * t1[i];
n2[i] := lamda[i] * t2[i];
u1[i] := lamda[i] * towl;
writeln(pp,i:2,' ',ul[i]:8:4,'
lamda [i] :8: 4) ;

end;
end.
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program buzen(input,output);

(* solution of a queuing network
with several controllers using
flow equivalant aggretion.*)

var

rn:ARRAY[1 ..25,1 ..25] OF real;
rr:ARRAY[1 ..25,1 ..25] OF real;
xn:ARRAY[1 ..25,1 ..25] OF real;
nq:ARRAY[O ..25,O ..25] OF real;
u:ARRAY[1 ..25,1 ..25] OF real;
s:ARRAY[1 ..25] OF real;
yys:ARRAY[O ..25,O ..25] OF real;
a:ARRAY[O ..25,O ..25] OF real;
aa:ARRAY[O ..25,O ..25] OF real;
d,sum:real;
i,n,lnt.lnc.nc:integer;

k. j: integer;
r: ARRAY[1 ..25] OF real;
x: ARRAY[1 ..25] OF real;
ue: ARRAY[1 ..25] OF real;
uc: ARRAY[1 ..25,1 ..25] OF real;
mc: ARRAY[1 ..25] OF real;
yy: ARRAY[O ..25,O ..25] OF real;
y: ARRAY[O ..25] OF real;
ql: ARRAY[1 ..25] OF real;

mp:real; _
qq,qql,qq2:text;

(* variable definitions:

rn:delay of different controllers of
equivalant network.

rr:tota1 delay of equivalant network

xn:throughput of equivalant network.

nq:-queue length of -different controllers of equivalant network.

u:utilization of different controllers of equivalant network.

s: average service time of protocol processor and controllers.
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r: delay of the network.

x: throughput of the network.

ue: utilization of the protocol processor.

uc: utilization of controllers

me: service rate of protocol processor and controllers.

yy: variable to find normalizing constant.

y: variable used to find normalizing constant.

q1:probability of a job from processor to controllers

d: bus delay *)

begin

assign(qq,-r.txt-);
rewrite(qq) ;
assign(qq1,-r1-)';
rewrite(qq1);

writeln( -Enter no of terminals -);
readln(lnt);
writelnC-Enter no of controllers ');
read In (Inc); i

(* assigning service rate to different controllers*)
(* mc[lJ = service rate of the protocol processor

s[lJ = service time of the protocol processor
mc[i] where i = 2, ..lnc+1 is the service rate of different controllers.*)

(* Assigning service rate to different controllers*)

mc [ 1] := 500;
s[l] :=l/mc[l];
me [2] := 250;
for i := 2 to Inc+1 do

s [i) := l/mc [2] ;

(* Initialization of queue length of each controllers*)

O',
for i := 2 to lnc+1

begin
nq[i,O]

do
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a[i,O] := 1;
aa[i,O] .- 1;

end; .

d .- 0.005;
i 2;
n .- 1;
for i := 2 to lnc+1 do
begin

for n := 1 to lnt do
begin

rn[i,n] .- sCi] * (1 + nq[i,n-1]);
rr[i,n] .- rn[i,n] + d;
xn[i,n] n/rr[i,n];
a[i,n] := xn[i,n]/xn[i,l];
aa[i,n] := aa[i,n-1] * a[i,n];
u [i,n] := xn [i,n] * s[i] ;
nq[i,n] .- u[i,n] * (1 + nq[i,n-1]);

end;

end;

q1 [1] := O. 15 ;

(* q1[1] = .probability of departure
q1[i] = probability of a job from

protocol processor to controller i
where i = 2, ..lnc+1 *)

writeln(qq1);
writeln(qq1) ;
wrlteln(qq1, . no of terminals = ',lnt:3);
writeln(qq1);
writeln(qq1,' no of controllers = ',lnc:3);
writeln( qq1);

(* assigning the value of probability and service rate
of different controllers.*)

for i .- 2 to lnc+1 do
q1 [i] .- (l-q1[ 1] )/lnc;

(* finding the values of y'k to find
normalizung constant*)
y[l] := 1.0 ;
for i := 2 to lnc + 1 do
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y[i] := (mc[l]/xn[i,l]) * q1[i];

(* finding the value of the normalizing constant *)
n : = 1.;
for n:= 0 to lnt do

yy [ 1,n] : = 1;

for i := 1 to lnc + 1 do
yy[i,O] 1;

for i:= 2 to lnc + 1 do
begin

for n := 1 to lnt do
begin

sum~= 0;
for j:= 0 to n do

begin
yys[i,j] := «exp(j*ln(y[i])))/aa[i,j])*yy[i-1,n-j];
sum - sum + yys[i,j];

end;
yy[i,n] SUIIl;

end;
end;

writeln(qq1);
writeln(qq1,' ',-No of terminals-,'
writeln(qq1,' "'***************','
writeln(qq1) ;

-,'utilization of the processor');
-,'****************************');

(* finding the utilization of the protocol processor *)
for n := 1 to lnt do

begin
ue[n] := (yy[lnc+1,n-1]/yy[lnc+1,n]);
writeln(qq1,' ',n:3,'.

end;

(*finding the utilizations of
different controllers.*)

for i := 2 to lnc + 1 do
begin

for n - l' to lnt do
begin

uc[i,n] := ue[n] * y[i];
write(qq) ;
write(qq,' -,uc[i,n]:8:4);

, ,ue [n] :8 : 4 ) ;



end;
writeln(qq) ;

end;

(* Finding the throughput and network delay *)
writeln(qql) ;
writeln(qql);
writeln(qql,-
writeln(qql,-

no of terminals
***************

throughput
**********

network delay-);
*************-);

for n := 1 to lnt do
begin

x[n] :=mc[l]*ue[n]*ql[l];
r[n] := (n/x[n]);
writeln(qql,- -,n:3,-
,x[n]:8:4,- -,r[n]:8:4);

end;
end.
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program buzenl(input,output);

(* solution of multi-processor queuing network
with several controllers using
flow equivalant aggretion.*)

var

rn:ARRAY[1 ..25,1 ..25J OF real;
rr:ARRAY[1 ..25,1 ..25J OF real;
xn:ARRAY[1 ..25,1 ..25J OF real;
nq:ARRAY[O ..25,0 ..25J OF real;
u:ARRAY[1 ..25,1 ..25J OF real;
s:ARRAY[1 ..25J OF real;
yys:ARRAY[O ..25,0 ..25J OF real;
a:ARRAY[0 ..25,O ..25] OF real;
aa:ARRAY[0 ..25,O ..25J OF real;
r: ARRAY[l ..25] OF real;
x: ARRAY[1 ..25J OF real;
ue: ARRAY[1 ..25J OF real;
uc: ARRAY[1 ..25,1 ..25] OF real;
mc: ARRAY[1 ..25] OF real;
yy: ARRAY[0 ..25,O ..25] OF real;
y: ARRAY[1 ..25J OF real;
ql: ARRAY[1 ..25J OF real;
beta:ARRAY[0 ..25J OF real;
d,sum:real;
i,n,lnt,lnc:integer;
k,j,ci: integer;
qg,qql,qq2:text;

(* variable definitions:
l

rn:delay of different controllers of
equivalant network.

rr:total delay of each equivalant network

xn:throughput of each equivalant network.

nq:queue length of different controllers of equivalant network.

u:utilization of different controllers in equivalant network.

s:average service time of different controllers.

r: average delay of the network.

x: throughput of the network.
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ue: utilization of protocol processor.

uc: utilization of controllers.

mc: average service rate of protocol processor and controllers.

yy: variable to find normalizing constant.

y: variable used to find normalizing constant.*)

function fact(m:integer):integer;

(* function fact calculate the factorial of a number *)

var
res: integer;

begin
res := 1;
i := 1;
for i := 1 to m do

begin
res .- res * i;

end;
fact - res;

end;

begin

assign(qq, "r");
rewrite(qq) ;
assign(qq1,"r1");
rewrite(qqn;
writeln( "Enter no of term;nalB ");
readln(lnt);
writeln("Enter no.of controllers ");
readln(lnc);

writeln("enter no of processors");
readln(ci);

(* assigning service rate to different controllers*)

(* mc[l] = average service rate of each processor
s[l] = average service time of each processor *)

(* Assigning service time to different controllers*)
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mc [1] := 500;'
s[l] :=l/mc[l];
mc[2] := 200;
for i := 2 to lnc+l do

sCi] := 1/mc[2];

(* Initialization of queue length of each controllers*)

for i :~ 2 to lnc+l do
nq[i,O] := 0;

for i := 1 to Inc + 1 do
begin
a[i,O] := 1;
aa[i,O] := 1;

end;

d := 0.005;

(* d = bus delay *)

for i .- 2 to lnc+l do
begin

for n := 1 to lnt do
begin
rn[i,n] .- sCi] * (1 + nq[i,n-l]);
rr[i,n] .- rn[i,n] + d;
xn [i,n] .- n/rr [i ,n] ;
a[i,n] := xn[i,n]/xn[i,l];
aa[i,n']'.:=aa[i,n-l] * a[i,n];
u[i,'n] := xn[i,n] * s[i);
nq[i,n] u[i,n] * (1 + nq[i,n-l]);

end;

end;

ql[ 1] := 0.25;

(*ql[i] = probability of a job from processor to controller i
where i = 2, ...lnc+l
ql[l] = probability of departure*)

writeln(qql);
writeln(qql);
writeln(qql, • no of terminals = ',lnt:3);
writeln(qql);
writeln(qql,' no of controllers = ',lnc:3);
writeln( qql);



writeln(qq1,' no of protocol processors = ',ci:3);
writeln(qq1);

(* assigning the value of probability
to different controllers.*)

for i .- 2 to Inc + 1 do
q1[i] .- (1-q1[1] )/lnc;

(* finding the values of y'k to find
normalizung constant*)

y[l] := 1.0

for i := 2 to Inc + 1 do
y[i] := (mc[l]/xn[i,l]) * q1[i];

(* finding the value of beta[n]*)

n:=l;
beta[O] := 1;
for n := 1 to lnt do
begin
if (n < ci) then
begin
beta[n] .- fact(n);

end
else. ,

begin
beta[n] .- fact(ci) * exp«n-ci)*ln(ci»;

end;
end;

for n:= 1 to lnt do
yy[l,n] .- l/beta[n];

for i :=,1 to Inc + 1 do
yy[i,O] := 1;

(* finding the value of the normalizing constant *)

for i.- 2 to Inc + 1 do
begin'

•
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for n := 1 to lnt do
begin

sum:= 0;
for j:= 0 to n do

begin
yys[i,j] := «exp(j*ln(y[i]»)/aa[i,j])*yy[i-1,n-j];
sum := sum + yys[i,j];

end;
yy[i,n] .- sum;

end;
end;

writeln(qq1);
writeln(qq1, ,
writeln(qq1,'
wri teln( qq1);

~,'No of terminals','
','***************","

","utilization of the processor");
','****************************");

"

(* finding the utilization of the protocol processor*)

n := 1;
for n := 1 to lnt do
, begin

ue [n] := (yy[ lnc+1, n-1 ]/yy[ lnc+1, n] );
writeln(qq1," ",n:3," ",ue[n] :8:4);

end;

(* finding the utilizations of
different controllers.*)

n .- 1;
i .- 2;

for i := 2 to lnc + 1 do
begin

for n .- 1 to lnt do
begin

uc[i,n] := ue[n] * y[i];
write(qq) ;
write(qq,uc[i,n]:8:4);

end;
writeln(qq) ;

end;

(* Finding the throughput and network delay *)

writeln( qq1) ;
writeln(qq1);

n
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writeln(qql,' no of terminals
writeln(qql,' ***************

throughput
**********

network delay');
*************');

for n := 1 to lnt do
begin
x[n] :=mc[l]*ue[n]*ql[l];
r[n] := (n/x[n]);
writeln(qql,' ',n:3,'

end;
end.

',x[n] :8:4,' ',r[n] :8:4);



program mchain(input,output);

(* Solution of multi-chain queing network*)

var tll:ARRAY[O ..20,O ..20] OF real;
nll:ARRAY[O ..20] OF real;
lamdal:ARRAY[O ..20,O ..20] OF real;
t12:ARRAY[O ..20,O ..20] OF real;
n12:ARRAY[O ..20] OF real;
t21:ARRAY[O ..20,O ..20] OF real;
n21:ARRAY[O ..20] OF real;
lamda2:ARRAY[O ..20,O ..20] OF real;
t22:ARRAY[O ..20,O ..20] OF real;
n22:ARRAY[O ..20] OF real;
t1:ARRAY[O ..20,1 ..20] OF real;
t2:ARRAY[O ..20,1 ..20] OF real;
tow1l,tow2l,tow12,tow22:real;
wl,w2 :integer;
lnc,i,n,j:integer;
xx:text;
pc,tdl,td2:real;

(* Definition of variables

t1l : message delay of processor in chain 1.

nl1: queue lenth of prOcessor in chain 1

lamda1: throughput of chain 1

t12: delay of controller for chain 1 message

n12: q~eue length of controller for chain 1 message

t2l: message delay of processor in chain 2

n21: queue length of processor in chain 2

lamda2: th~oughputof chain 2

t22: delay of controller for chain 2 message

n22: queue length of controller for chain 2 message

towl1: average service time of processor in chain 1

tow21: aVerage service time of prOCessor in chain 2

tow12 : average service time of controller for chain 1 message

tow22: aVerage service time of controller for chain 2 message



w1 no of terminals in chain 1

w2 no of terminal in chain 2

Inc: no of controllers

td1 terminal delay of chain l.

td2 terminal delay of chain 2.*)

begin
assign( xx, 'me' );
rewrite(xx) ;

","'res2"'," 'thput1',',.I ,.~resl","

STATISTICS OF CHAIN 1');

no of controllers = ',lnc:2);
no of population in chain 1 =',w1:2);
no of population i.nchain 2 =',w2:2);

writeln('enter the value of the no of population of ch~in 1 :');
readln(w1) ;writeln('enter the value of the number of population of chain 2:');
readln(w2);
writeln( 'enter the value of tim number of controllers');
readln( Inc) ;
writeln(xx, .
writeln(xx,'
writeln(xx,'
writeln(xx) ;
writeln(xx) ;
writeln(xx,'
writeln(xx) ;
writeln(xx, 'w1',' " 'w2','
, ','thput2');
writeln(xx) ;

td1 := 0.006;

td2 :=0.004;
towll .- 0.002;
tow21 .- 0.003;
tow12 .- 0.005;
tow22 .- 0.005;

n11[0] .- 0;
n12[0] .- O .,
n22[0] .- 0;
n21[0] .- 0;

pc := 1/1nc;

for i .- 1 to w1 do
begin



end;
writeln(xx) ;

end;
end.

for j := 1 to w2 do
begin

t11[i,j] := tow11 * (1 + n11[i-1]);
t12[i,j] := tow12 * (1 + n12[i-1] + n22[j]);

t1[i,j] := t11[i,j] + t12[i,j] + td1;
lamda1[i,j] := i/t1[i,j];
n11[i] := lamda1[i,j] * t11[i,j];
n12[i] := lamda1[i,j] * t12[i,j] * pC;
t21[i,j] := tow21 * (1 + n21[j-1]);
t22[i,j] := tow22 * (1 + n12[i] + n22[j-1]);
t2[i,j] := t21[i,j] + t22[i,j] + td2;
1amda2 [i ,j] := j/t2 [i,j];
n21[j] := lamda2[i,j] * t21[i,j];
n22[j] := lamda2[i,j] * t22[i,j] * pC;
wr i te In (xx,« ", i :2 , " «, j :2, " «, t 1 [ i ,j] :8: 4,

",lamda1[i,j]:8:4," ",t2[i,j]:8:4," ",lamda2[i,j]:8:4);
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