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Abstract

The performance of a computer network depends on the performance
of the network interface unit. In this thesis, analytical queuing
models have been used for the study of the performance indices of
the node interfacees for computer net#nrks. Here the performance
indices are throughput, utiliration and the delay of the gqueuing
network. Buzen algorithm has been used for the solution of-
single-~chain queuing network with a nuwper of processors and a
number - of controllers and Mean value analysis has béen used for
the solufion of multi-chain gqueuing network. The effect of number
of corntrollers and protocol processors on the performance indices

have been studied.
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’

1.1 AN INTRODUCTION TO COMPUTER NETWORK

Aflthough the computer industry 15 young compared ta, other
industries (i,é automobiles,air transportation etc. ), Ccomputers
have made spectacular progress in a short time. During the ‘first
two decades of their existence, computer sysiems WwWere righly
centralized, using within a single room.

The merging of computers and communications has had a profound
influence. on the way the computer systems are organized. The
concept of the "computer certer"” as a room with a large _qomputer
to which wusers bring their work for processing is répidly
becoming obsolete. This model has not one but at least two flaws:
the concept of single large computer doing all the work and the
idea of users bringing work to the computer instead of bringing
the computer to the user. |

The old. model of .a single computer serving all of the
organization’'s computational needs is rapidly being replaced by
one in which a large number of separate but interconnected
cnmputersido the job. These systems are called computer networks.
There is & considerable confusion in the literature between a
computer ‘nétwdrk and & distributed éystems. The Rey digstinction
is +that in a distributed system the eristence of multiple
autonomous computer is transparent toc the user. The user of é
distributed system is not aware that there are multiple
pfocessan;it iDDkE like a virtual uniprocessor. Allocation Ef
jobs to processors and files to disks, movement of files between

where they are stored and where they are needed and all other
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system functions must be automatic. With a network a user must
explicitly log onto one machine, explicitly submit jobs remotely,
explicitiy move files around and handle all the - network
managemeni.

pccording to physical location, networks are classified as
follows:

a. Local Qrea Network

Local area network {LAN) generally have three distinctive
characteristics:

¥ & diameter of not more than a few kilometers.

¥ A totai aata rate Z2-20 Mbps.

¥ Ownership by a single organization.

focal area ne£work5 are widely used because of the following
reasons:

A collection of computers, terminals, and peripherals located in
the same building 5r in adjacent buildings, may be allowed to
intercommunicate and also allow all of them to access & remote
host or other network. In the absence of local network, separate
connections would be needed between the remote facilﬁty and each
ocf the local machines, whereas with thé local network the remote
facility need only tap onto the local network in one place.
Arnother aspect of interest in local networks is to take the
advantages of distributed computing. In this approach, some of
the machines are dedicated to perform some specific functions,
csuch as file storage, data base management, terminal nandling,
and so aon.

b. Niqe Area Network.

[N



Wide area network (WAM) has a diameter from 10 km to 100 km and
which lies within a country. Wide aréa network is also called
long haul network. tocal networks differ from long haul networks
iﬁ several ways. The key difference is that the designers of long
haul networks are aftern forced by economic or legal reasons to
use the public telephone network, regardless of its technical
suitability. Bandwidth consideration is very important in the
case of long haul network but in the case of Jlocal network,
nothing pravents the  chwwigneen Froam Favy 1y Lhedr Qwn high=-
bandwidth cables .

c. Metropolitan Area Network.

Metropolitan area network (MAN) is in between LAN and WAN. It
covers the entire city but uses LAN technology. Cable television
{CATY} networks are examples of analog' MAN=s for television
distribution. Most of LAN protocols also holds for MANs.

d. If the network is inter continental then it is called inter

connectiaon of long haul! networks.

1.2 SOME APPLICATIONS OF COMPUTER NETWORK

YAl T

Instead of using a single main frame, cﬁmputer network ié uséd
for the following reasons:

Resource sharing i,e to make all programs, data and equipment
available to anyone on the network without regard to the physical
location of the resource and the user. Load sharing 1is anocther

aspect of resource sharing.



High reliabiiity 1s obtained by havimg alternative sources of:
supply 1,2 all files could be replicated on two or fhree machines_
S0 1f one of them is unavailable (due to hardware failure), the
other copies could be used. For military, banking, air—traffic
control and many other applicafions, the ability to cnntinué
operating in the face of hardware and software probléms is of

great impaortance.

So 1t is found that replacing a single mainframe by workstations
aon a LAN {l.ocal area network) improves the reliability and
performance(1]l. The availability of WAN(wide area network) makes
many new applications possible. Some of this new applications may
have important effects on society as a whole. Some important uses
of computer network are access to remote program, acgess to
remote databases, communication facilities etc.

A company that has produced a model simulating the world économy‘
may allow its client to loeg on the network and run the program to
see how various projected inflation rates, interest rates, and
currency fluctuation might affect their business. The wuse of
remote databases 15 a major area of network usage. It may socon be
easy for a person sitting at home to make reservation of
airplanes, trains, buses, buats,'hotels, restaurants, theaters
‘and so on any where in the world with instant confirmation. Home
barnking and automated newspaper also falls intd this ;ategory.‘
Present ;ewspaper carries a little bit Df everything but the
automated newspaper camn easily be tailored according £D the

readers personal taste.



A widespread network use is as a communication medium. At present
computer to computer communication in different countries can be{
done by electronic mail by only computer personnel. In future, it
-will be possible for evervone, not just people:in the computer
business, to send and receive electronic mail. Furthermore, this
mail will also be able to contain digitized wvaoice , still
pictures and possibly even television and video ima§e5. In the
present state of development of science and technology,
comnunication engineering plays the most important role because
Nnow a days there is a race hetween communication technology and
transportation. The question 1s now that people should move
physically to fulfill his requirement and getting all kinds of
information or the information should be available to him staying'
at home. All the developed countries are choosing the second one
and the evaluation of ISDN (integrated Setvices Digital network)
1s for this purpose [2]. In. future the telephone system will be
digital transmission from end to end and will carky both analog
- and digital signals of all kinds and this wiil be done by using

broadband integrated services digital network (BISDN).

1.3 INTERFACING OF COMPUTER NETWORK

Local area networks are rapidly emerging as a major and distinct |
class o©of computer communication networks and their salient
. characteristics make them particularly attractive as an efficient

and economic soclution to high speed unregulated connections



'Nithin. a limited distance geographical 2CEA . There 1is an
'ﬁnterfacing Eetween the LAM user and the LAN. The main
limitations of LAN performance is due to the interface processing
time and queuing delay while its sensitivity to the cable speed
and access protocol is rather limiteq. Broadband integrated
servicgs digital networlk has heen designed to carry high volumes
of re;I ‘timé information such as volice, video and interactive
data etc [{33. For transmission of voice packets from CODEC (whlch
converts analagg 51gna1q into digital forms), and data ‘packets
from terminals there must have some interfacing between the
. network and thé local node generatiﬁg the voice and data packets.
Figure 1.1 shows how local interface interacts with the network
and the wusers. To serve different users there are queues for
voice packets, queues for data packets and gueues for control
packets and the interface urit may e represented by a ﬁetwork of

gueues.

1.4 NETWORK INTERFACE UNIT

The NIU {Network interface unit}, as the name suggests, playé the
role of interfacing between the constituent units of the local
node and the network. There are three functional unifé in é_
broadband packet switch e.g. packet soriing unit (PSU), packet
despatch unit (PDU) and network interface unit (NIU). Figure 1.2
shows the blogk diagram of a packet switgh with different units

and their interaction with each octher. Aall incoming packets into
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the packet switch are sorted in the packet sorting unit _and
classified according to their address. The packets destined to
another node  is given to  the packet despatch unmi t for
transmission to the desired node. The packets far local exchange
or local node is given to the network interface wunit. Packet
sérting unit is assisted by traffic flow controller (TFC) unit
which controls the flow of incoming packets to the packet switch,
The wvoice and data packets are also classified in  the packet
sorting unit,. The packets fraom the packet sorting uriit  are
transmitted tc another node by the pachket despatch ‘unit. The
packet despatch unit transfers the header of the packet from the
header store and the body of the packet from the packet staore.
The packet despatch unit és assisted by local packet handler
{LPH) to  have an error {free transﬁissinn and to maintain the
generation sequenre Qflthe voice packets. All cutgocing packets
from the local nodes have .to pass through the NIU, which
assembles the header and the checksum fields. The packets
c;nverging on the NIQ comprise the voice packets from the speech
buffefs,'r Fhe call control packets from the ca}l control
processor, the data packets from the host computer, énd the flow
control  and diagnostic packets from the TFE (traffic flow
cantroller). All i1ncoming packets from CODECs (voicel packets},
host computer or terminals‘(datg packets), enters into the NIU to
have entrance into ?he netwo;k..ln a8 broadband packet switch the

NLU interacts‘ with the traffic flow controller to control the
flow of packet, local packet handler and packet despatch unit to

have an erraor free transmission. Figure 1.3 shows the
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architectgre 0f a network interface unit which consists of the
following blocks.

a. The imput dueues.

There are Ffour input gueues €.9. speech packet Queue, Ccontrol
packet queue, data packet Gueue, flow and diagnoétic packet
Queue. Speech packet quéue which contains the voire p;ékets from
COPECs for digitél volice communication. Data packet gueue
contains Lhe data H1ram the host computers or anm  interactive
terminal . Flow and diagﬁmstic control packet queue contains the
packets from the.terminal flow controller to control the flow af

packet.
B. Input data controller{lDC).

For transmission of both voice packets and data packets using
broadband integrated services digital network, there must be a
priority controller in the network interface unit to give the
highest priority to the voice packets. Because the voice packets
must reach the destination according to the generation sequence
of +the packetslto be understandable to the licterer. lnput data
controller controls the priority of the packets and ma;ntains tﬁe
generation -sequence of the voice packets. Real time clock input
of the input dats controller provides the time stamp for voice
packets. The implementation of erxplicit routiné scheme requires
the saving ot the exhlicit route address for every established
volce conngetions. ‘The local packet handler saves and updates
-this information in the route record. The input data control ler

takes this record to assemble the header of the cutgoing packets.

1t
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There is a shared communication memary to store the header of the
incoming packet and the body of the packet and the input data

controller is informed the arrival of the packet.

c. Microprdgrammed control unit (MCU). Packets. from the input
data controller enters into the microprogrammed cqntrol unit
where the maip functions of layer 2 protocol aﬁd SOome Igyer 3
protocol are processed., Status from the DMA, differént gueues,
and memories passes to the MCU through the multiplexer. MCU
performs the buffer mahagement and supplies the address of a free
buffer for loading. a new packet. Headers and checksum‘of a packet
are added 1n the MCU. Control of voice traffic involves two
tasks: reducing the number of calls set up through the congested
node by the required percentage and preventing the setting up of
new calls through the congested node. TFC sets & bit in the Foute
record and the MCU interprets this bit and seeks a new route for

N

further voice packets generated from this connection.
d. output data controller (GQDC}).

The output data controller éontrols-the bprMa transf;r of the
packet tc the common buffer pool which i1s accessible to the.
packet switch. The header of the packet is stored in the header
store and the packet is stored in the packet store. Output data
éontfcller also maintains the generation seguence number of the

volice packet.

»
Delay 1is very important for transmission of voice packets. In a



packet switched metwork, there can exist multiple routes  between
two nodes and if the voice packets are allowed to take different
routes to the destination, they may reach the destination out of
sequence due to different delays and the reconstruction of speech
may hecome cumbersomeL To overcome this problem, speech packets
are allowed to follow a fixed route and there is a provision for
a}t;rhate path in the event of congestion of the previous path.
To achieve this an explicit route number (ERN) is used in the
header of a voice packet. To minimize the time delay for voice

packets priority controller is used to give highest priority to

the voice packets.

1.5 SCOPE OF THE THESIS

The purpose of the thesis is to have an analytical sglution of
node 1nterfaces of computer netwmrgs using different queuing
models. In the study .of the queuing models, nao priority
controller has been included in the model and all the packets
have been considered of the same priofity. To transmit voice
packet and data packet through same node. priority must be given
to +the voice packet to maintain the generation sequence of the
voice packets. As no priority controller is}included in the mpdel
s the transmission of voice packets is not included in “the
study.

The nodel interface  is seen as a network of queues and the
performance Has been studied by analyzing the delay énd

throughput of the gueuing network. In chapter 2 the theory of the

13



gqueulng deEl has been described and shown how a queuling model is
to be solved by using buzen algorithm and mean value analysis.
Different types of single chain Queuing network has been studied
in  chapter 3, Firstly a simple closed gueuing network has been
studied by using mean value analysis. Then a more complex gueuing
netwark having multiple coﬁtrollers has been studied. Often it is
the case that multiple protdcol processors is used in parallel to
incrgase the throughput and to decrease the delay of the packet
transmission. So gueuilng network with multiple protocol
processors also has been studied in the last part of.the chapter
3. When different types of statiocns communicate through a packet
switch to transmit packets to destination stations then multi-~
chain gueuing network arises and the solution of multi-chain
qﬁeuing network has been given i chaptér 4, Thus thrnughoutl the
thesis, node interface of computer network bas been analyrzed by

using different gueuing models.

14
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2.1 INTRODUCTION

Queuing models for computer systems -are constructed by
tonsidering eac bk }glevant resgurce as a server, which receives
requeéts for service from the programs processed by the systemsﬂ
When a request finds the server busy, it Joins a qﬁeue where 1t
waits its turn to be served. Deﬁending on the models degree of
details, a request may represent an entire program,' g program
step an interactive command, an i/0 instruction and so on.

A zervice center or station may contain more than one server and
is therefore capable of serving more than one request
simultaneously.

Furthermore a Statipn may have more than one gueue. Figure 2.1
shows the component of a station together with some of the
va}iableé that are used to describe the phenomené occurring when
the station is working.

Jueuing systems are usually studied in steady state conditions
i.e. the assumption is made that the system has been working for
a long period of time so that the distribution descriptors of the
random varilables we use to represent it are no longer influenced
by the systems initial conditions and are therefore independent
of time. A pre—-reguisite assumption that is always at least
implicitly made is that the system 1s stationary.

ﬁA source 1s characterized by i1ts request generation process. A
station 1is qharacterized*by‘jtS number of server and of gueues,
by the maximum admissible length of the gueues { queue capacity},

by the speed of its server and by service discipline.

15
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2.2 ANALYSIS OF THE BEHAVIOR OF A STATION

To analyze the behavior of a station, detailed description of its
arrival process, service process and service discipline must be
provided. Arrival and departure phenomena are represented by
random variables. A random variable is characterized by 1its
probability distribution 'function. This function for random

variable » and for each real rp .15 gliven by

Fx('r’.o) = P[»x <= )10]

i, by the probability that the value of % is not greater than
% - The derivative of this function with réspect to x 1s the
probability density function fo.ing).

The arrival préﬁess is usually assumed to be a Poisson - process,
an  assumption that is supported byr the result of several
experimental studies of interactive systems. In a Poisson arrival
process the probability aof having k arrivals within a given time

interval of length t is,

P {(t) = ———mmemme i e { k >= 0, t >=0]

Where A is the mean arrival rate.

Average no of arrivals occurring during each time interval
t is equal to Ax t .

The probability that no arrivals will take place in time t

Py (1) = e = A x t)

17



50 the probability of at 1least one arrival is

L - Py (t) =1—e*(2‘*t')

thus the probability that a new arrival will occur F otime units

after the most recent arrival with T <= t is

FT {(t} = P[ T <= t 3

=1 -e A FY (ot

v
It

Q)
which is negative exponential distribution with parameter a .

A crucial property of the exponential distribution is the markov
or memoryless property whose importance in simplifying the
solutions of the probabilistic madels 1is  fundamental. In an
arriving process having this property the probability that a new
requesf will arrive during the next t uwunits of time is
independent of the amourt of Lime already elapsed since the last
arrival. Service process has characterizetion similar to those
that are used to model the arrival-grocess. Service time are.
always assumed to be Statistically independent of inter—-arrival
time.

The probability that a generic reguest will not need more than

t time units of service is given by
Feg ft) = P s <= t 3

sl TUA D)

where pM = mean service rate.

The Ffundamental performance index for queuing model 1s  server

18



utilizafimn which may be defined as the steady state probability
that the server is busy. For single server model, utilization may
be defined as the steady state probability that the serQer isg
busy and which equals the ratio AP [41. Another. performance
index 1is the meaa response time which 1s defined as the +total

service time plus the total waiting time of a request.

I

I+ N mean no of requests in the system
R = mean response time

then according to Little's formula

N = A Kk R
where A is mean arrival rate of the system.

Another form of Little's formula is as follows:

Ng = A % tq
where Nq = mean number of queued reguests.
tq = mean waliting time of a reguest.

Little’'s formula holds for any service discipline, any inter-

arrival time and service time distributions and any number of
V <

-queues in the station.

For =single server station with Poisson arrival " and exponential

service times, classical result of queuing theory states that at

the sequilibrium we have

using Little's formula, we hawve

19
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2.3 NETWORK OF GUELES

Queuing network are much better suited to the construction of
intermediate level and micro level models of computer system. An
open network has at least one source of request external to the
network, and as well as at leasé one Emit that reguests can use to

lgeave the network.



Network having no externai sources as shown in figure 2.2 is
called closed queuing network., 1n many practical problems, the
assumptions of an unlimited number of reqguests iﬁ the system is
certainly unrealistic. So 1o model more accurately
multiprogramming systems, where the marimum oo of active Brograms
are limited by the size of the main memory or in interactive
systems where the maximum no of commands in execution is limited
by the number of active terminals, one can make use of closed
queulng network in which the number n af reguests ( or proérams
or commands) in the model is kept constant. '

The state of a network consisting of m stations is.defined it the

state of each station is known; thus the state is represented by

the vector
M= { Nl,NE,N3.......Nm }

where Nj 1s the number ot reguests in i1-th station. A network of
M stations . is said to have a product form solution if the
equilibrium distribution of network state probabilities exists

and can be writlen as

where P;(N;) is the'probahility that the 1-th station is in state
My, G is the Normalizing constant that forces the sum of all

state probabilities to be equal to 1,
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2.4 BUZEN'S ALGORITHM

‘

The central sub system shown in figure 2.2 with a greater level
of detail may be replaced by a network of stations representing
various resourcés and theilr interconnections. A closed network
model often used to represent multiprogramming systems at  the
intermediate level is the central server model shown in figure
2.3. This deEI.Has been studied by Buzea using the approach to
the solution of exponential c}osed networkslproposed by Gordon
and Newell.

F;om the central cerver model if &k is the number of server and N
is the number of programs, balancing the input and output rates

of staticn i vields

Poi ¥ U5 =gy 8 Mox Uy (i = 2,... k) (2.1)

where gi; 1s the rate of transition from server 1 to station i.

If we define

vy = 1 and Vi = mmee—————— ¥ gy (i = 2,...k} (2.2)

then from equation 2.1 we get
U; = vi ¥ Uy (1 = 1,... &) ) (2.3)

From (2.1} we have k-1 homogeneous equations with k unknowns and
their solutions can be determined except for a constant which can
be assumed to be egual to U;. To derive the value of the constant

the balance .equation for all the states of the model must be
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written. These yield a product form solution of the type

PN} = =———= ¥ vy, «x

where G{M) is given by

Y

2

2 k
A S TR cee (2.8)

\ 2 :
G(N) = E vi™ o ™ L R (2.5)

all N

Thern we can write

G

UN—-1) _
S (2.6)
G(N)

It 15 the value of the unknown constant.

Now to find utilizatzion Uy

L]

G(N) have to be computed. Now the

utilizations of all other stations may be obtained fram

equation 2.3,

i, Uy = vy ¥ Uy =

—_————— ¥ 914 ¥ Uy (2.7}

The models mean throughput rate » at the eguilibrium is defined

as the mean number of programs that go through the locop arocund

the central server. This number may be obtained by multiplying

3

the cpu’'s cutput rate times the preobhability of departure ggg-

H

i,E » l"l!ﬁUl!ﬁql

The mean respenge time R 1s

¢]

LN ]

U

{2.8)

(2.9)



To find the values aof the performance indices, 1t is important tg
compute the values of function 6 . A computationally efficient
algorithm has been developed by Buren .This algorithm reguires kN

additions and &N multiplications and reguires the auxiliary

function Y;(n) to be recursively defined as follows :

¥i(0) = 1

[ a}
Yi{n}y = vy =1 T {2.1Q)
Yitn) = Y i g{n) + vy ¥ Yiin-1) ... N A T T Y

i= 2,...K]

It is seen that

Yk(n} = G{n)

2.5 MEAN VALUE ANALYSIS

A new approach to the solution of product form gqueuing network
called mearn wvalue analysis has been introduced by Reiser and
Levenberg {5]. Instead of calculating G and deriving from ig thé
values of the perfo}mance indices this approach computes the
indices by the recursive relationships that exists among them.
The validity of Mean Value Analysis extends to all cases in
which the normalizing constant approa;h can ‘be applied. From
normalizing constant approach we found that the meaﬁ queue length

at server i is given hy

N

NiC(N) = T2 m ok opy (Mg = n)
n=\



" G{N-n)
Ni(N)Y = E VE ¥ SRR I (2.4)
nsl G(ng,

Where N is the number of programs

Ln the netwark. By applying

some  simple algeBra this Expression can be transformed into the

1
. 1
recursive form 1

Ni(N) = Uj(N)EL + Nj(N-1)3.

" (2.5) :
With Nj(0) = 0
By Littles formula, the mean response time canr be derived 4
A
Ny () G
R (N} = T -
X5 (M) .
Putting the value of N; (N) {{
Ui (INJTL + Ny (N-1)3
F\’i(N) e e
X (M)
Again
'Ui(N) = Xi(N) ¥ Si PR (2.6)
Where S, = Mean service time of station i
Putting the value of U;{N) we get
X{(N) % S ¥ {1 + Nj(N-1)3
Ri(N) T T e e e e e e e
Xi{N) ;
=Ya) Ri{N) = 55 % [{ + Nij{N-1)1] R : §2.7)

From the above equation we see that the mean time taken by



station i to process a regquest eqguals the sum of the mean time
required to process the requests already queued up and the

requests mean service time.

AN expectation of the mean throughput rate 1in which the -

normalizing constant G is not used can be obtained by applying
Littles formula to the whole network. Since the systems mean
response  time R is the sum of the mean times spent by a program

in each of the k staticns, i,e

Kk

> Vi X R{(N). (2.8)

i

REM)

1l

So the systems mean throughput rate

Appliyving Littles formula to station i

Ni{N) = Xj{N) % HiIN)
So starting from the initial condition Mi;{0) = 0, it is possible

to calculate R (NG R{ND G X{N) LU (N) and Mj(N) iteratively.

rh
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3.1 INTRODUCTION

In this chapter starting with a simple queuing network, more
complex gueuing network has also been solved by using Mean Value

fnalysis and Buzen afgorithm. Firstly a simple queuing network

~has been solved by using Mean Value Analysis and shown how  the

utilization of the protocol processor, delay of the network of
QuUeurs and'the throughput varies with the number of terminals.
More complex queuing network with multiple controller has also
been scolved by uJsing Buzen algorithm with flow equivalént
aggregation method. The performance indices usea for this purpose
is the delay and throughput of the network and the utilization of
the protocol processor. Here it is shown that how the performance
indices are affected with the'number of terminals and the number
of controllers.

Multiple protm;ql processors are often used in the interface of
computer network to increase the speed of operation 1i,e to
decrease the delay of the queuing network. Towards the end of
this chapter a gueuing network with multiple number of protocol
processors has been studied and shown how the delay of the
network decreases as the number of protocol processors is

increased.

3.2 DESCRIPTIUON AND SOLUTION OF THE SIMPLE QUEUING NETWORK

.

In figure 3.1 (a) simple gqueuing network has beern shown. Here s

represents the protocol processor, nl represents the - protocol

Bt
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procesan? queue. The controllier is represented by © and n2
represents the contraoller queue. There are total N number of
terminals. A message is generated by a terminal and entered into
the protocol processor. |f the protocol processor is  busy the
message waits 1n the processor queue. As the waiting time of the
message in the processor queue 1s elapsed the massage enters into
the processor. Protocol processor treaks the data inmto frames,
maintains the sequence of the frames and processes the
acknowledgment frames. The controller handles buffer linking and
management, interrupt generation, several types of frame checking
and error detection ({&,7,8]1. The controller operates as a

-receiver in one of the four modes:

¥ Single mode: A specific physical address programmed inte the
controller’'s initialization block must match exactly the address

field of {he packet.

¥ Multicast: When the multicast bit in the address field of the
transmitted message is set, it will be recognized by all the

controller devices i1n the network.

¥ Hroadcast: A hash filter maps the physical address into one of
the logical address groups. The controller then recognizes all
'packets that are addressed to a single logical group.

¥ Promiscuous: Accepts any data packet regardless of the contents

of the transmitted message’'s address field.

To carry out DMA, the controller must operate as a bus master.

Setting . a control bit in one of the internal controller

31



registers, the controller selects the DMA mode.

In figure 3.1 (&) it has been shown that the message from the
rcontroller goes to the network and there is a delay called bus
delay which 1s represented by d. This delay consists of the
transmission delay acrosé the bus, transceiver delay and gueuing
delay at destiﬁation node. After reception of the message the
destination station generates an acknowledgment which returns to
the controller again. In the anaiysis the delay in the closed
gueuing network represents the summation of the delay 1n the
protocpl processor, the delay in the controller and the bus delay

in the netwoark.

The mean value analysis described in chapter 2 has been used to
solve the gueuing network in figure 3.1 (b). So the solution

procedure 1s not given in this chapter.

3.3 DESCRIPTION OF THE MULTI”CDNTRULLER QUEUING NETWORK.

Figure 3.2 shows the gueuing network with multiple number of

controllers. The number of terminals varies from 1..N and number
of controllers varies from cl...cc and s represents the protocol
processor  .The functions of the protocol processor anmd  the
controllers have been described in section 3.2. The bus delay  is
represented by d. To {ind the delay of the gueuing network the

message passes three stages. One in the protocol processor, one

in the controllers and the last one is the bus delay. 5o the

)

[4
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delay of the queuiﬁg network cannot be tound directly applying
the Buzen algorithm because Buzen algorithm cannot be applied to
the queuing network with more than two 5tage§; To _make the
dueuing network solvable using Buzen algorithm simplification Df_
qﬁeuing network using flow equivalent aggregation has been used.
By wusing flow equivalen£ agéregation the'queuing network has
been simplified so0o that Buren alyarithm may be applied. The
subnétwark shown by the dotted lines in figure 3.2 has been
separately analyred that is shown in figure 3.3 (a).To find the
equivalent of the subpnetwork it has been considered as a c]n%éd
gqueuing network. The subnetwork has been studied in isoclation and
replaced _by simpler egquivalent camponent as shown in figure 3.3
{b).These componrnents will p?nduce gxactly Or approximately the
Bame eftect as "the subnetwork . 5o the eguivalent companent may be
replaced in‘exchange of the subnetwork. The equivalent component
is called the flow equivalent station whose mean throughput - rate
1s equal to the throughput of the subrnetwork in icolation. After
replacing all of the subretworks in figure 3.2 with theivr  flow
equivalent stations we get the gqueuing network of figure 3.4

which can be solved by using Buzen algorithm.

3.4 SOLUTION OF THE MULTI-CONTROLLER QUEHING NETWORK

fo find the solution of the subnetwork in figure 3.2 it has been

=

studied separately in figure 3.3. The output of the subnetwork is

connected with the input and then calculated the mean throughput

o
Tt
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rate of the subnetwork for all the values of N to be considered.
'Aft§r | replacing the subnetwork with its flow equivalent
counterpart it becomes lpad dependent and thke load dependent mean
. -
service raté of the single lewlequivaleqt station of figure 3.3
(b} is set equal to the mean throughput rate of the subnetwork.
To Ffind the mean throughput rate of the sub-network for all
values of N, Meaﬁ Value Analysis has. been used. Since the
equivalent station becomes a load dependent, for the complete
solution aof the nétwork, Buien algorithm with load dependent
behavior has been used. In stations with lcad dependent behavior,
the mean service time Si of the station cannct be expressed by a
single value, but is to be assigned as a function|pf the number
of requests in the station. The service time of a request, with

MNj requests in station i is often assumed to be an  exponentially

distributed random variable with mean

where a;(MN;) is a function that can take any positive value and

is Called capacity function.

In  our analysis we shall consider the queuing networks with
exponential service times, FOFS scheduling discipline, and a
single; class of jobs to be processed. The equilibrium state
probability diétribution of a network with k stations is of the

form

Lz}
~!



G(N} A {N;)  Ax(Ngy) Ay (N

where vy;'s are the quantities which are functions of the
network 's topology and parameters and the R;(Nj) ' 5 are auxiliary

functions that may be obtained fram the aj(N;} s as follows :

AN = a;(1) ¥ a;(2) ..... ag (N ).
with A{(0) = | . The normalizing constant G{N) is given by
M1 N2 "Nk
Y1 Y2 Yk .
G{N) = E ——————————— P
ANy Aa(N3) Ay (N )
all N

Though the network includes lvad dependent stations, the main
performance i1ndices can be derived from therknnwledge of GiN)
only. The computatinﬁ of G{N) requires & large no of ogperations.
Buzen has proposed an effective algorithm to calculate the

normalizing’ constant G{N) . In this algorithm the auwxiliary

function Y;(n) can be recursively computed as follows:

Y{(0) = 1
n
Y1
Yl(ﬁ) = ———--
ALin)
n )
3 .
. ‘.,li
Yiln) = E ————— X Y. .q(n—3) fn=1,....N;
A;(3) i = 2,...k13
3 =0

2]
m



From thé above we have
Yi(n) = G{n) (n = 1,....N]

So fhe utilization of the protocol processor is

Finding the utilization of the protocol processor we get the

throughput as follows:

X1(N) = f‘l L 4 Ul % qlo
where P = service rate of protocol pruocessor.
' 919 = the probability of departure of a job from the

processor.

3.5 SOLUTION OF MULTI~PROCESSGR QUEUING NETWORK

Figure 3.5 shaws a QQEuing network with multiﬁle processors. 1he
éolution of multi-processor queuwing network is similar to that of
the gueuing network Df resources with locad: dependent behavior
that has already been solved in the previous section but the
difference 1is to f;nd tﬁe value of the'auxiliary function Y;{n)
Qhere n = 1,...N[9]. The talculation of the auxiliary function

is as follows:

Y{(0) = 1

A
0
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¥Yy(n) = l/p_thﬁ) o o= 4,....N]

where  Bi(n) = n! Lo < ns 10
{n—ns)
and pl(”) = ns! X ns
where ns = number of processors.

3.6 REGULT AND DISCUSSION

Simple queuiné netwbrk shown in figure 3.1 has been solved by
using mean wvalue analysis. The model has been studied for 10
terminals and found the utilization of the protocol proceséor,
delay and throughput of the queuing network. The bus delay has
beew considered 5 mili-seconds which may be the delay of IEEE
standard LAN. It is observed from figure 3.4, 3.7 and 3;8 that
processor utilization, delay and throughput increases ‘as the
number of terminals increases.

Muitiple controllers otten used to increase the throughput and to
decrease the delay of the network, In the soluation  of  multi-
controlier queuing network, Mean VYalue Analysis has been.used to
=solve the sub-network and an equivalernt network is found which is
solved by using Buzen algcar‘ithmT Figure 3.9  shows how the
throughput of the protocol processor varies with the number of

terminals. fis  the number of terminals increases, throughput

increases. But for a Tixed number of terminal thrbughput
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increases as the "number of controller increases. It is also
Dbserved that when number of controller is increased from two to
three, throughput changes a large amount but if it is changed
from three to four the throughput increases a viery small  amount.
This 1is because that the processor can serve three controllers
efficiently and if the Cmnt}oller is  increased’ more, the
processor becomes saturation. So in the study of the model, it is
found that for single processor it is economical to use three
controllefs than to wuse four caontrollers. I+ the processor
utilization and rnetwork delay are considered as shown in  figure
3.10 and 3,11 the same result is found.

In the case of multi—pro&essor queuing network numbér of
controlliers wused for the analysis is five. Number of processors
has been varied from two to four. From figure 3.12 it is seen
that the processor utilization iLRcreases as the number of
“terminals, intreases but for & fixed number D% terminals the
processor utilization decreases as the number of processors
increasesr' This is bhecause in all the cases the processors are
running in unsaturgted conditions and as sumber uf processors  is
increased in parallel definitely the utilization of the préCESEOr
will be decreased. But in the case of throughput as shown in
figure 3.13, it increases as the number of processors is
increased. Network delay as shown in figure 3.14, also decreases
4%  the number of processors is increased keeping the cumber of
terminals fixed. But it is interesting to note that the-change in
delay and throughput for changing the number of processors from

two to three is wide but it is narrow for changing from three to



four. This is because the number aof controller is fTixed for both
the caées and it is five and three processor can serve. five
controllers efficiently and if the number of processors i
increased more, the cantrollers become saturated and throughput
does not increase accordingly. So for this configuration and for

given parameters three processors can serve five cantrallers

efficiently and economically.
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4.1 INTRODUCTION

A communication network model can be represented by an open
gqueuing system if the system runs without flow control. But it
the flow coﬁfrol is used then to represent the system, closed
queqing network must be used. The most widely known protocol &D
control the flow in a network is called the window flow control.
In wirndow flow control, when a certain mno of messages in a regioﬁ
of the network is unacknowledged then the new traffié 1s bhalted.
A communication system with N number of switching nodes . and R
unidirectiongl virtual channels can be represented by a multi-
chain queuiﬁg network. Each virtual channel has a source and a
sink. Both sourcé and sink are modeled by a simple queue. FEach
virtual channel is transformed into a closed chain consisting  of
source-queue, sequence of forward route link gueues, and back to
source gueue. The multi-chain gueuing network studied in  this
chapter _does not represent the entire network but only the
interface to the network with different channels to serve
different types of users. In the solution of multi-chain queuing
network, it has been shown how the delay and throughput of each

chain varies with the population ot each chain.

4.2 DESCRIFPTION OF THE MULTI-CHAIN GUEUING NETWORK

Figure 4.1 shows the multi-chain gueuling network of a network

imterface wunit having two channels to serve two types of users.
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While different types of users are connected through different
channels with the network via network interface unitland there is
a traffic flow control ther multi-chain closed gueuing network
arises [103. In figure 4.1 there are two chains representing two
chanmels. Theré are processors faor sach chain tﬁ process each
chain’'s messages and both the chain uses the common controller.
Multiple common controllers have been used in parallel to
increaSe‘the throughput of the network and to decrease the delay
of the network. All tﬁé controllers are assumed to be identical
in naturé and there is egual probahbility of a message from the
processor of each chaip to the cantrollers; The cuhtrollers shown

in figure 4.1 are the same as the eguivalent controllers

gdescribed in section 3.0,

4.3 SOLUTION PROCEDURE

in a closed multi-chain gqueuling network with product form
solution an arriving customer observes the equilibrium solution
of the gueuing network with one less customer in  the arriving

customer chain.

In multi-chain case we have

R = Number of closed chains,

W o= population of chain r, r = 1;2, -«.- R.

R{i1}) = set of chains visiting queue i (i = 1,2,...N)
G{r} = set of gueues in chain r.

T&r = mean service time of chain r message at queue i.



n; = Mean gueue size of gquewe i.
XN = Throughput of chain r.
v ) . . . .
t{ = Mean gueuing time of chain r message at gqueue i.

We shall also use the notation niJ(rv} toc denocte the mean no of

Chain 3 message at queue 1 upon arrival of a chain r message. It

z
is convenient to  introduce W o= (wl,w

wlow?, e e e L Wy

,...WR) and W -~ e =

To bhave product form solution of a multi-chain gueuing network,
some restrictions must be introduced on the service discipline

and on the service time distribution.

If the scheduling is first in first out and all chains visiting’

gqueue 1 have the exponential service time distribution at that
oo

gueue i,e TiJ = T, for &1l ;3 € R{i}, in this case

-

v ) -
e;" = o+ 2 T nd o) e (4.1)
‘ JERW
I¥ the scheduling is processor sharing or last come first served
preemptive-resume with a phase-type service time distribution

then ir may be different for different values of r. Then the

delay time egquatiomn can be wriitten as

tir== ?1rt1 + E:-nijif3] ce (4.2)

3 € RG)

If it i1s a pure time delay with phase type then the delay time

eguation can be written as

t" o= XLT (4.3)

Equation (4.1) and (4.2) are identical. Summarizing the above



egquations

tir = 'rir it gqueue is a time delay.

t;" = .11 +E ni? (W-e, )]
16RO
X o= w"zZtir
VERQD
nir‘= al" X tir

The above eguations can easily be solved by an R dimensiongl
recurSion, starting with nir(O} = 0, where |

1= 1,2,...N3r = 1,2,....H. : -
Using the above eguations it is easy to solve the multi-chain

queuing network shown. There will be a two dimensional recursion.

4.4 RESULT AND DISCUSSI&N
.

In the solution of multi-chain gueuing network, the scheduling
has been considered to be of first come first served aﬁd all
chains visiting to 4 gueue have the same exponential service time
S distribution anﬂ the delay and throughput for va}ying number of
terminals have been evaluated using Mean Value Anaiysis, To solve
queuing netwﬁrk, Mean VYalue Analysis is very simple to implement
and can be used for a large number of chain population.

The multi-chain queuing netwark in figure 4.1 has two chains and

there are variéble number af contraollers in the network and the

S7



network’ has -‘been solved for 3, 4 and 5 number of controllers;
Number of parallel controllers have been used to increase the
throughput and to decrease the delay of the queulng network. User
request éeneration time <for «chain 1 terminals and chain 2
terminals are & ms and 4 ms respectively. Mean service time of
each controller has been éﬁnsidered 3 ms 1.e. mean service rate
1s 200 packets/sec which is compatible to a 2 - 10 Mbps LAN.
Chain 1 supports 15 terminalEIand‘chain 2 supports 10 terminals
‘an& - the service time of the protocél processor 1n chailn 1 and
chain 2 have been coﬁsidered 2 ms and 3 ms respectively.

While considering the delay of a chain it includes the delay of
thé terminal, delay of the protocol processor and thel delay ‘Df
the common controllers. Figure 4.2 chows the delay of chain 1
with number of terminals in chain 2., As both the chain uses the
common controllers, so increasing the number of terminals in
chain 2 affects the delay in chain 1. For a fired number of
terminals 1n chain 2 it is observed that delay decreases as the
number of controllers are increased. This is the aim of using
multiple parallel‘controllers. i+ ﬁ network allows a fixed delay
then to serve more terminals multiple controllers must be used.
Figure 4.4 sﬁﬁws chain 1 delay with the number of terminais in
chain 1 and the delay inﬁreases Qith the number of terminals.
“While con51dering chain 1 throughput, it isrnbserved ,that  the
throughput decreases with the in&reasing number of termiﬁals in
chain 2 as shown in figuré'4.3. But if we consider the chain 1

throughput with the increasing number of terminals in chain 1 as

shown 1n figure .7 it ic ceer that throughput increases. This is

58



because’, in the previocus case chain 2 message increases the gueue
length of the common controllier for chain 1 message and
accordingly the delay of the cha;n 1 message increa;es but as the
number of terminals in chain 1 remains fixed so the throughput
decreases. In the second case delay of the chain 1 message
increases but as the terminals in chain 1 intreases so the
throughput increases. Similarly if the delay of the chain 2 hés
been considefed &5 shown in figure 4.4 and 4.8 it is observed
that there'is no matter whether the number of terminals in chain
1 or chain Z increases the delay inQreaEEs and in both the case,
for a fixed number of termiAals delay decreases as the number of
controllers increa;es. This is exactly the case for chain 1 also.
If chain 2 throughput is considered as shown in figure 4.5 and
4,9 1t is seen tha£ chain 2 throughput increases as the number of
terminals in chain 2 increases and it decreases as the number of

terminals in chain 1 increases. This is for the same reason as in

the case of chain 1 throughput as described previously.

59



0.05

0.05

o
o
s

Q
o
Gi

llLLl_lLl_l_LlIULLIIL[UHI]!EI!LIJ![]_HIHIHllIHJLHlLHJLl

chain 1 delay (sec)

o
O
™

figure 4.2.

0.04

0.1420 (ne of lerminais in chain 1 = 30)

0.1400
0.1380
0.1360

0.1340

chein 1 delay {sec)

0.1320

0.1300 r+e= no of controller = 3
. ssesee o of controlier = 4
no of contrlollar = &

©0.1280 e T T S \
8 12 6 20 24
no of terminals{chain 2} .

v 2 n * + » no of controller

11111 no of controller
no of controller

IFIE i
AW

(no of terminals in chain 1

15)

0 2 P - S
no of terminals(chain 2)

chain 1 delay vs no of terminals in chain 2.

bo

IIFIIIIII]IIIllllll[llillllll]lll]lIlll]lllllllll]lllllllll]

o ————



550 1 S s o of controller = 3
3 WHFHFHYF no of controller = 4 ' -
- no of contrioller = &
500 3 \ o
) ] . . :
) - : .
m . - N
P - N\ . |
o .
5450‘_:1 ‘ .
O -
S E "*\
5 -
a 400 -
. 2]
o -
D -1
) 7
| . -
= -
350 —
i= .
£ o0 3
300 o
g no of terminals in chain 1 = 15
250_lllllllllllllllllil[llllllllllllll[lllIilllll—lllllllllllllll

o 2 4 & 8 . 10 12
¥ no of terminals (chain 2) -

figure 4.3:.chain 1 throughput vs no of terminals in chain 2

61



0.07v0L

E
0.0600
2 0.0500 3
& E
o~ N
= 0.0400 ]
2 :
%] 4
E s no Of cor\tro:ler = i
0.0300 ] oveecne of controller = & ‘
no of terminats in chain 1 = 30
0.0500 - ;
d . = lllmmmﬂmmﬁmﬂm
- 0.0200 me 10 12 14 16 18 20
- no of lermindls {chain 2)
-
3
0.0450 = .
0.0400 3 /
P -
<(1) - / P
an 0. 0350 = ~ /
© 0.0300 4
7 3 ) {,J‘\:? ,‘:"L
(& ] - e
« . Zl
€0.0250 3 _
- =
O -
0.0200 E =+ no of controller = 3 ’
3 0860 no of controller = 4
7 no of controller = 5
0.0150 3 o |
- no of terminals in chain T = 15
3
3
0.0100 A ””1”'!I'liilllillllll-llllllllllllllllllfllllll|ll‘lIlIlll| _
0 2 4 6 8 10 12

no of terminals (chain 2)

figure 4.4: chain 2 delay vs no of terminal in chain 2.

i

bL

_



W
o
o

N N
o U
e O

o
@]

§Sogy

of controller
no of controller
no of controller

100

[
N

chain 2 throughput (packet/sec)

o
Q

lJlilJLllJlHJlf!Jl|lJl-illLH]L!I_IIIII!]I_LLH]LItlLllJ!IIJI]

(no of terminals in chain 1 = 15)

O lllllllllllllllllll]ll!ll]lll[!llll.llll|lIFl|llllll'l_l_lll_!ll}
0 2 . 4 6 8 10 12
no of terminals(chain 2)

figure 4.5: chain 2 throughput vs no of terminals in chain 2.

(A



0.05

0.04

(sec)

<
Q
™

0.02

chain 1 delay

0.01

0.00

figure 4.6:

0,12 4
3
]
0.10
- i
&
- “)‘_{x
8 3
2 0.08 - +
€ ] H%"
o i
£ ] ¥
, o 1 M
~
0.06 7 s32¢ no of controller = 3
3 h}:ﬁ no of controller = 4
] no ol controller = 35
{(ne al terminals In chain 2 = 20)
0.04 :ﬂTrnﬂTrrrrrnﬂrfrnTrmrrrran'rmnﬂTrrrrﬂTan
5 10 15 20 25 30 35 -

no of terminols(chain 1)

, ' o
i*//"_ s no of controfier ' -

3
FERERESEEt no of controller 4
——— no of contrloller 5

poi

(no of terminal in chain 2 = 10)

MR NEEEREEEEES I RN BN NN SN ENA N NN NN

lllFlllllf]lllllllI]JIlllIill[lllllll'lT]

O 4 8 12 16

no of terminals{chain 1)

chain 1 delay vs no of terminals in chain t.

6l



L

s s

500 i
.
. P
T 4002 // /
O .
n Ny
~ - /
- -
O 7
% . .
§3OO —E // | .
E" : ) ) /./ lgl.
1=k . ; .
3 . N / .
2 200 7 Ve :
£ 7 _ _
* ] - no of controller = 3
i . ———— no of controller = 4
£ . no of controller = 5
o ]
< 100 E
é (no of terrninais in chain 2 = 10)
j -
O rrr1ry1r1rr1rr|1 rryr7rrrrrryrrryyrrrrirrirrvirirgg
O 5 10 15 20

no of terminals{chain 1)

figure 4.7: chain 1 throughput vs chain 1 no of terminals

65



0.0500

4 (no of terminals in chain 2 = 10)

0.0450
- .
a ]
~ 0.0400 -
>\ ad
D —4
o) ]
© 3
N ]
- 0.0350
= -
i o _
O J
0.0300

] +——— No of controller = 3

] RSOt no of controller = 4

7 no of contricler = 5

. 0-0250 rTrrri1r rrrrr7rrerrrT  rrrrrry rrirrrrryrri T rTrT irTrTTiT g
_ 5 10 15 20
no of terminals(chain 1)

O

figure 4.8:chain 2 delay vs no of terminals in chain 1.

66



340 o s o of controller = 3
= I : no of controller = 4
= \ no of controller = 5
320§ _
— E
8 -
»w 300 3
~ -
-+ -
© =
—‘L‘) ]
o 280 5
= =
a 2604
£ -
o -
3 -
o, o3
5240*5
~ 3
£ 2204
D —
£~ -
I5) -
200 3 . | .
3 (no of terminals in chain 2 = 10)
-
180_‘llflTllllllllllTTllllllFlflllrrlllllfl!]

O S 10 15 _ 20
: no of terminals(chain 1).

figure 4.9: chain 7 throughput vs choin 1 no of terminals.

e



CHAPTER S

CONCILUSIONS



D.1 CONCLUSIONS:

Throughout the project-work anmalytical solution of nDde interface
of computer network has been found by using different gqueuing
:

models. To find the sqlution of single-chain gqueuing networks
with multiple number of controllers and a number of processors,
Buzen algorithm with load dependent behavior has been used. It
has already been discussed in chapter 3 that Buzen algorithm can
not be applied' for the gueuing network having three or more
stages} So aggregatioﬁ method has been uséd. Buzen algorithm is
suitable for small number of population because if the number of
population is large the spéce requirement and computational cost
becomes very high. '

The ﬁulti—chain gueuing network of chapter 4 has been solved . by
using Mean Value Analysis. The method of solution of multi—-chain
gueuing ﬁgtwnrk using Mean VYalue Analxsié 1s comparatively
simplér.thén Buzen algorithm. Mean Value Qnaly%is can be .applied
for a large number of population and a number of ;losed chains,
Though there is R dimensional recursion for queuling network with
R number of closed chains, thelalgnrithm works very efficiently.
For both single—chain “and multi-chalin gueuing network it is
observed that netﬂork delay decreases and throughput increases as
the number of controller is increased. But there is a limit
beyond which throughput can not be increased by increasing the
number of cnntrgllers because in that gase the profocﬁl processor

becomes saturated. So to increase the fhroughput ‘beyond that

limit parallel protocol processors must be used.

&8



So it ‘may be contluded that faor high throughput and low delay
multi-controller interface should be used. If the throughput is
expected much higher then multi—processor and wmulti-controller

interface may‘be used.

5.2 RECOMMENDATIONS:

it has already been discussed in chaﬁter 1 that +to integrate
voice packet and data packet using broadband packet switch' then a
priarity gqueue for voice packet must be used. The analysis of
queuing network, in that case will be more complex. 5o the study

may be enhanced for integrated voice and data packets.

The queuing network used sg far for the analysis has maximum
three stages and Mean VYalue Analysis may be used to solve the

queuing network of any number of stages.

In the analysis of multi-chain gueulng network, two chains. has
been used and number.of recuESion is two. It may be used for any
number .Df chains and in that case number of recursion will be

increased.

The performance indices found 1n the analytical 501ution may be

checked by constructing the interface unit in the Tfield. The

throughput and network delay may be different with the measQred
. . : .

value of the gueuling madel but the reguirement of the network

Anterface wunit’' may be estimated from the study of the gueulng

models.
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program mvalue(input,output);

(¥ This is the solution of a =simple

gqueuing network with single protocol processor
and single,controllerx)

| var

nl:ARRAY[O0..25] OF real;
n2:ARRAY[O0..25] OF real;
t1:ARRAY[1..25] OF real;
t2:ARRAY[1..25] OF real;
lamda:ARRAY[1l..25] OF real;
ul:ARRAY([1..25] OF real;
r:ARRAY[1..25] OF real;
towl,tow2,d:real;
n,i,Jj,k:integer;
rp:text;

(¥ variable definition
nl : mean gqueue length of protocol processor.
n2 : mean gueue length of controller.
t1l: delay of message in protoccol processor.
t2: delay of méssage in controlléf.
r: network delay.
towl: average service time of prptocol processor.
tow2: average service time of controller.

. n: no of terminals.

lamda: throughput rate of the network.x*)

begin

agsign(pp, ‘out”);
rewrite(pp);

: writeln( "Enter the no of terminals “};
‘ " readln(n);

towl :
tow2 :

0.
1;

0.002;
0.003;
5;
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nl(0] := 0O;
n2(0] := 0;
for i := 1 to n do
begin
t1[i] := towl * (1 + nl(i-1]);
t2[(i] := tow2 * (1 + n2(i-1]);
rli] := £1[i] + t2(i] + d;
lamdali] := i/r[i];
nl{i] := lamdafi] * t1[i];
nZ2(i] := lamda[i] * t2[i];
ul(i] := lamdali] * towl;
writeln{pp,i:2," “,ulfi]:8:4,°
lamda(i]:B8:4);
end;
end.
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program buzen(input,output);

(* solution of a qQueuing network
with several controllers using
flow equivalant aggretion.*)

var

rn:ARRAY[1..25,1..25] OF real;
rr:ARRAY[1..25,1..25] OF real;
xn:ARRAY[1..25,1..25] OF real:
ng:ARRAY[0..25,0..25] OF real;
u:ARRAY[1..25,1..25] OF real;
s:ARRAY[1..25] OF real;
yys:ARRAY[0..25,0..25] OF real;
a:ARRAY[0..25,0..25] OF real;
aa:ARRAY[0..25,0..25] OF real;
d,sum:real;
i,n,1lnt,lnc,nc:integer;

k,j: integer;

r: ARRAY([1..25] OF real;

x: ARRAY(1..25] OF real;

ue: ARRAY([1l..25] OF real;

uc: ARRAY[1..25,1..25] OF real;

mc: ARRAY[1..25] OF real;

yy: ARRAY[0..25,0..25] OF real;
y: ARRAY[O..25] OF real;

gl: ARRAY[1..25] OF real;

mp:real;
ag,991,9g92:text;

{*x variable definitions:

rn:delay of different controllers of
equivalant network.

rr:total delay of equivalant network

xn:throughput of equivalant network.

ng:queue length of ‘different controllers of egquivalant network.

u:utilization of different controllers of equivalant network.

8: average service time of protocol processor and controllers.
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r: delay of the network.
%x: throughput of the network.
ue: utilization of the protocol processor.

uc: utilization of controllers

mc: service rate of protocol processor and controllers.

yy: variable to find normalizing constant.
y: variable used to find normalizing constant.
gl:probability of a job from processor to controllers

d: bus delay x)
begin

assign(ag, ‘'r.txt”);
rewrite(qq);
assign(ggl, ‘r1°);
rewrite(gql);

writeln( “Enter no of terminals 7);
readln(int);
writeln( “Enter no of controllers 7);

readln(lnc); *

(* assigning service rate to different controllersx)

(¥ mc[1] = service rate of the protocol processor
s8{1] = service time of the protocol processor
mc[i] where i = 2,..1lne+l is the service rate of different

(* Assigning service rate to different controllers*)

mc{l1] = 500;

s(1] ::=1/mc(1];

mc(2] := 250;

for i := 2 to lnec+l do
-8[i] := 1/mc[2];

(¥ Initialization of queue length of each controllersx)

for i := 2 to lnc+l do
begin
ng[i,0] = 0;
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ali,0] := 1;

aal[i,0] := 1;
end;
d := 0.005;
i:=2;
n := 1;
for i := 2 to lne+l do
begin
for n := 1 to 1lnt do
begin
rn[i,n]) := s[i] * (1 + ng[i,n-1]);
rr[i,n] := rn[i,n] + d;
xn[i,n] := n/rr{i,n];
ali,n] := xn[i,n}/xn(i,1];
aaf{i,n] := aal[i,n-1]) * a[i,n];
uf{i,n] := xn[i,n] * s[i];
ng{i,n] := ufi,n] * (1 + nqli,n-1]);
end; ,
end;

ql[1l] := 0.15;

{(* gl[1] = probability of departure
ql[i] = probability of a job from
protocol processor to controller i
where 1 = 2,..1lnc+l *)

writeln(qgl);

writeln(qql};

writeln{(aql, °~ no of terminals = “,1nt:3);
writeln(gql);

writeln(qql,” no of controllers = “,1lnc:3);
writeln{qql); -

(* assigning the value of probability and service rate
of different controllers.x)

2 to lnec+l do
(1-q1[1])})/1nc;

for i
ql[i}

t

(* finding the values of y 'k to find
normalizung constant*)

v[1] := 1.0 ;
for 1 := 2 to lInc + 1 do
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y(i] := (mec(1]/xn[i,1]) * ql[i];

(* finding the value of the normalizing constant %)

n = 1;
for n:= 0 to 1lnt do

vy[(l,n] := 1;

for i := 1 to lnc + 1 do
yy[i,0} = 1;

for i := 2 to 1lnc + 1 do
begin '
for n := 1 to 1lnt do
begin
sum:= 0;
for j:= 0 to n do
begin

sum = sum + yys{i,i]d;
end;
yyli,n] := sum;
end;
end;

writeln(qql);
writeln(qql,” °, No of terminals”,”

yys[i,d) = ((exp(i*ln(y[i])))/aali,j))*xyy[i-1,n-3];

, utilization of the processor”);

writeln(qql, ™ 7, "HORRKIKARKIKARAOK ™ ) 7 7 AOKRKIOROROK KK KRR KKK KKK HORKKK * ) 5

writeln(qgql};

(¥ finding the utilization of the protocol processor * )

for n := 1 to Int do
begin
ue(n] := (yy[lnc+l,n-1]/yy[lnc+1,n]);
writeln(qql,"” ,n:3,”
end; '

(* finding the utilizations of
different controllers.x)

for i := 2 to lnec + 1 do
begin
for n := 1" to 1lnt do
begin
uc[i,n] := uel[n] % y[i];
write(qq);
write(qgq, " “,ucl[i,n]:8:4);

7%
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end;
writeln(qq);
end;

(¥ Finding the throughput and network delay x)

writeln(gql);

writeln{qql); :

writeln{(gql, " no of terminals throughput network delay”);
2 2 2 2 2 K K HOR R OR K K K 24 4K HOK K KK K K HACHROKOKOK KRR KKK ™ ) 5

writeln(qql, "

forn := 1 to 1lnt do

begin
x{n] :=mc[ll*ue[nl*xql[l];

rin] := (n/%[n});
writeln(aql,” ,n:3,” : -
,x[n]:8:4, " “,rin}:8:4);

end;
end.
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program buzenl(input,output);

(* solution of multi-processor gqueuing network
with several controllers using
flow equivalant aggretion.*)

var

rn:ARRAY[1..25,1..25] OF real;
rr:ARRAY{1..25,1..25) OF real;
xn:ARRAY(1..25,1..25] OF real;
ng:ARRAY(O0. .25,0..25] OF real;
u:ARRAY(1..25,1..25] OF real;
g:ARRAY(1..25] OF real;
yys:ARRAY((0..25,0..25] OF real;
a:ARRAY[0..25,0..25) OF real;
aa:ARRAY(O0..25,0..25] OF real;
r: ARRAY{1..25] OF real;
x: ARRAY(1..25] OF realj;
ue: ARRAY[1..25] OF real;
uc: ARRAY([1..25,1..25]1 OF real;
mc: ARRAY[1..25] OF real;
vy: ARRAY(0..25,0..25] OF real;
yv: ARRAY[1..25] OF real;
gl: ARRAY[1..25] OF real:
beta:ARRAY[O..25] OF real;
d,sum:real;
i,n,1lnt,lnc:integer;
k,J.,ci: integer;
Qq,9491,q992: text;
{(* variable definitions:
L
~rn:delay of different controllers of
equivalant network.

rr:total delay of each equivalant network

xn:throughput of each equivalant network.

ng:queue length of different controllers of equivalant network.

u:utilization of different controllers in equivalant network.
8:average service time of different controllers.
r: average delay of the network.

x: throughput of the network.
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ue: utilization of protocol processor.

uc: utilization of controllers.

mc: average service fate of protocol processor and
vy: variable to find normalizing consatant.

y: variable used to find normalizing constant.x*)

function fact(m:integer):integer;

(¥ function fact calculate the factorial of a number x)

var
res:integer;

begin
res = 1;
i=1;
for i := 1 to m do
begin
res := res X ij;
end;
fact := res;
end;
begin

assign(qq, 'r’);

rewrite(qq);

assign(qggl, ‘rl”);

rewrite(ggl);

writeln( “Enter no of terminalsas

readln(lnt);

writeln( Enter no of controllers

readln(1lnc);

writeln( enter no of processors’);

readln(ci);

(* assigning service rate to different controllersx)

(¥ mc[1l] = average service rate of each processor
a[l] = average service time of each processor x)

(* Assigning service time to different controllersx)

g0

controllers.



mc[l] := 500;-

8(l1] :=1/mc[1];

mc[2] := 200;

for i := 2 to lnc+l do
s[i] := 1/mc[2];

(k¥ Initialization of queue length of each controllersx)

for i := 2 to lnc+l do
ng[i,0] = 0;
for i := i to lnc + 1 do
begin.
afi,0] := 1;
aal[i,0] := 1;
end;
d := 0.005;

{* d = bus delay %)

for i := 2 to lnc+l do
begin
for n := 1 to 1nt do
begin :
rn[i,n] := s[i] * (1 + nq[i,n-1]);
rr[i,n] := rn(i,n] + d;
xn[i,n] := n/rr(i,n];
ali,n] := xnf{i,n]/xn[i,1];
aa[i,n).:= aali,n-1] * a[i,n];
uli,n] := xn{i,n] * a[i]; .
nqa[i,n] := uli,n] * (1 + nali,n-11);
end;

end;

ql(1] := 0.25;

(* gl(i] = probability of a Job from processor to controller i
where i = 2,...lnc+1 :
gli(1] = probability of departurex)

writeln(ggl);
writeln(aql);

writeln{gql, ° no of terminals = *,lnt:3);
writeln(qqgql);
writeln(gaql,” no of controllers = “,lnc:3);

writeln(ggl);

gl



writeln(ggql,” no of protocol processors = “,ci:3);
writeln(ggl);

(*x agssigning the value of probability
to different controllers.x)

2 to lnc + 1 do
(1-q1[1])/1nc;

for i
al[i]

[Tl

(¥ finding the values of vy’ 'k to find
normalizung constantx) ‘

v[1] ::= 1.0 ;

for i = 2 to lne + 1 do
y[i] := (me(l]/xnf{i,1]) * ql[i];

(¥ finding the wvalue of beta[n]¥)

n:=1;
beta{0] := 1;
for n := 1 to 1lnt do
begin
if (n < ci) then
-begin
beta(n] := fact(n);
end
else . .

begin
.betafn] := fact(ci) * exp((n—ci)*ln(ci));

end;
end;

for n:= 1 to lnt do
yy[l,n] := 1l/beta{n];

for i :=-1 to lnc + 1 do
yy[i,0] := 1;

(* finding the value of the normalizing constant x)

for i := 2 to lnc + 1 do
begin-

4l



: i
| ]

for n := 1 to 1lnt do

begin
sum:= 0; ,
for j:= 0 to n do
begin
yys[i,j] = ((exp(j*In(y[il)))/aal(i,j])*yy[i-1,n-j];
sum := sum + yys[i,j];
end;
yy[i,n] := sum;
, end;
end;
writeln(qgql);

writeln(qql,” °,"No of terminals”,” ~“, utilization of the processor”); .
writeln(qql, ™ °, “kdkkkakkaokokokkakok * %7 akokokokoRoKk kK ook ok kKoK K R K ok kK kKoK K koK 7Y 5
writeln{(ggl); ' . "

(* finding the utilization of the protocol processork)

n := 1;
for n := 1 to 1Int do
" begin
uel[n] := (yy[lnc+1 n- 1]/yy[1nc+1 n]),
writeln(qgql, ,n:3, “,ue[n]}:8:4);
end; s

(* finding the utilizationsa of
different controllsrs.*)

n := 1;
i = 25
for i := 2 to lnc + 1 do
bagin
for n := 1 to Int do
bagin .
ucfi,n] := ue[n] * y[i]; ‘ ¢
write(qq);
write(qgq,ucf[i,n]:B: 4),
end; -
writeln(qq);
end;

" (* Finding the throughput and network delay *)

writeln(agql);
writeln(ggl);
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writeln(gql,” no of terminals throughput
writeln(ggl, ® *¥¥kkkkkKkkkkkkK K K oK KK KK K

for n := 1 to 1lnt do
begin
%x[n] :=mc[1ll*%ue[nl*ql[1];
r[n] := (n/%x[n]);

end;
end.

34

network delay”);
KKK KKK KKK KKK ™ ) ;

writeln(ggl,” *,n:3,° “,x[n):B:4," ‘,r[n]:8:4);



program mchain(input,output);
(¥ Solution of multi-chain queing networkx)
var t1l1:ARRAY([0..20,0..20] OF real;
nll:ARRAY[O..20] OF real;
lamdal:ARRAY[O0..20,0..20] OF real;
t12:ARRAY[0..20,0..20] OF real;
nl2:ARRAY[O..20] OF real; _
t21:ARRAY[0..20,0..20] OF real;
n21:ARRAY[0..20] OF real;
lamda2:ARRAY([0..20,0..20]) OF real;
t22:ARRAY[0..20,0..20] OF real;
n22:ARRAY[0..20] OF real;
t1:ARRAY[0..20,1..20] OF real;
t2:ARRAY([0..20,1..20] OF real;
towll,tow2l,towl2,tow22:real;
wl,w2 :integer;
lnc,i,n,j:integer;
Xx:text;
pc,tdl,td2:real;
(* Definition of variables
tll : message delay of processor in chain 1.
nll: queue lenth of processor in chain 1
lamdal: throughput of chain 1
t12: delay of controller for chain 1 message’
nl2: qQueue length of controller for chain 1 message
t21: mesaage delay of processor in chain 2
n2l: queuéllength of processor in chain 2
lamda2: thfdﬁghput'of chain 2
t22: delay of controller for chain 2 message
n22: queue length of controller for chain 2 message
towll: averége service time of processor in chain 1
tow2l: average service time of processor in chain 2

towl?2 : average service time of controller for chain 1 mesgage

- tow22: average service time of controller for chain 2 messags

%5



wl : no of terminals in chain 1
w2 : no of terminal in chain 2
lnc: no of controllers

tdl : terminal delay of chain 1.

£d2 - terminal delay of chain 2.x%)

begin
assign{xx, mc’);
rewrite(xx);

writeln( enter the value of the no of population of chain 1
readlni{wl);

K

- writeln( enter the value of the number of population of chain 2:7);

readln(w2);

writeln( enter the value of the number of controllers™);
readln(1lnc); :

writeln(xx,’ no of controllers = “,1lnc:2);
writeln(xx,” no of population in chain 1 =",wl:2);
writeln(xx,” no of population in chain 2 =" ,w2:2);
writeln(xx);

writeln(xx);

writeln(xx,” STATISTICS OF CHAIN 17);
writeln(xx); ;
writeln(xx, wl’,” ~,w2",” *,“resl”,” *, “thputl”,”

* c,“thput2”);
writeln(xx); '
tdl := 0.006;

td2 :=0.004;

towll := 0.002;
tow21 := 0.003;
towl?2 := 0.005;
tow22 := 0.005;
niif{0] := 0O;
n12[0] := 0;
n22[0] := 0;
n21[0] := 0;

pc = 1/1nc;
for i := 1 to wl do -

begin

Rb

, res2’,



end.

for j := 1 to w2 do
begin
t11[1i,3] towll * (1 + nll[i-1]);
t12(i,J] = towl2 % (1 + nl2{i-1] + n22[(J]);
ti[(i,J] = t11(i,j] + t12[i,J] + tdl;
lamdal(i,j] = i/t1[i,J];
nll[i] lamdal[i,j] * t11(4i,31];
nl2[i] lamdal[i,j] * t12[i,J] * pc;
t211i,3] := tow2l * (1 + n21[j-1]);
t22[i,J] := tow22 * (1 + nl2[i] + n22[j-1]);
t2{i,j] := t21[i,J] + t22[i,j] + td2;
lamda2(i,j] := j/t2[i,3];
n2l[j] := lamda2[i,j] * t21[i,j];
n22(j] :=z lamdaZ2(i,j] * t22[i,J] * pc; :
writeln(xx,” *,i:2,° *,j:2,° “,t1li,j]l:8:4,
° “,lamdal[i,j]:B:4," °,t2[i,j]:B:4," °,lamda2[i,j]:68:4);

H

end;
writeln(xx);’
end;
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