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Abstract

- A mobile network is a network whose lmk to the Intemet varies with fime. Network
Mobility (NEMO) basic support protocol mamtalns the connect1v1ty when Mobile Router
(MR) of a mobile network changes its pomt of attachment to the Internet by establishing a
bidirectional tunnel between the MR ‘and the Home Ageht (HA). A packet from a
Correspondent Node (CN) traversés through-the ltunnel to reach the mobtle network.
Nesting occurs in NEMO when a MR's new attachment point is in another mobile
network that has also moved away from its home link. The level of tunnehng increases as
the level of nesting increases. Multlple levels of tunneling in nested NEMO adds multiple
legs to a non-optimized routing r)ath that the IP r)aekets have to traverse in order to reach
the final destin‘ation. As per our study, an efficient route optimization techniqué in
NEMO, [;articularly in nested NEMO, -is still a research ehallenge. In this research we
. propose a route optlmrzatlon scheme: for nested NEMO We use two Care-of Addresses
for each MR, as well as two types of entties, such as ﬁxed and visiting, in the routing
table in each MR. Our route optimization scheme completely removes the tunnels from
the nested NEMO in a single step using only one binding update message irrespective of
the number of levels in the nest. Our route op.timization scheme, will also work for non-

nested NEMO.
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mz.e.;z..._u Chapter 1

Introduction R
1.1 Background

Internet is evolving towards a true ubiquitous network accessible anytime and from
anywhere. In part1cular the demand for Internet access m mobile platforms such as
planes, trains, cars and ships is constantly increasing. With mobility support, an IP node 18
capable of changmg its point of attachment to the network and still remains seamlessly
reachable by other IP nodes in the Internet. A mob1le node may be either a mobile host or

a mob1le router.

Host mobility enables the mobile hosts to move within the mobile wireless network
regardless of its home location address. The _mobile hosts are identified by its home
address regardless of its current location. When a mobile host is away from its home
location it is associated with a care-of-address. The. care-of-address provides the
information about the current location of the node. When an IP packet is transferred to a
mobile host’s home address that packet wrll be routed to the carc-of-address. The
mechanism for binding the home address w1th the care- of-address of the mobile hosts at
their home agent enables them to remam seamlessly reachable by each other Mob1le [Pv4
1y supports host mob1l1ty, owever, suffers from subopt1mal routmg path problems and
ingress filtering by the border routers. Mobile IPv6 (MIP) [2] has been proposed to
provide better support for host mobility overcoming the problems faced in Mobile IPv4.

~

In several scenarios, demands for mobility are not restricted to a single host anymore.
- Network Mobility (NEMO) becomes iucreasiugl_y important to support the movement of
a mobile network cohsistiug of .'se\_feral mobile nodes where nodes move together as a
group, as in a plane, train, car, ship etc. NEMO-allows a _whole network to move with all
of its nodes (all hosts and all routers) from one access router to another access router.

NEMO also makes all the nodes in the moved hetwork scemingly accessible.

‘To support network. moblllty, the IETF NEMO workmg group proposed the NEMO basic
support protocol (NBSP) [3] extendmg host mob1l1ty support protocol, MIPv6. NBSP is
the current de facto staudard for NEMO which- enables Mobilé Network Nodes (MNNs)

to move together as a mobile network with a delegated router called the Mobile Router



(MR). NEMO also allows dlfferent MRs from dlfferent home networks to ]om cach other

in an ad hoc manner and form a nested NEMO

In the NEMO [4], each MR is,' prlmarlly designated to be connected to a particular
. network, known as its home net\..i(ork. MR is then given a pérmanent IP address called its
home address (HoA).' MR’S HoA remains unchanged regardless of its attachment point in
the Internet. When the NEMO is away from home, packets addressed to the nodes of the
NEMO are still routed to the hoﬁi‘e'neﬁwork and a Home Agent (HA), ‘a router in the
MR’s home network, takes care of all the dafa traffic of the MR. When the NEMO is in a
foreign network, it is getting attached with.a Foireign Access Router (FAR). MR acquires
an address from the foreign network; called the Care-of Address(CoA). MR then sends a
Binding Update (BU) message to its HA to map the CoA with its HoA.

After a successful comoletion of binding 'process, a bi-directional tunnel is setup between
MR and its HA. All future packets will be intercepted‘by the HA and then encapsulated
with an extra IPv6 header whose destination aodress is the MR’s CoA. The packets are
now transferred to the mobile node (MN) in NEMO through the MR-HA tunmel. The MR
receives the encapsulated packet i.n its CoA, removes the outer IPv6 header, and delivers

the original packet to MN.

However, there are two main problem:‘; in NEMO basic 'suppoﬁ system, which are
reported in the research work [5]. One is sub-optimal routing or pin-ball routing and the
other one is multiple encapsulations, which may cause d'elayed packet delivery. The root
cause of the route sub-optimality problem is the requirement of a bi-directional tunnel to

Ve et e e

be setup between an MR and its HA. = .

In nested-NEMO, there are several MRs that form a treeor nest. Each MR adde one level
of tunnel and the last level _of_tunneling occurs between the root-MR and its HA. Here,
root-MR is the top MR in the MR tree. The addition of multiple level of tunnelings for -

multiple level of nestings in nested NEMO worsens the route sub-optimality problem.

In this research, we 'propOSe ‘al new sch_e'me for nesfed NEMO to solve the tuhneling
problem. In this scheme, we propose to use two CoAs, loCel-CoA and root-CoA, for each
MR. Here, the local-CoA of a MR will-be its own CoA while the root-CoA of a MR will
be the CoA of the root MR in the nest. Wela_l'so ‘.prop,oee to use two types of entries in the
routing table in each MR: Fixed and Visiting. Fixed part of the routing table will have the



entries for the networks that are homed at the MR. Visiting lpart'olf_ the routing table will
have the entries for the nctyﬁorks that 'larc'tcrr-lpofaﬁly aﬁaéhéd with the mobile routers in
the sub tree rooted by the MR. Proposed ‘_'scheme will completely remove the tunneling
from nested NEMO in a sirrl'gllelSte'pf _ﬁsing- 0';11}:{ one bihding update message. This
proposcd.foute optimization scheme will also .wbrk. for nbﬁ;ncétcd NEMO. A non-nested
NEMO is in fact a Spec1al case of nested NEMO whera the root- MR is the only MR in
thetree : L e o

1.2 Research Objective -
The primary aims of this study is to find a solution to the suboptimal routing and the
packet overhead problems caused by NEMO Basic Support protocol while con51dcnng

the different principles of route optumzatlon

‘Existing proposals on route bptimizatjon have different definitions and models based on
the target scenarios and problems. Therefore, the degree of optimization varies and as a
result the path is still suboptimal in some configurations. Furthefmore, as a tradeoff of the

optimal path, severe signaling and packet overhead is caused at mobile routers.

"As our solution to these problems, a 'conCCpt for route optimization is proposed which
offers sufficient optimal path for nested mobile networks with minimum overhead. We
define the requirements of route optimization through analysis of different proposals, and

we design and implement a solution to evaluate the effectiveness of our proposal.

1.3 Thesis Overview "

The remaining Chapters of the‘.thésis are orgaﬁized as follows. In Chapter 2, Network
Mobility is described in’ detail, along with an overview of the NEMO Basic Support
protocol and the pfoblems of the NEMO Basic Support protocol, as well as the issues
_surrounding route optimization. Chapter 3 covers the-resaar'c_:h works related in this field
~ and motiv#ibns béhind this research work. Chapter 4 explains and evaluates the proposed
mechanism. Chapter 5 porilpafes our work with other re‘lafad research works. Finally;

Chapter 6 concludes our research findings.



o Chapter 2
Network Mobility
As Internet access bec.omcs more and more ubiﬁuitous, démand for mobility is constantly
increasing. Nowadays, vehicles like cars, trains, plains etc. contain many sensor devices
and built-in computers -which move to_géﬂler and -_ré'qUira accessing Intemst seemingly as
shown in Figure 2.1. In order to satigsfy such demands, the IETF [18] has standardized

NEMO Basic Support Protocol (NBSP) [3], to prowde continuous network connectivity

to a group of hosts moving together

' Access Points

Hobi}e Netuork 1nside vahicies

Nobile Network inside ,‘trg;ns‘;; =
Figure 2.1: Mobile Network inside Vehicles

NEMO is primarily- based on Internet Protocols (iP) and Mobile IP. For this reason, we
first describe all the versions of IP (IPv4 and IPv6) and Mobile IP (MIPv4 and MIPv6).
Finally, we shed lights on NEMO Basic Suppoﬁ protocol, which is based on Mobile IPv6
mechanisms, and Nested NEMO.- '

2.1 Internet Protocol (IP)

The Internet Protocol (IP) [27] is the network layer protoéo] in TCP/IP [30] protocol
sﬁck, which is used to send ‘data from one cdmputer to another computer through the
Internet. Each computér (Icﬁ_own as a host) on the Internet has at least one IP address that
uniquely identifies it from all other computers on the Internet. An application data is first

divided into some -packets called IP packets. Each IP packet has _its source and



destionation I[P addresses in its header. This header is called the IP header of a packet. An
IP packet'is then passed onto the network. If the. destination host resides in the same
network, the IP packet reaches the destination-host directly. A typical IP network has

been shown in Figure 2.2.

Figure 2.2: A typical TP network

Each network connects itself to the Interner through one or more routers, which are
known as the gateways td all thé hosts in t'he.rlletwork. If the destination host of an IP
packet is outside the network, the packet is intercepted by the router. An IP packet can
reach the destination host via mutliple networks, i.e., via multiple routers. There might be
multiple such paths from one host to another host through the Internet. Router helps the
IP packet to go through the best path. Each router in the Internet mainatins a routing table
to keep track of the best path towafd_s_ a destinéti'on. The routers read the destination IP
address and succesively forward the packet to the next router on the best path. The last

router on the path finally passes the IP packet to the destination host.

IP is a connectionless protocol, ‘which means fhat there is no continuing connection
between the end points that are communicating: Each packet that travels through the
Internet is treated as an inde'pend:ent unit of data without any relation to any other unit of
data. Because a message is divided into a number of IP packets, each packet can, if
necessary, be sent by a different route across the Internet. Packets can arrive in a different
order than the order that was used to send them. The Internet Protocol just delivers them.
It's up to another protocol, the Transmission Cdntrol Protocol (TCP), the connection-
oriented protocol that keeps track of the packet sequence in a message to put them back in
the right order. '



2.2 1Pv4 and IPV6

The Internet Protocol has two versions that are actively used in today’s Internet. These
are IP version 4 (IPv4) and IP. version 6 V(:IP'v6_).‘; e '

’

2.2.1 IPv4

The Internet Protocol Version 4 (IPv4) is deﬁned by IETF in RFC 791 [27]. IPv4 has
proven to be robust, easily implemented, and mteroperable. However, initial design of
IPv4 did not anticipate the growftﬁ of internet and created many issues. Security
'requiremcr.lts and routing ﬂéﬁcibili:ty were not defined préperly in IPv4 [2-8]; Many
applications available today that need additional features like as Quality of Ser-vi-ce. (QoS)

[29]. The main limitations of IPv4 are given below.

. Scarcitiz of IPv4 Addresses: The IPv4 addreséing system uses 32-bit address space.
This 32-bit address space is further.classified in A, B, and C classes. 32-bit address space
allows maximum 4,294 967 296 IPv4 add:esses but the prev1ous and current 1Pv4
address allocation practices limit the number of ava11ab1e pubhc IPv4 addresses. Many
addresses which are allocated fo different orgamzatlons were not used and this created

scarcity of IPv4 addresses.

. Secufity Related Issues:'Cbrﬁniﬂnication'over a pﬁbli‘c medium such as the Internet
requires cryptographic services that prdtéct the data from being viewed or modified in
transit. Although a standard now exists for providing security for IPv4 packets, known as
Internet Protocol gecurity or IPSec. But IPSec is not built-in and optional in IPv4. Many
IPSec im;')lcmentations are proprietary. | |

« Quality of service (QoS): Though' IPv4 has Type of Service (TOS) field in its header,
most implementations of TCP/IP as \ﬁell as nearly all hardware that uses TCP/IP ignore
this field and handles all the ﬁackets with the same priority. Payload identification is not
possiblé when the IPv4 packet payioad is encryptéd. IPv4 Option headers, if implemented,
are processed by every router in the path, resulting in the slowdown of the routing process

and making it undesirable to implement optional features.



2.2.2 IPV6

The Internet Engmeenng Task Force (IETF) has developed a su1te of protocols and
standards known as IP version 6 (IPv6) [20] that successfully solved the growth problems
as well as dealt with the long-term._ growth issues such as security, auto-configuration,
real-time services, and tran-sition. [31]. IPv6 ls designed to have minimal impact on uppet-
and lower-layer protocols and to dvoid__ the- random edditioﬁ" of new features. IPv6 has
solved many problems of IPv4 and is superior to IPv4 in many aspects which are

described below.

» Large address space: IPv4 has 32 bit (4-bytej address space, but IPv6 has 128-bit (16-
byte) address space. The very large'IPVG address space sdpports a total of 2% (3.4x10%)
addresses: This large address space allows a better, systematic, hierarchical allocation of

addresses and efficient route aggregation.

» New Packet Format and Header: IPv6 speciﬁes a new packet format that helps to
minimize packet header processmg by routers. This is achieved by moving both

nonessential and optional fields to extension headers that are placed after the IPv6 header.

. Integrated Internet Protocol Securlty (IPSec): Intemet Protocol Security (IPSec) is a
set of Internet standards " that uses cryptographw secunty services to prov1de
Confidentiality, Authentication, Data integrity. The support for IPSec was opt1onal in
IPv4. IPSec is an integral part of thebase protocol suite. in IPv6 and this support is
mandatory in IPv6. - | ' | |

» Extensibility: The features of IPV6 can be cxtended by addmg extension headers aﬂ:er
IPv6 header. The size of IPv6 extension headers is constramed only by the size of the

TPv6 packet,-unlike 40 bytes of options of IPv4. .

2.3 Mobile 1Pv4

Moblle 1Pv4 [1] is.a protocol to ensure movement transparcncy to IPV4 Below is the

terminology defined in the MIPv4 spec1ﬁcat1011



231 Te'rminology

Mobile Network Node (MNN) I _ A R _
A host with capabllmes to move between different access networks while keeping
movement transparency to its upper layers and protocols
Home Network _ R ' _
An MN usually resides when it is not moved to other networks.
Home Agent (HA) ' \
A router which a551sts the movement of an MN res1des in home network |

Correspondent Node (CN)

A node in the Internet w1shes to commumcate w1th an MN.

Home Address (HoA)
An unchangmg address allocated to an MN. -

-~ Care-of Address (CoA) 2o

An address Wthh is acqurred by an MN on the v1s1t1ng link.
Binding Update (BU) ‘
A message is sent by the MN to its HA in order to inform the CoA.

2.3. 2 Protocol Overvrew

Mobile IPv4 (MIPV4) [l] is the protocol by whrch Internet nodes can achleve seamless
mobility. In MIPv4, a moblle node has a permanent home address (HoA) registered on a
home network. When the mobile node is not on its home network, it notifies a router at
the home, network called the home agent (HA) to-forward packets to its new acquired
address called care-of address (CoA) at the forelgn network. When the ‘mobile node is on

its home network, it sends and receives packets dlrectly at its home address.

The MIPv4 protocol allows the -Mobile Node (MN) to retain its HoA regardless of their
point of attachment to the network. While the MN is roaming from one network {o
another network its CoA is changed In this'way,'the CoA correctly identifies the mobile
node’s new point of attachment with respect to the network topology. In Mobile IPv4 the
CoA management is achieved by an entrty called Forelgn Agent (FA) FA is a router
located in the foreign network and configured to receive and forward the packets that are

destined to the MN when the MN has : a _CoA from FA.



Figure 2.3: Architecture of Mobile IPv4

After getting attached with a forelgn network MN obtains a new CoA from correspondlng
FA. This new CoA is reglstered with the HA by sendlng a bmdmg update (BU) message.
In this way, HA knows the current CoA of a’MN in the current foreign network. Packets
" from a Correspondent Node ('CN) destined to the MN is first intercepted by the HA. In
order to deliver the packets from the home network to the MN’s CoA, HA tunnels the
packet to ‘the FA, i.c., HA encapsulates the packet with HA as the source address and the
FA as the destination address. - “After receiving -an encapsulatcd packet, the FA
decapsulates it to get the original packet and forwards it to ‘the MN in its current CoA.
MIPv4 packets from a CN to an MN must go through MN’s HA and this creates a
triangular routing path as shown in Figure 2.3. This triangular }outing adds extra delay in
packet delivery.

s 4 Mobile IPV6  ~ .

Mobile IPv6 [2] is a protocol to ensure movement transparency to a single host.
Terminologies used in MIPV6 are very I_huch common with MIPv4 described in Section

23.1.

2.4.1 Protocol Overview -

Mobile IPv6 allows MN -to _mave around Betw_een different links én the Internet while
being reachable regardless of its attachment point. Without Mobile IPv6-, established

sessions are terminated and the nodes become unreachable after a handoff.



Mobile IPv6 provides a HOA to-each- MN allocated: from the home link of its HA. When
the MN is connected to the home link, it is reachable through this address. When the MN
is away from home, it becomes reachable via a CoA configured with the prefix advertised
on the forcign link. Since TP addresses must be topologically correct, the MN uses this
CoA while away from home. A packet destined to the HoA of a MN is first routed to its
HA and the HA forwards the packct to the CoA. MN can thus malntaln reachablhty with

a unique address even after inovements. Flgurc 2.4 shows the overview of Mobile IPv6
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Figure 2.4: Overview of Mobile IPv6

A MN registers a binding vlﬁetwéén its HoA and CoA with a HA _fo have .packets
forwarded by HA accordingly. Whenever the MN moves to a different access network, it
informs the HA of its new CoA configured oﬁ the link by sending a BU message (1 in
Figure 2.4). When the HA receives this meséagc, it returns a Binding Acknowledgement
(Binding }\ck) to indicate the status of the registratidn (2 in Figure 2.4). If successful, the
HA forwards packets from the CN to this CoA (a in Figure 2.4). Packets from the MN are
tunneled [19] to its HA, where the _HArforwards the packet to the CN.

2.4.2 Binding Cache Management

A HA must maintain a database to manage the MN that it is serving. This database is
called the Binding Cache. An examplc of the entry in the Bmdmg Cache is shown in
Table 2.1. o L o

HoA l : CoA Lifetime
2001:2::2 - '2001:1;:EU164 600

Table 2.1: Entry in the Binding Cache
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Each CoA is bound to an unchanglng HoA. A 11fet1rne value is also maintained to delete

entries when expired. The entnes however are 1ot llmlted to those mentioned in Table 2.1.

2.4.3 Route Optimization Mechanism in Mobile IPv6 |

Since packets are forwarded via the HA the path: can become- suboptimal depending on
the location of the MN, the CN and the HA Such subopt1ma1 path is not preferred
because it brings problems sueh as packet delay, waste of network resources, and causes
heavy load at the HA. As a solution to this problem, Mobile IPv6 introduced a
mechanism known as route optimization to provide a direct path between the MN and CN.

Figure 2.5 shows the details of this mechanism.
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Figure 2.5: Route Optimizatiori in Mobile IPv6

Wheo the MN receives a packet ,forﬁmded from:itsl HA, it triggers to perform route
optimization with the CN. MN’ first proceeds with the Return Routability Procedure
defined in the specification [2] and then sends a BU message to the CN (1 in Figure 2.5).
The Return Routability Procedure enables the CN to obtain some reasonable assurance
that the MN is in fact addressable at its claimed CoA as well as at its HoA. Only with this
assurance, the CN is able to éc'ceptﬁBU message from :the mobile node which would then
instruct the CN to direct that mobile node's data traffic to its claimed CoA. When the CN
receives the BU message, it returns a Binding Ack to the MN (2 in Figure 2.5). After a
successful establishment of the binding between MN and CN, packets are forwarded
directly lising the optimal path with the newly defined mobility headers and routing
headers. The CN must have:the correspondent capab111t1es such as management of the

Bmdmg Cache to perform route optlmizatlon

1



2.5 Network Mobility

The NEMO Basic Support protocol is a’ solution to provide network mobility support in
IPv6 [20] The protocol is currently‘ being standardized at the NEtwork MObility
Working Group (NEMO ‘WG) of IETF.. The WG is taking a step. wise approach to
standardize the basic functlons needed to achieve network mobrhty The protocol is
de51gned based on the expenences gained from standardization of Mobile IPv6, and

therefore many of the functionalities are extensions of Mobile IPv6.

2.5.1 Terminology

Below is the terminology used in network mobility and defined in Network Mobility
Support Terminology [4]- and Mobility  Related Terminology [21]. Some of the
terminologics used are the same with those of MIPv4 and MIPv6 described in Section

2 3.1 and therefore are omitted in this section.

Mobile Network (NEMO)
A set of hosts and routers which moves as an‘entity, between d1fferent attachment
points in the Internet. |

Mobile Router (MR) |
The router within a NEMO that connects the associated network to the Internet .

Mobile Network Node (MNN) . |

~ Ahost which is attached with the MR.

Access Router (AR) S ; - o
A router through whrch the MR cornects the mobile network to the Intemet

Home Access Router (HAR) _

In the home link, an MR is attached with a Home Access Router (HAR) to
connect itself to the Internet.

Foreign Access Router (FAR) -

A router through which the MR connects the mobxle network to the Intemet after
moving to a foreign link.”

Home Agent (HA)

A“NEMO entity that resides in the HAR to work on 1 behalf of an MR while it is
away from the home network HA in NEMO is different from the HA in both
MIPv4 and MIPvé. HA in MIPv4 and MIPv6, works on behalf of a moblle node,
whereas, HA in NEMO works on behalf of a mobile router.

12



Nested Mobile Network .
A state in which a MR attaches itself to -another mobile network in a hierarchical
fashion.
Local Fixed Node (LFN) . _
These nodes do not rnove with respect to the moblle network
Local Mobile Node (LMN) o
These nodes usually rcs1de 1n the mobile network but can move to other. networks.
Visiting Mobile Node (VMN)
These nodes belong to another network but are currently attached to the mobile

. network.

2 6 NEMO Basic Support

In Basic NEMO, a packet from a CN always reaches the HAR first. If the MR is in the
home link, its HAR forwards the packet to the MR normally so that the MR can route the
packet to the destination MNN.

An MR can move from its home network to a foreign network along with all the hosts
associated with it. When a NEMO is away from its home network, an MR acquires a
ternporarf; address from its FAR which is called Care-of Address (CoA). A Binding
_ Update (BU) message is then sent by the MR to its HA in order to inform it the new CoA.
The HA maps the new CoA with MR’s HoA. If an MR is-in the foreign link when a
packet comes from a CN, «corresponding HAR cannot forward the packet to the MR
normally. In this situation, the packet is intercepted by the HA of the MR. The HA then
forwards the packet to the new CoA using an IP tunnel between the HA and the MR. The
HA encapsulates the packet with HA address as the source address and the MR’s CoA as
' the destination address. Then, the HA sends the encapsulated packet to MR’s CoA
through the HA-MR tunnel. Figure 2.6 shows the structure of NEMO basic support

protocol.
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Figure 2.6: NEMO Basic Support Protocol

After receiving the encapsulated packet from the HA, the MR decapsulates it to get the
original packet from the CN back. The MR routes the original packet to the destination
MNN. Now, every packet coming to the MR from the CN is tunneled by the HA of MR
as shown in Figure 2.7.

Figure 2.7: Tunneling in NEMO basic support protocol

2.7 Nested NEMO .

NEMO Basic support also supports nesting of the MRs. In nested NEMO, several MRs
join together in a hierarchical manner and form a tree or nest. Here, top level MR works
as the root of the tree and is called the root-MR. In order to describe how tunneling and
encapsulation occur in nested-NEMO let’s consider a second mobile router MR2 and its

home access router HAR2. If MR2 moves from HAR2 and gets access through MR1,

14



nesting occurs. MR2 acquires a care-of-address CoA2 from MR! and sends a BU
message to its home agent HA2 mformmg thlS CoA2. C0A2 of MR2 1s assoc1ated with
MR1 and default locatlon of MRI is HARI HAZ how assumes that MR2 is now
associated with HARL.

When a CN sends a packet to an MNN of MR2, HAZ first receives it (1 in Figure 2.8).
Since MR2 moves to COA2 HAZ2 encapsulates the packet with HA2 address as the source
address and CoA2 as the destination address. HA2 forwards the encapsulated packet by
creating a bidirectional tunnel between HA2 and MR2. As CoA2 is an address accessed
from MR1 (of HAR1), the encapsulated packet is taking a route towards HAR1 (2 in
Figure 2.8).

Figure 2.8: Two level tunneling in two level nested NEMO

HA1 receives the encapsulated packet through HARI. Since MRI has also moved to
CoAl, HA1 encapsulates the packet again and forwards it to CoAl by creating a second
level tunnel between HAI and MRI1 (3 iﬁ_Figure 2.8). Above two level tunneling and

encapsulations have been demonstrated in Figure 2.8 and 2.9 respectively.
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Figure 2.9: Operation of basic-NEMO for two level nested NEMO

MRI receives the packet at CoAl and decapsﬁlates the second level encapsulation and
forwards the packet, still with the first level encépsulation, to CoA2 (4 in Figure 2.8).
MR2 receives the forwarded packet at CoA2 and decapsulates the first level
encapsulation in order to get the original packet sent by CN back and routes the original

packet to the destination MNN (5 in Figure 2.8).

Figure 2.10: Three level tunneling in three level nested NEMO

Two level tunneling occurs in two level ne_:sting. Now, if a third mobile router MR3
arrives from HAR3 and gets associated with MR2, situation worsens, three level of

tunneling occurs which has been presentcd in Figure 2.10.
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If a CN sends a packet to an MNN associated with MR3, the packet traverses 7 route
© segments as ‘shown in Figuré 2. 11 before reachmg the MNN S

Route segment 1: CN — HA3
Route segment 2: HA3 — HA2
Route segment 3: HA2. — HAL - .
Route segment 4: HA1 — MR1
Route segment 5: MR1 — MR2
Route segment 6: MR2 — MR3
Route segment 7: MR3 — MNN

Figure 2.11: Pin ball routing in nested NEMO

Thus, fer three level of turineiing' the packet traifer;ses'2¥3+1 route segments. Similarly, if
the CN were also behind three level tunnels, the packet needs to traverse 2*(3+3)+1 route
segments. In general, 2(N + M)l+ 1 route segrhents will be traversed by a packet in a
nested NEMO if both the MNN and the CN are behind N and M level tunnels

respectlvely

In NEMO basn: support every packet from a CN is tunneled by every HA in the
hierarchy. Tunneling creates sub optimal routing or pin ball routing. This route sub-
optimality problem worsens as the number of nesting level grows. As an effect of
tunneling, network throughput de'cfeases, end-to-end network delay increases, and the

network overhead increases.

Multiple encapsulations in'nested NEMOI also cause delayed packet delivery dividing the
original encapsulated packet into multiple packets if the packet size of the original
encapsulated packet is beyond the 1link-MTU. When a HA manages several MRs, the HA
of the MR will be overloaded by MNN’s packets when many MNNs exist. Susceptibility

17



to link failure and the instability of network connectlon are also indirect consequences of

route sub-optimality. For these reasons route: optxmlzatlon is 1mp0rtant in nested NEMO

2.8 Summary

In this Chapter, we have dlscussed the Internet ‘Protocol along with its most popular
versions IPv4 and IPv6. We have covered the hmltatlons of IPv4 and relatlve supenorlty |
- of IPv6 over TPv4. Both IPV4 and IPv6 prov1de host mobihty suppott through MIPv4 and
MIPV6 respectively. We have presented the NEMO basic support protocol, an extension
from MIPv6, to support netwerk mobility. We have described NEMO and nested NEMO
. in details with exemples and their limitations.- We saw that the sub-optimal r-,outinrg is
applied due to tunneling/encapsulation in basic-NEMO. To overcome these limitations,
many research works have been co_nducted.‘ In the next chapter, we will ,diseuSs those

research works.
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~Chapter 3
Related Works

Route optimization is one of the major challenges in both nested and non-nested NEMO.
Figure 2.11 in Chapter 2 gives an example of this probleni. Currently route optimization
schemes in NEMO have been discussed at the NEMO working group in the IETF and at
various conferences. Some of the rése'a-rch works have also been discussed.in' survey
paper [71] and [72]. In recent ycars, numerous solutions have been proposed to tackle
route sub-optimality in NEMO networks. Mény solutions only focus on non-nested
NEMO. Examples of these schemes include the optimizéd route cache management
protocol (ORC) [6] and the Global HA to HA protocol [7]. This Chapter, however, deals

with schemes specifically for enhancing the nested NEMO scenario.

3.1 CUIP |
Cellular Universal 1P (CUIP) [8] [9], a mobility scheme, proposes a hierarchical network

architecture using universal TPv6 addressing to eliminate tunneiing. The concept of
universaltaddressing is borrowed from the traditional mobile phone communication,
which allows an MNN to be addressed anywhere with a single phone number. CUIP also
allows an MR as well as an MNN to be addressed and loééted universally by a single
IPv6 address. An MR does not need to acquire a CoA when traveling to a foreign network
and thercfore does not need to register the CoA with the home network for its

movements. Network architecture of CUIP is shown in Figure 3.1 quoted from [8].
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Figure 3.1: Network Architecture of CUIP
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CUIP organizes all the MRs in a hi'erari.:h.y.‘ There i.s'a root MR'thz.it ﬁfst dividés a network
into some sub networks. Each sub network can-be further divided into smaller networks.
For this reason, in CUIP, the é.ddress space covered by an MR is always the subset of the
address space covered by its I:Jp.pc.r level MR, o

In a hierarchical _rlét\irork'rstfu_(:t'ure, all handoff scenarios. ust ,‘cénsist of exactly one
Cross-over router (COR) bctweén the préVious route and the new route, where the COR is
defined as the router at the fdrkin‘g point of the two routes. After handoff, only the routers
on the new route and the previous route, up to the COR of this handoff (home or new),
need to be updated by CUIP. The handoff is therefore transparent to the rest of the
network beyond the COR, including the Internet and the CN. The concept of COR in
CUIP has been shown in Figure 3.2 quoted from [9]. In addition, the handoff is coinpleted
as soon as the new route is upde_xted. The routers to be updated for handoff are along the
data path. Therefore, signaling can be piggybackcd on outgoing data packets for more
efficient handoff, particularly for real-time aﬁplications with continuous stream of data
packets. 'i'he signaling delay is therefore proportional to the time interval between two
consecutive data packets. That is, the ,signalingd'elay‘scales naturally with the blackout

delay requirements of the data stream.

" _internet

Figure 3.2: Concept of COR in CUIP
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Tunnehng is not requ1red because of the use of unlversally umque IP address before and
after the movement of an MNN or MR Furthermore in CUIP the work load of the
handoff operation is distributed throughout the entire network, and thus there will be no
single-point-of-failure. However CUIP is not effective in the Internet, because of its non-
hierarchical arch1tecturc A radical change 1s necessary in the present Internet
infrastructure -to make it hlerarchlcal in order to 1mplement CUIP Whlch is qunte

infeasible.

3.2 MANET

In Mobile Ad-hoc Network (MANET) [10], a c_ollcction of nodes, connected by wireless
links, form an arbitrary, dynamic g'raph. Two classes of ad-hoc routing protocols have

been proposed: reactive and proactive.

Reactive protocols, such as DSR [11] and AODV [12], discover and maintain routes only

when they are required by using a request reply flooding cycle.

~ The Dynamic Source Routing protocol (DSR) is a simple and efﬁcient routing protocol
designed specifically for use in multl-hop w1reless ad hoc networks of mobile nodes. DSR
allows the network to be completely self-orgamzmg and self-configuring, without the
need for any existing network infrastructure or administration. The protocol is composed
of the two main mechanisms of “Route Discovery” and “Route Maintenance”, which
work together to allow nodes to discover and maintain routes to arbitrary destinations in
the ad hoc network. All aspects of the protocol operate entlrely on demand, allowing the
routing packet overhead of DSR to scale automatlcally to only what is nceded o react to

changes in the routes currently in use.

The Ad hoc On-Demand Distance Vector (AODV) routing protocol is intended for use by
mobile nodes in an ad hoc nctw0rk It offers quick adaptation to dynamic link conditions,
low processing and memory overhead low network utilization, and détermines routes to

destinations within the ad hoe network. AODV based Toute optmuzatlon is applied in [65].

On the other hand, proactive protooola including OLSR [13][35], ONEMO [16], NNRO
[67] and DESMERO [14] always maintain routes to each destination through perlod1c

" advertisements.
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Optimized Link State Routing (OLSR) protocol for ‘mobile ad hoc networks is an
optimization of the classical link state aléoritlﬁn tailored to the requirements of a mobile
wireless LAN. The key concépt used in the protocol is multipoint relays (MPRs). MPRs
are selected nodes which forward broadcast messages during the flooding process. This
technique substantially reduces the message overhead as corﬁp'ared to a classical flooding
mechanism; whe're- évery node retransmits eéch message when it receives the first copy of
the message. In OLSR, liﬁk state information is generated only by the nodes elected as
MPRs. A second optimization is achieved by minimizing the number of control messages
flooded ip the network. As a third optimization, an MPR node may chose to report only
links between itself and its MPR selectors. Hence, as contrary to the classic link state
algorithm, partial link state iﬁformétion is distributed in the network. This information is
then used for route calculation. OLSR pfovides optimal routes (in terms of mumber of
hops). The protocol is particularly suitable for large and dense networks as the technique

of MPRs works well in this context.

Figure 3.3: Network Architecture of OLSR Route Optimization

Ryuji Waidkawa et. al. in [15] and [16] proposed to use OLSR ad-hoc routing protocol in
order to make an intelligent- forwarding decision by an MR in a nested NEMO if the
destination is found to be local. In this case, a route to the destination can be established
through the ad-hoc network constructed by the source and the destination MRs. The use
of ad-hoc network routing protocol bypasses the HA from the routing 'path, i.e.,
eliminates the tunnel between the MR and HA. Alternatively, if the destination is not
local, data will -be routed through the HA, where basic NEMO tunneling and

encapsulation will take effect.
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3.3 S-RO

In‘ order to remove tunneling and éhcapsulafion, netwérk prefix binding updates (NPBU)
of nested NEMO are used in research work S-RO- [17]. When an MR in NEMO receives
an encapsulated packet, it removes t_h'e' §rl1lczl1'psulat'ion"and' sends a binding update to the
original packet seﬁder. The original sender address can be obtained from the source
address of the decapsulﬁted packet. In case bf nested NEMO, a sender might be an HA of
an upper level MR. In the binding update message, the MR sends its CoA in the foreign
network. The sender node caches the CoA and uses it as the loose source route to deliver
tile future packets to the destination avoiding the tunnel. Loose source routing is used to
route the internet datﬁgraﬁm based on information supﬁlied by the source. Functionality
provided by these options can be exploited in order to perform remote network discovery,
to bypass firewalls, and to achieve pécket‘ amplification for the purposes of generating

denial-of-service traffic.

Figure 3.4: Architecture of S-RO

In loose source routing, the Routing header co_htains a list of one or more intermediate
nodes to be visited on the Way to a packet's destination. All routing headers start with a
32-bit block consisting of four 8-bit fields, followed by routing data specific to a given
routing type. The source node does not place the ultimate destination address in the IPv6
header. Instead, that address is the last address ‘listed in the Routing header, and the IPv6
header contains the destination address of the first desired router on the pat};. The Routing

header will not be examined until the packet reaches the node identified in the IPvé
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header. At that point, the IPv6 and Rbliting h'eader_‘centents are updated and the packet is
forwarded. The update consists of placing-the next address to be visited in the IPv6

header and decrementing the Segmentations Left field in the Routing header.

In a nes-‘ced-NEMO, a CN obtaiﬁs rthe ch' of:‘ eéeh" intennedi’ate MR in the nest
successively after repeating the abeve mentioned 'Steps. The number of repetitions
depends on.the number of levels in the nest. Finally, CN sends packets to the destination
in the foreign network using all the CoAs as the 'leose source route avoiding multi level
tunneling and encapsulation. However, too many BU message transmissions are needed
in'this scheme to avoid all ‘the levels of thnﬁeling and encapsulations, And too many
CoAs are needed to be used as the loose seurce routes after removing the tunnels. This

increases the packet header size significantly.

Like S-RO, Path Control Header (PCH) is used in [62], where the CoA of the MR is
inserted into packets by the corresponding HA when a packet travels from an MNN to a
CN. After passing through all the HAs, the header of the packet contains the CoAs of all
MRs in the hierarchy. Path control is achleved by a specific router. They propose to use a
specific router in the CN side that can be an access router or any router through which CN
connects to the Internet. This router may be called correspondent router (CR). CN will not
involve in route optimization process. CR w111 cache all the CoAs. When CN sends
packet to an MNN, packet will be intercepted by the CR and CR will insert the CoAs into
the packet heade;. Then the CR Will create a tunnel between CR-MR. Here MR is the top
MR. Therefore, all the HAs 'are_bypassed in this scheme.- Instead of HA-MR tunnel, this
scheme uses CR-MR turmel that is optimized compare to _HA'-MR tunnel.

In xMIPv6 [63], MRs send BUs containing CoAs of MRs above it to their corresponding
HAs. An MR obtains CoAs of MRS above it from the MR to which it is attached through
router advertisement (RA). They introduce a new nested care-of address option (NCO) in
the packet header during RA. NCO is used to carry sequence of MR’s CoAs in the header.
Except additional NCO option in packet header in this scheme, optimization process-and

packet roiiting are exactly the same as S-RO.
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3.4 ROTIO | o

To get optimized route in nested mobile networks Tree Information Option (TIO) [41] is
used in research work named Route Optlmlzatlon usmg Tree Informatlon Optlon
(ROTIO) in [26] TIO is based on Nelghbor Dlscovery protocoI for IPv6 [40] IPv6 nodes
on the same link use Nelghbor Dlscovery to discover each other's presence to determme
each other's link-layer addresses, to find routers, and_ to _mamtam reach-ability information

about the paths to the active -neighbors.' B

In a nested mobile network, multiple MRs form a tree like structure in which the top MR
is ealled. the rtop level mobile-router (TLMR). Regular router Edvel'tisement (RA) message
are sent from each MR in the tree. RA message contains TIO option and xTIO sub-option
as shown in Figure 35 quoted from [26] When an MR forwards RA message, it appends
its CoA in the xTIO sub-option. If an MR receives an RA message without the xTIO
option, the MR (Wthh is the TLMR) detects that it is posmoned at the top-level of -the
¢ntire mobile network and inserts the TIO option with its HoA into the TreelD ﬁeld If an
MR receives the RA message with this TIO option, the MR can deduce that it is not the
TLMR. Each MR appends its CoA into the XTIO optlon and propagates the RA message
downwards. By listening to this RA message, MRs can maintain an MR list, that stores

the list of CoAs of all the ancestor MRs (for the TLMR, its HoA is stored).

0 16 ‘ 3
Type | Length - |GiH| Reserved
Preference : _ BootTimeRandom
TreeDepth | TreePref. | TreeDelay .
Pﬂhblgﬁt : > TIO

TreelD

L

_ Address{0] . '

. Y xTIO
lMdfess[l]

~ Figure 3.5: Tree Information Option and xTIO sub-option

-~
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In ROTIO scheme, each MR in the nesfed mobile network sends two BU messages: one
to the MR’s HA and the other to the TLMR. The first BU message contains the TLMR’s
HoA. MR’s HA receives the BU message from the MR and maps MR’s HoA with the
TLMR’s HoA.'The sec';ond. BU mess'z;ge contaiﬁs routihg infofmaﬁon between the issuing
MR and the TLMR. This BU message contains the HoA and the CoA of MR, and the list
of all the MR’s CoA between the TLMR and i 1ssu1ng MR. TLMR maps the list of all the
MR’s CoA with the HoA of the 1ssu1ng MR.

1. BindIng Cache
|HOA g PHOA

Binding Cache

HOA ngn~? CORGap

Bindimg Cache
Hmc\m-}cm' "y

HOM g
(COA gy, COA mQ}

, Saurce Reuting from TLMR to MR3
Hofpgs? . Ly R

(Coh iy, CoAmv

: Conm}

C:@ Original Packet

Enca psulated once

” Encapsulated twice

Figure 3.6: Routing a packet from CN to MNN in ROTIO

Packet transmission in ROTIO scheme has been shown in Figure 3.6 quoted from [26]. A
CN sends a packet destined for an MNN of MR3. Packet is received by MR3’s HA.
MR3’s HA encapsulates the packet with itself as a source address and TLMR’s HA as the
destination address aﬂd'forwardsthe. packet by creating a tunnel beiween MR3’s HA and
TLMR’s HA. TLMR’s HA will receive én enégpsulated packet and will encapsulate the
packet again with itself as the source address and TLMR’s CoA as the destination
address. TLMR’s HA will forwarﬂ the packet to the TLMR by creating a second tunnel
between TLMR’s HoA and TLMR’s CoA. TLMR will receive the double encapsulated
packet from its HA in its foreign link. It will decapsulate the second encapsulation and
will forward the single enéapsulatgd packet toﬁards MR3 using the list of the CoAs of
MRs in the tree as source routing. MR3 will receive an encapsulated packet, it will

decapsulate the packet and will forward the original packet to the MNN. Therefore, a
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packet from a CN only needs to V151t two tran51t nodes (thc HA of the MR and the
TLMR). If the level of nesting increases, number of mnnclmg/cncapsulatlon isn’t
increasing. Only two levél of tunnelmg ex1sgs_, regardless the number of nesting levels in

the mobile networks. .

ROTIO scheme scems _simiiar td oﬁf—.schcmc, however, in this scheme, MR sends two BU
messages; one to the MR’s HA and other to the TLMR’s HA where our scheme sends
only one BU message to its HA. Because of two CoAs ROTIO needs to crcate two
" tunnels by the MR’s HA and. TLMR’S HA, whereas our scheme doesn’t require any
tunneling by any HA. In ROTIO,_ router advertl_scment is necessary, which is not allowed
in basic-NEMO. |

For higher nesting levels ROTIO scheme has higher header overhead that consumes more
bandwidth which is scarce in wireless- environment. Moreover, it can’t eliminate the

tunnels completely.

3.5R-BU

Recursive Binding Update (R-BU) [22] scheme is proposed to search Binding Cache and
send Binding Updﬁté messages recufsiﬁvcly_tq_offerr an optimal path. The solution enables
Mobile IPv6 hosts to perform route optimizatidﬁ in nested ﬁlobilc networks. However, it
has a drawback, constructiné the optimal rotite ‘require.s mul_tiple Binding Updates where

the number increasing as the level of the nesting increases.

3.6 RRH

The Reverse Routing Header (RRH) [23][32] provides route optimization support for
nested mobile networks, however, it can sometimes be suboptlmal when the
correspondent node is also nested. For example, if both end nodes are located behind two

distinct nésts, the path includes two HA which can still cause crucial delay in packets.

3.7PD

The Prefix Dclegatlon (PD) [24] [34] is proposcd as a solution to enable Mobile IPv6

hosts to perform its route optimization when attached behmd MRs. The use of PD is also -
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proposed'by [25], [33] and [36]. Prefix of the foreign nefWork is delegated inside the
mobile network. Moblle IPv6 Route Optlmlzatlon for NEMO (MIRON) [37][44] was
proposed to prov1de moblhty support toa mob{le node in nested case based on MIPv6.
NERON [38] and EMIP [39] were also proposed based on MIRON. Some variations of
PD are also used in [42][43][46] and [47]

In these approaches, each MR in a nested mobile network is delegated a Mobile Network
Prefix (MNPjrfrorn the AR -using-DHCP Prefix Delegation [45]. Each MR also auto-
configures its CoA from this delegated prefix. In this way, the CoAs are all formed from
an aggregated address space starting from the AR. This is used to eliminate the multiple
tunnels caused by nesting of mobile nodes. A MNN with MIPV6 functionality may also
auto-configure its CoA from this delegated prefix, and use standard MIPv6 mechanisms

to bind its HoA to-this CoA.

Delegatlon approach is simple but exerts additional load on the mfrastructure due to
higher signaling. How to efﬁc1ently as31gn a subset of MNP to ch11d MR could be an
issue because MNNs may dynamically join and leave with an unpredictable pattern. In
 addition, a change in the point of attachment of the top MR will also require every nested
MR (and posmbly V1s1t1ng Mobile- Nodes) to change their CoA and delegated prefixes.

These will cause a burst of BU messages

However, in order for the MIPv6 enabled nodes to perform their route optimization, not
only the -‘MRs but also the access routers must support' the PD protocols. "As it is

impossible to replace all existing access routers, the solution is hard to deploy. -

3.8 Hierarchical

MR/MNN joins in forelgn lmk in a hlerarchlcal manner in [49][50] and form a tree like
structure Jike ROTIO and ONEMO dlscussed in Section 3. 4 and Section 3.2. These are
not hierarchical network, but joins in hierarchical manner in fore1gn link. In the
hierarchical class, a packet rather than traveling fhrough all the HAs, reaches the foreign
network either from MNN’s HA (first- HA) or tr‘aveling‘ only through the HA of tne MNN
and TLMR. Unlike delegation‘-based approach, an MR does not send its CoA to CNs. MR
sends TLMR’s CoA or HoA to HA. CNs use MNN’s HoA to send packets to an MNN.
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Packets, sent by a CN to an MNN, reach MNN’s HA that tunnels the packets to TLMR’s
. CoA or HoA. Packets, tunneled to .CoA, d1rect1y reach the foreign network where as
packets, tunneled to HoA reach TLMR s HA that tunnels packets to TLMR. On reachmg
TLMR, packets are routed to MNN by successive MRs that maintain a list of CoA of
MRs mapping with HoA of MNN.

- The schemes in this class mainly di'ffer from in the use of TLMR’s CoA or HoA for
tunneling, techniques. to convey TEMR’s address to MRs, and routing of packets inside
_ mobile network resulting in differencle‘s'in rsigna‘ling, .mernory requirement and degree of
RO. Moreover, dependrng on the use of HoA or-CoA of the TLMR, the number of
tunnels used for commtmication differs among the schemes; the number of tunnels affects
the degree of RO and header overhead. These schemes have the disadvantage of packets

going through one or two tunnels, resulting in near optimal route and header overhead.

RO for nested mobile network in local mobility domain using local mobility anchors or
LRO [48] uses a prefix that is advertised to all MRs through extended RA. MRs obtain
CoA from the prefix, and send BU to its HA. Another BU is sent to Local Mobility
Anchor (LMA) containing entries such as CoA, HoA, MRs home prefix and address of
HA;' therefore, LMA performs loctrtion management elong with HAA packet, sent from
CN to Local Fixed Node (LfN-), reaches LFN’s HA that tunnels the packetr to MR. The
packet reaches the LMA that forwards the packet to MR through intermediate MRs and
routers that already have all‘the'MR’s CoAs_and HoAs. Therefore, the scheme can

provide a near optimal way but involves one tunneling in all-cases.

In the research works [49], [50] and [66] like ONEMO MRs obtain the préfix of the
foreign network through extended RA, and send the prefix (through BU) to the Mapping
Agent (MAs) which acts (e.g. performs location- management) like the HA. MAs intercept
the packets that are sent by CN to MNN, reolace the prefix of the destination address with
the prefix of the foreign net\srork, and forward the packets to the MNN. Unlike o‘ther
schemes in this class, packets reach TLMR through MA (therefore, near optimal route).
TLMR forwards the packet inside"th_e_mohile network after restorrng the prefix of the
destination address to MNN’s prefix. The scheme requires iﬂereased signaling to update
all MAs. Similar approach is used in researeh works RIPng [51] [53}, HMNR[52],
- ROAD[55} and HMSRO [So] [54]. and: require a single tunnel only. Moreotrer, memory
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requirement is high due to TLMR’s traekmg of all the MNN s preﬁx to forward paekets

inside the mobile: network

Optlrmzatlon usmg Preﬁx Informatron Optlon (ROPIO) is proposed by [58], TLMR’s
prefix and CoA are advertlsed (using PIO) to nested MRs. Nested MRs send one. BU
messagé containing its CoA to TLMR, and another containing TLMR’S CoA to HA.
Thus, HA and TLMR in.c.ombination keeps track of MR’s location. Packets sent from CN
reaches HA that tunnels packets to TLMR. TLMR decapsulates and tunnels the packer to
the nested MR, ' |

N

In Hierarchical Mobile Network Binding (HMNB}) [57], MRs send TLMR’s HoA (instead
of CoA) to respective HAs. Thus MRs don’t need to send any BU when the TLMR
changes network, resultmg in less 51gna11ng Disadvantage of thls scheme is packets
traversal through two tunnels. The scheme in [59] proposes ‘similar approach with one

additional tunneling.

3.9 Host Identity Protocol

Host Identity Protocol (HIP) [60] supposts mobility for hosts, and is used for NEMO in
the scheme proposed by [611 ]- In HIP, each host uses a uniqueaddress at upper layers, and
location changes are managed transparently at HIP or lower layers. At the start of
communication in HIP, hosts (one may be an MNN) establish a key that is used for
location update. Basic principle of HIP-bas‘ed NEMO is the use rof the key to authorize
MR- to perform location update on behalf of MNNs. Authorization takes place when an
MNN joins the mobile ‘network;'irf nested NEMO,'authoﬁzation is performed at various
levels and requires high signaling and high memory. Major disadvarrtages of this scheme

are difficulty in wide deployment due to the requirement of HIP in hosts,

3.10 Wide-Area IP Network Mobility

Wide-Area TP Network Mobility. (WINMO) [68] uses_rBorder Gateway Protocol (BGP)
[64] for network mobility, where the AR, upon attachment of a mobile network, initiates
a BGP update announcing the prefix of the mobile neﬁvork in the Internet. But this may
result large routing tables and large number of update messages because of the movement

of a large-number of mobile networks.
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3.11 Mult1ple HA-based RO

Multiple P2P connected HA-based RO [69] proposes deploymg mu1t1p1e HAs that know
each other’s 1nformatlon using P2P [70]. A’ mobile network has a home HA; but can
register with‘an-y HA to meet certain penfonnance criteria such_as a limit for round . trip
time. To find a closer HA, an MR'sends a.sp-ecial BU to its home HA that responds with a
list of HAs closer to current locatlon of the rnobtle network in terrns of the performance
crltena MR selects an HA obtalns a HoA and reg15ters with the selected HA. After'
reglstratron HA initiates a BGP update among routers within the network to install the

mapping of HoA to CoA. These routers tunnel the packet to the mobile networks.

3.12 Summary

In this Chapter, We have presented several route optlrmzatlon techmques for nested '
NEMO such as CUIP local ad-hoc routing based optlrmzatlon S-RO, ROTIO Many
other vanants of route opt1mlzat10n schemes such as RRH,. PD, PCH, BGP, hierarchical
etc. have also been presented.. Some of them prov1de route opt1nnzat1on for simple
NEMO only and some works can provide part1a1 route optimization for nested NEMO.
Some proposals are lnmted to intra domain routing only or not apphcable to a.regular
non-hierarchical network Some of them need to transmit too many BU messages or
| packet transmissions before getting optimal route and increase header overhead. For this
reason, a globally efficient route optimization technique, which will be able to eliminate
tunneling, in NEMO and nested NEMO, applicable to hierarchical/non-hierarchical
- network, effective. for both intra and inter domain routing, and requiring minimum
number of packet transmlssiOns to provide optirniZe route, is still a research issue. In the

- next chapter, we will present such a route optimization technique.
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“Chapter 4
Proposed Route Optimization Scheme for nested-NEMO

4.1 Introduction

In this’ Chapter we. will present. our proposed Route. Optlmlzatlon scheme We will
describe the network architecture of the scheme in Section 4.2 for NEMO and nested- :
NEMO. In Section 4.3, we will describe our proposed optimization technique with routing

table structure, optimization signaling and packet flow in detail.
4.2 Network Architecture

In our proposed scheme, we assume a NEMO like the basic-NEMO comprised of some
mobile nodes or MNNs and a mobile router or MR, Like the basic-NEMO, our NEMO
gets access to the Internet through the MR and a home access router or HAR when it
resides in-its home location. MR gets a hornc address or HoA from its HAR. An MNN in
our NEMO is accessible from the Internet through its MR’s HoA. Our NEMO can move
from -its home network to a forelgn network as a whole with its MR and all of its
associated MNNs. When it is moved to a foreign network MR connects all of its MNNs
to the Internet through a foreign access router or FAR. MR gets a care-of address or CoA
from the FAR in the foreign network L1ke ba51c-NEMO our NEMO uses a HA in its
HAR and updates its MR’s new CoA in the forelgn network to this HA by a binding
_-update or BU message HA maps the CoA of the MR: with its HoA. Like basic-NEMO, .
the first packet from CN reaches MNN through a tunnel between HA and MR. However,
the rest of the packets from CN reach MR directly due to our route optimization
mechanism. MR forwards these packets to the MNN. Figure 4.1 shows the network
architecture of our simple-NEMO. | '
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Figure 4.1: Network architecture of proposed scheme for a simple-NEMO

Like regular nested-NEMO, we assume an MR can attach with another MR and form a
nested-NEMO Like regular nested-NEMO bottom-MR in our nested-NEMO gets access
to the Internet through the top MR. Moreover, we assign the top-MR to work as the root-
MR for this MR-tree. We use the CoA of this top or root MR as the root-CoA for all other
MRs under it. All the 1ntermed1ate as well as the bottom-MR get a CoA from its
immediate upper level MR in the foreign network. They also get the root-CoA from the
upper level MR. Unlike the regular nested-NEMO, the bottom-MR in our scheme sends
the root-CoA instead of its'regula;; CoA in the foreign network to its HA by a BU
message. The HA of each MR under a root-MR maps the root-CoA instead of the regular
CoA with the HoA of the MR. All the lower level MRs pass their associated network
addresses to the upper level MR. In regular nested-NEMO, gach MR only knows its
directly attached network addresses. However, each MR in our scheme knows its own

network addresses as well as the network addresses associated with all other MR under it.

In a regular nested-NEMO packets from CN reach an MNN associated with the bottom
MR through multiple tunnels between multiple HA and MR pairs. Unlike regular nested-
NEMO, t‘he first packet from CN reaches the same MNN through only one tunnel
between a HA and rocl)t-MR. After route optimization, the packets from CN directly reach
root-MR and root-MR forwards the packets to the MNN The typical network architecture

of a nested-NEMO assumed in our scheme is shown in Figure 4.2.
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Figuze 4.2: Network architecture of-proposed scheme for a nested-NEMO

4.3 Optimization Technique

In this research work, we pi'opose a néw route-optimization scheme for nested-NEMO to
solve the tunneling problem easily. In Fhis.scheme? we propose to use two CoAs, local-
CoA and.root-CoA, for each MR. .Here, the lobal-CoA of an MR will be its own CoA
while the root-CoA of an MR will be the C6A of the root-MR in the nest. Like basic
NEMO, we use the tbp MR in the nest as the root-MR. For the root-MR these raotQCoA 7
and local-CoA will'be same. When an MR is getting attached to a higher level MR, we
propose the higher level MR to pass the root-CoA to the newly attached MR and the
attached MR to pass all of its associated'network addresses to the upper level MR.

Figure 4.3(b) shows the root-CoA and 10§_:al-(_jc_>A of MRIV, MR2 and MR3 of Figure

4.3(aj. Figure 4.3(c) shows the cdﬁesponding networké that are homed at the MRs in the
MR ftree. | e
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Flgure 4.3: (a) A three level MR tree, (b) root-CoA and local- CoA addresses,
(c) Associated network addresses
We also propose to use two types of entries in- the routing table in each MR: leed and
Visiting. Fixed part of the routing table will have the entries for the networks that are
homed at the MR. Visiting part of therr'oruting' table will have the entries for the networks
~ that are temporarily attached with all the mobile routers in the sub tree rooted by the MR.

Routing Parts - Destination Networks . | = Forwarding
' B Interface/Network
nl _ nl
Fixed ' '
Visiting : 1 n2 - MR2’s CoA
n3 . | MR2’s CoA

(a) MR1’s (root-MR) Routing Table

Routing Parts Destination Networks Forwarding
I ‘ Interfaces/Networks
n2 ' n2
Fixed
e T ~MR3’s CoA
-(b) MR2’s Routing Table

5 -



Routing Parts - - | Destination Networks Forwarding
: D - _ Interfaces/Networks
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- (c) MR3’ sRoutlng Table

Figure 4 4: Sample Routmg Tables of MRs of Figure 4.3

If an MR leamns about temporanly attached network addresses from a lower level MR; we
propose fhe MR to enter these network addresses mapping to the iocal-CoA of the
correspondmg lower level MR in.the visiting part. of its routmg table and pass these
temporarﬂy attached network . addresscs to its higher level MR and this process to
continue successively up to the root-MR. In this way, the root-MR will eventually learn
about all the associated and visiting network addresses in the MR tree and update its
routing table as shown in Figure 4.4. All the MRé will also learn the root-CoA. Once the.
attachment process is complete, we propose each MR to send a binding update message

to-its corresponding HA .Wé propose. the binding 1_1pdafc mcssag'e to pass the root-CoA |

information to HA instead of local-CoA information as shown in Figure 4.5.

MR1(CoA1) - MR2(CoA2)
7 §Cok2 |DiCoat | hethork
-

Figuré 4.5: Routé optimization signaling for a two level nested NEMO

In our scheme, when a CN wants to communicate with any MNN associate(i with a lower
- level MR, like regular NEMO, the first packet will reach the HA of that lower level MR.
The HA of the lower level MR will encapsulate the incoming packet. However, unlike
regular NEMO, it will forward the packet to the root-CoA instead of its local-CoA. After

"receiving the encapsulated packct.‘\ the root-MR will first decapsulate“the packét and

L]
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forward the decapsulated packet down the tree using corresponding local-CoA. The root-

MR will get the local-CoA associated with 't_he destination of the decapsulated packet
from the visiting part of its routing table. At the same time, the root MR will send a
bmdmg update message to the. CN in order to pass root: CoA mformatlon to the CN.

Above packet transmrssrons have been shown in Frgure 4.6.

MR1(CoA1)

MR2(CoAZ2) MNN

m Dal!
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- : ‘ - : > >

E

Figure 4.6: First packet flow of a two level nested NEMO .

We propose the CN to send successive packets‘ to the destination using the root-CoA as
the loose source route. Each successive MR ‘in the tree will forward the packet to its lower
fevel MR’ by using the associated local-CoA from the visiting part of its routing table.
Fmally, the last MR or the MR of the destination MNN will receive the packet and will
delivér it to the MNN. These optimized packet transmissions process have been shown in

. Figure 4.7.

e
HA1 MR1(CoA1)
|

—{s;m D:MNN.| Cata s ’ S
. |

MR2(CoA2) - MNN

: -
Figure 4.7; Path flow for a two level nested NEMO

Thus, applying the proposed scheme, tunnehng can be completely removed from the

nested NEMO in a smgle step using only one binding update message. This proposed
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route optimization scheiné v}ill also work for 'ﬁqn-né.stéd NEMO. A non-nested NEMO is

in fact a special case of nested NEMO, where the root-MR is the 0n1y,MR in the tree.

4.4 Summary

We have presented our route optimization scheme for nested NEMO in this chapter.' We
have discussed the routing table stru.ctlirc and packet signaling in different steps during
route optimization. We evaluate the scheme‘in the next chapter with a case study of three
level nested NEMO. We will also provide the proof of the scheme by mathematical

induction.
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| Chapter 5
Evaluation of Preposed Route Optimization Scheme

5.1 Introduction

In this Chapter, we evaluate our Route -Opti_mization scheme. In Section 5.2, we will
describe a case study to show that the proposed solution solves the tunneling problem and
provides an optimized route in nested NEMO. We will also proof the technique by
mathematical induction, In Sectlon 5.3, we will compare our- presented route optumzat:on

technique with few other research works to show the greatness of our scheme.

5.2 Case Study

We first proof the effectiveness of our route optimization scheme using a three level
nested NEMO. In this scenario, let a m0b1le router, MRI moved from its home access
router, HAR], to a forelgn access router FAR. MRI acqulred a care- of-address CoAl
from FAR and sent a BU message to its home agent, HAI, informing this CoAl. So, HA1

became aware of the movement of MR1 as well as CoAl of MR1.

Anidiant

s nl

Flgure 5.1 Movement of MR1 from HARl to FAR

Let another mobile router, MR2, moved from its home access router, HAR2, and gets
attached with MR, i.e., a two level nesting occurred. MR2 acquires two CoA from
MRI1. One is the toot-CoA that is the care-of-address of MR1, i.e.,, CoAl, and the
other one is the 10ce11-CeA that is MR2’s own care-of-address from ‘MRI, ie., CoA2.
MR2 passes its associated network addresses (n2 ih Figure 5.2) to MR1. MR1 maps
MRZ2’s associated addresses with the CoA2 in its visiting part of routing table. Also,
MR2 sends a BU message to its home agent HA2 informing the CoAl.



_Illtn'l‘l.l Yol

Figure 5.2: Movement-of MR2 from HAR2 to MR1

Let a thifd mobile router, MR3, moved from its home access router, HAR3, and got
attached with MR2, __i.e., a three level nesting occurred. MR3 acquired two CoA from
MR2. One is the root-CoA that is the’-care-'of-addre.ss of MR1, i.e., CoAl, and the other
one is the local-CoA that is MR3’s owﬁ care:-of-address from MR2, i.e., CoA3. MR3
passed its associated network addresscs (n3) to MR2. MR2 mapped MR3’s associated
network addresscs to CoA3 of MR3‘and entered this information into the visiting part of
its routing table. Successively, MR2 passed MR3-’5 associated network addresses to MR1.
MR1 mapped MR3’s associated nietwork addresses. to CoA2 of MR2 and entered this
information into thc visiting part of its rdufcing table. MR3 also sent a BU mg:ssag'e to its

home agent HA3 informing its root-CoA, i.e., CoAl.
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Figure 5 3: (a) Movement of MR3 from HAR3 to MRZ2, (b) root-CoA and local-CoA
. addresses of MRs ,
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The movements of MRl MR2 and MR3 have been shown in F1gure 5.1,5.2,and 5.3
respectively. The routing tables of MRI, MR2 and MR3 after the completion of the
attachment in the foreign link have been shown in Figure 5.4.

Routmg Parts Destination Networks Forwarding.
' ' oo .. | Interface/Network |
- Fixed nl nl
‘el n2 CoA2
Visiting 3 CoA2
~ (a) MR1 s (root-MR) Routing Table
Routing Parts Destination Networks JForwarding
‘ I o ' Interfaces[Networks
'Fixed n2 n2
Visiting n3 - CoA3
(b) MR2’s Routing Table
Routing Parts Destination Networks Forwarding
' o ‘ o Interfaces/Networks:
Fixed n3 - n3
. Visiting '

(c) MR3’s Routing Table
Figure 5.4: Routing Tables of MRs of Figure 5.3

Let a CN sends a packet to a mobllc nodc MNN A, assoc1ated with MR3. HA3 will
receive the packet first. Since CoAl is MR3’s root- CoA and it is known to HA3 through
the BU message, HA3 will encapsulate the packet with its own address as the source
~ address and CoAl as the dcsfination address. HA3 will forward the encapsulated packet -
to CoAl, i ¢., MR1 in the foreign network. As CoAl is an addréss accesscd from FAR,
the encapsulated packet will take a route towards FAR Thus a tunncl will be created
bctween HA3 and MR1 as shown in F1gure 5 5.
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Figure 5.5: Transmission of first packet from CN

MR1 will decapsulate the received packét in order to get the original packet sent by the
CN back. MR1 will forward the decapsulated packet to CoA2 of MR2 by using the
information from the visiting part of 1ts routing : table. ‘MR2 will again forward the
decapsulated packet to CoA3 of MR3 by using the information from the visiting part of
its routing table. MR3 will finally receive the paéket and delivers it to MNN A.

(L MHNHA

Figure 5.6:.Sending of BU message from root-MR to CN
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As shown in Figure 5.6, MR1 will also send a BU message to the CN informing the root-
CoA, CoAl, while forwarding the decapsulated packet to MR2. After knowing about the
movement of MR3 as well as it root-CoA, ie., CoAl,. the CN. will send successive
packets directly to CoAl, i.e, MRl as the loose source route as shown in Figure 5.7.
MR1 will forward the successive packcts to MR2 and MR2 to MR3. MR3 will finally
deliver these packets to MNN A,

Figure 5.7: Packet transmission from CN to root-MR

We saw in Chapter 2 that for the same three level nesting in regular nested-NEMO, three
level tunnels had been created to send packets from a CN to an MNN and the route taken
by the packets was .;,ub—optimal. However, our proposed route optimization scheme has
eliminatecli all level of tunnelings and the route taken by the packets is optimal. Our
scheme eliminated thrée level tunnels in one step-and using only one BU message.
Moreover, our scheme uses 0nly one CoA as the loose source route, which keeps the

packet header size small.

If we increase the number of levels in the nested NEMO our route optimization scheme
will perform the same. It will remove all the levels of tunnels in one step and using only
one BU message. We are'gi;xihg the proofs' of these claims in Lemma 1 and Lemma 2

respectively.
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Lemma 1: Regardless -the nurnbe.-r; of levels (n) in the nested NEMO, proposed

optimization scheme removes tunneling completely (for n>0).

Proof: Let P(n) denote the proposition that our optimization scheme removes tunneling

completely with n level of nested-NEMO ie, ¥n P(n) is true.

Basis: If n—l only one MR is 1nvolved between an MNN and a CN whlch is worklng as
both the root-MR and the MR of the MNN. HA of the MR gets bound with its CoA in the
foreign network. When a data. packet is sent from the CN, it reaches the HA and the HA
forwards the packet to the MR through a single tunnel between the HA and the MR. The |
MR forwards the data packet to the MNN. Therefore,' the packet will traverse through
following route ‘segrnents.'- B o : _ )
CN - HA = MR — MNN

MR optimizes the route b_yAsen'ding a BU message to the CN. After optimization, CN
sends the data packets directly to the MR ﬁithout going through any tunnel. Then, packet
Will,follo;ls.r the following route. . _
' CN>MR->MNN

Therefore, tunneling is completely - eliminated' frorn the NEMO wheni n=1. This
establishes that the P(n) is true when n=1.

If n=2, two MRs are involved between a CN and an MNN. Here, the top MR is working
as the root MR and the bottom MR is working as the MR of the MNN. When the bottom
MR joins into the nested-N'EMO it sends a BU message to its HA with the root- CoA. So,
when a data packet is sent from the CN, it reaches the HA of the bottom MR and the HA
of the bottom MR forwards the lpacket to the root-MR by creating a tunnel between this
HA and the root-MR. The root-MR forwards the data packet to the bottom MR using the
visiting p;u‘t of its routing table. Route segments will'be followed by";:he packet are given
below. '

CN — HA (of MR) = root-MR — MR — MNN

Only one tunnel exists betWeen‘the root-MR and the HA of the bottom MR. In order to
remove this only existing tunnel, the root-MR sends a BU message to the CN. After
optinnzation CN sends the data packets directly to the root-MR without any tunnel. The
route of successive packets is glven below. ' '

CN - root-MR - MR — MNN
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Thus, tunneling is eompllete_l-y- eliminated from the NEMO when n=2. This establishes that

the P(n) is true when n=2. :

If n=3, three MRs are mvolved between the CN and MNN. Here, the top MR i is still the
root-MR the bottom MR is the MR of the. MNN and the mlddle MR i is an intermediate
MR. When the middle and bettom-MRs _]01n into the nested NEMO, each of them sends
separate BU message to its HA with the root-CoA. So, when a data packet is sent from
the CN, it reaches to the HA of the bottom MR and the HA forwards the packet to the
root-MR hy' creating a tunnel between the HA and the root-MR. The root-MR and other
MRs forwards the data packet to the bottom MR using their visiting parts of the routing
table and bottom MR forwards the packet to the MNN. First packet will follow the route

glven below.
CN — HA (of MR) = root-MR — MR (intermediate) - MR — MNN

So, before optimization, only one tunnel exists between the root-MR and the HA of the
bottom MR. In order to remove -this only. existing tunnel, the' root-MR sends a BU
message to the CN. After optimization, CN sends the data paekets directly to the root-MR

without any tunnel. Successive packets will follow the following route.
CN > root-MR — MR (intermediate) — MR — MNN

Thus, tunneling is completely eliminated from the NEMO when n=3. This establishes that

the P(n) is true when n=3. .

Induction: Using the basia let’s assume P(n) is true for any n>0. Now, we need to proof
that P(n+1) is also true for any n. From the basis, we can say that the top MR is always
working as the root-MR in our scheme. ‘And the HA of each MR in the tree has a binding
update about the root-MR. For thlS FEason, when any HA receives a data packet from any
CN, it forwards the packet by creatmg a tunnel betWeen the HA and the root-MR. The
root-MR and the other MRs forward the data packet to the destination MNN using their
v151tmg parts of the routnng table. ‘Therefore, the first packet will traverse the followmg

route segments
CN -5 HA (of MR) = root—MR - MRs (1ntenned1ate) - MR — MNN

In order to remove the tunnel that exists between the root-MR and the HA of MR of the
MNN, the root-MR sends a  BU message to the CN irrespective of the number of levels in
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the tree. After receiving a BU meésage from the root-MR, CN sends the data packets
 directly to the root-MR without any tunnel. Now, routing of packets is givén below.

. CN — root- MR — MRs (mtermcdlate) - MR - MNN =~
From the above dlscussmn we can say that thc root-MR of nesting level n also works as
the root-MR of nesting level n+l and after scndmg aBU message from the root-MR, the
scheme removes tunnclmg completely with a nestmg level n+1. In other words, P(n+l) is

true for apy n>0. Therefore, we have provcd that Vn P(n) is true. (

Lemma 2: Regardless the number of levels () in the nested-NEMO, the proposed
solution needs to transmit only a single BU message (for n>0) to get optimized route

between the MNN and the CN.

Proof: -Leét P(n) denote the proposition that, in our scheme, it requires only a single BU
message to transmit to get the optimized route between the MNN and the CN with n level
of nestings in the nested-NEMO,- Le., VHP(n) is true. - '

Basis: If n=1 then only one' MR is mvolved between an MNN and a CN which is working
as both the root-MR and the MR of the MNN ‘When a data packet is sent from the CN, it
reaches the MR through its HA. MR forwards the data packet to the MNN and sends a
BU message to the CN i order to 6pﬁmizé the route from CN to MNN as shown below.

| MR- BUMeaz. oy ) | B
Therefore, only one BU message is enough to optlmlze the route, i.c. P(n) is true when

n=1.

'If n=2, two MRs are involved between the CN and MNN. Thc top MR is working as the
root-MR and the bottom MR is workmg as the MR of the MNN. When a data packet is
sent from the CN, it reaches the root-MR through bottom MR’s HA. Thc root:MR
forwards the data packet to the bottom MR using the visiting part of its routing table and
the bottom MR forwards the data packet to the MNN. The root-MR sends a BU message
to the CN in order to optimize the route from CN to MNN Passmg a BU message from
root—MR to CN has been shown below. - '

root- MR ﬂ“‘“—&z» CN

Thus, only one BU message. is sent to optlmlze the route, i.e.; P(n) is true when n=2.
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If n=3, three MRs are involved between the CN .'tnd MNN. The top MR is still working as
the root—MR the bottom MR is st111 workmg as the MR of the MNN and the middle MR
is workmg as an 1ntermed1ate MR. The visiting part of the routing table of the root-MR
holds the addresses of both the middle and“the bottom MR’s and their associated
networks. The visiting part of the routing table of the middle MR holds the addresses of
the bottom MR and its associated networks. The HA of each MR knows the current
address of the root-MR. When a data packet is sent from a'CN, it reaches the root-MR
through bottom MR’s HA. The root—MR forwards the data packet to the 1ntermed1ate MR
using the visiting part of its routing table, intermediate MR again forwards the data packet
to the bottom MR using the vistting part of its routing table and the bottom MR finally
forwards the data packet to the destination MNN. | '
root-MR -2LMsazt > CN
Here, only the root-MR sends a BU message to the CN in order to optimize the route

from CN to MNN. Therefore, P(n) is true when n=3.

Induction: Using the basis let’s assume P(n) is true for any n>0. Now, we need to proof
whether P(n+1) is also true for any n. From the basis step, we can say that the top MR is
always workmg as the root-MR in our scheme and the other MRs in the tree arc getting
bound with the root-MR through the v151t1ng part of the1r routmg table. The HA of each
MR in the tree also has the entry for the root-MR. For this reason, any data packet from
any CN to any MNN of any MR reaches the root-MR first and the root-MR forwards the
data packet to the destination MNN using the v131tmg part of the routing table in root-MR
and the same in other MRs on the tree. Only the root-MR irrespective of the number of
levels in the tree sends only onc. BU message to the CN in order to achieve route
optimization from MNN to CN as shown below. -
' root-MR —E¥Mems s N

From the above discussion'it is obvious that the root-MR of ‘nesting level n also works as
the root-MR of nesting level nt+1 and onlythe root-MR sends only one BU message in
order to opt1m1ze the route with a nestmg level nt1. In other words P(n+1) is true for any

n>0. Therefore we have proven that Vn P(n) is true
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53 Copariioin. "

“Basic. | CUIP | ONEMO | SRO ROTIO Proposed

NEMO ‘ S : ' scherne
tunneling HA-MR | None | HA<~MR None HA—HA Mr none
. ornone | HAmmr—TLMR
. NEMO pin-ball | semi- | pin-ballor | optimal pin-ball optimal
routing . _ optimal optimal . L
" nested ~pin-ball | --semi-- | pin-ballor | optimal. | . ncarly optimal | optimal -
NEMO ' | optimal - | * optimal 1 " {two tunnels)
routing ‘ ]
encapsulation | number of zerd nested |  zero Zero zero
degree MR level | = . " level or '
in the nest | - ZEro
additional - COR, " RA | RAD TIO none
function with home
basic-NEMO - | - route
additional - network | network | BUfrom | twoBU fromall | root CoA,
information hierarchy | addressof | all MR, MR, | network
with ) all MR in | all CoAs | all CoAs in packet | address of
basic-NEMO : . thetrec | in packet header . lower level
'] _header ' MRs only

Table 5.1: Compéﬁson of proposed scheme with other schemes

In Table 5.1, we compare our proposed route optimization scheme. for nested NEMO with
that of basic-NEMO [3], CUIP [9], ONEMO [16], S-RO [17], and ROTIO [26]. We
compare the route optimization schemes with respect to several attributes, such as
tunneling, NEMO routing, nested NEMO routing, encapsulation degree, additional
functionality with basic-NEMO, and additidnal'infomlation with basic-NEMO. In basic-
NEMO, packcts are encapsulated from HA to MR when MR isina fore1gn network. This
is known as tunneling. In’ non- -nested NEMO only one MR is attached in the forelgn
network. The routing between this first level MR and CN is called NEMO routing. A
packet from CN to a destination of an MNN of IMR is routed via MR’s HA. This is called
pin-ball routing. A semi-oj:tinial route is a i’out'e, which is not the shortest path or where a
packet needs to traverse a longer distance. In nested NEMO, where several MR form a
tree like structure, a packet transmission between a CN and an MNN associated with a
lower level MR in the tree goes thrbugh all the 'upper level .MRs.. This type of routing is
called nested- NEMO fouting. The number of encapsulations on a packet is called its
degree of encapsulation. If any ne“; fiinction is included in the scheme which was not
present in the basic-NEMO is defined as the additional functionalities with basic-NEMO.

If a scheme requires to containing extra information than-that of the basic-NEMO is

- W e e
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defined as the additional inforrna_tionAw'ith' basic-NEMO. COR is the forking point of
previous attachment point and new 'attéehment point. Network hierarchy means a
hierarchical structure of MR and due to network hierarchy each MNN needs to store its
home route. A home route is a route that is a’ permanent route from top level MR to an
MNN. Router adverttsement (RA) 13 a penodtcal advertlsement of networks to update the
network addresses assoc1ated with an MR Router Alert OpthIl (RAO) is applied to avoid
multiple encapsulat1ons and to support rnultlple headers in a packet. Top-level mobile
router (TLMR) is the top-MR in the MR tree. Tree Information Optlon (T10) is used to
advertise the networks with TreelD (TLMR ] address) and the prefix of MRs in the tree.

In basic-NEMO [3], HA to MR tunneling exists, and, due to tunneling- pin-ball routing is
required in NEMO and nested-NEMO. Each level of MR.in the tree causes an extra level
of encapsulation of the packet. Thus; packet is encapsulated several times and takes a

longer or sub-optimal path.

In CUIP [9], tunneling and encapsulation is removed but it is limited to only hierarchical
network. Due to the hierarchical striacture ‘of the network, a packet might require to
traverse a longer distance. To provide optimize_ route, this scheme requires to introduce

few new terminologies in network structure like COR, home route etc.

ONEMO [16] scheme is able to remove tunneling end encapsulation only within the ad-
hoc network formed between MR and CN in the same foreign network. In this scheme,
router advertisement is n_ecessary which was not present in basic-NEMO. Network
addresses of all MRs in the tree are required to store in order to forward packets within
the same domain. However, this scheme suffers from tunneling .and encapsulation

problems-in inter-domain networks.

S-RO [17] ‘scheme solves the turrneiing and ericapsuletion problerns. Ir1 S-RO, a CN and
an HA require to cache all CoAs of MR’s in. the tree. Router Alert Option (RAO) is
required to eliminate multiple levels of encapsulation. This scheme requires too many BU
message transm1ss1ons to achieve optimal route in a nested NEMO. Too many CoAs as

the loose source route also increases the size of the packet header

49



IanOTIO scheme [26l],.. the r‘lurnberfof runhelir]g is\'r’ninimized to only two tunnels for
multi-level nested NEMO. Therefore, this'scherne can’t eliminate tunneling completely.
Two BU -messages are sent from each MR, one to HA and the other to TLMR’s HA.
Router adverusement is necessary, that is not present in basrc-NEMO This scheme is
based on TIO optlon Therefore to 1rnp1ement this scheme all the networks are needed to

support TIO option.

In our proposed scheme, CN reqliires to cache only the root-CoA of MR. MRs in the tree
do not need to store the network addresses assooiated with the upper level MRs. No extra
functionality is required. Moreover, only one BU message is needed to remove tunneling
and encapsulation completely irrespectivc of the number of levels in the nested NEMO.
Route optimization is also achieved in one step. Only one CoA is necessary to use as the

loose source route, which keeps the packet header size small..

5.4 Summary

In this Chapter we have evaluatedorlr scheme. with a case study.of three level nested
NEMO. We have shown that our scheme eliminated tunneling completely from nested
NEMO. The scheme requires simple mechanism and optimizes the route with a single BU
message only. Compared to other schemes our scheme solves the tunneling problem
efficiently. Our scheme is mot, limited to intra domam routmg and is not 11m1ted to

hierarchical network
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Chapter 6
Conclusions and Future Works

6.1 Concluswns
In this thesis, we have discussed the tunneling problem in-nested-NEMO, which causes
pii-ball routing and encaﬁsulation, therefore, delay in packet transmission. Although
several schemes have been propolsed to solve these probléms, those solutions either need
extra functionalities or extra information with NEMO basic support protocol. Those
solutions take multiple'steps-and 1'onger time fo femove tunneling'and to achieve route
optimization. They also need to-trarismit a large number of BU messages. Therefore, we
propose a new route optimization techmque to climinate the tunneling completely in one
‘step and by transmitting only one BU message irrespective of the number of levels in the
nested NEMO. We made our scheme equally applicable for both hierarchical and non-
hierarchical networks and effective for both intra-dlor.nain and inter-domain routing. Our
scheme provides optimum route winth a very simpliﬁed mechunisui. It is expected that our
scheme will reduce the end-to-end network uelay and increases the network throughput

with no additional overhead. 7

We have demonstrated by a case study that our route optimization scheme eliminates all
' the tm_mel_s in a nested-NEMO in one step and by transmitting only onc Binding Update
message. We also .pr-oved" 'th.at‘ our scheme will remove ‘all the tunnels from a nested-
NEMO of any number levels n in one step and by transmitting only one message by

proving rclated lemmas usmg 1nduct|on technique. We compared our scheme with other |
route optlmlzatlon schemes with respect to several attnbutes such as tunneling, NEMO
routing, nested NEMO routing, encapsulation degree, addlthnal functionality with basic-
NEMO, and additional information with basic:-NEMO. We found that our scheme is

performing well compared to other schemes with respect to many attributes.

6.2 Future Works

In this research work, we did not solve the packet drop problems due to egress and
ingress filtering. Egress filtering is the control of trafﬁc leaving a network. Firewall
'~ administrators may create a rule to let the1r internal network transmit any and all traffic
' patterns out to the Internet. Egress filtering limits this traffic flow to a reduced subset and

prevents sending unwanted trafﬁc out to the Internet. This could 1nc1ude leaking out
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private address space or stooping cornpromised systems attempting to communicate with
remote hosts. Egress ﬁltenng can also help prevent information leaks due to wrong
conﬁguratlon as well as some network mappmg attempts ‘Finally, egress ﬁltenng can
prevent internal systems ‘from performrng outbound IP spooﬁng attacks. S1m11arly,
ingress filtering is the control of traffic entenng a network Ingress filtering prevents
receiving unwanted traffic from the Internetr Source routmg generally faces egress and
ingress flltering. We have used loose source rOutlng, for which egress and ingress
filtering may become a threat. As we store lolver level MR in the visiting part of the
routing table of each MR,'egress ﬁlterin_g may be overcome.-But, incoming packet from
the CN may suffer ingress filtering in the FAR, because, the actual destination of the
packet and the forwarded packet path is not identical topologically. So, FAR may think
these packets as an external attack for its net\lvork and may discard all the packets from
the CN.

Besides the egress and ingress.ﬁlterin'g, sommie oackets.migh.t also get dropped during the
hand-off. Moreover, some other '.paramet'ers such as bandwidth, link speed, link stability
and so forth may be considered as. an elernent to determine the triggering of route
optimizatlon. In our future research Works, we wish to inveStigate these issues. Finally,
we -certainly hope that the presented Route 0ptimlzation technique can become a new
research stream, and will lead to a'ubiquitous eommunication envirohment that will fit

into the fourth generation wireless communication architecture.

We didn’t present any simulation result in our thesis because simulating a nested NEMO
is not possible in network simulators, such as ns2 [73], ns3[74], Opnet[75], Omnet[76],
OMNeT++ [7_7], GloMoSim [78], QualNet [79], NetDisturb [BO] etc., directly. We have
proved that we need to send only one BU message by mathematical induction. Simulation
results can definitely add strong justlﬁcatlon of our.seheme. Test bed experiments can
also make our arguments stronger. In our future "work, we will extend a network simulator
in order to simulate our s;cl_lejm_e.j We will also experiment our scheme in a test bed in

future.
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