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Executive Summary

Pricing land in small town offers a challenging irony. During high economic growth
iime, the conventional belicve is that land values should soar with increasing demand
and decreasing vacuncies. Conversely, accurate forccasting of these values is
problematic since comparable iransactions are relatively infrequent and thus time
factors are ofien erralic. As land, especially n the penphery of the capital city of
Bangladesh, becomes increasingly short in supply, developing uselul supply, demand,
and pricing models is demand of the conlemporary era. However, land represents not
only a bundle of physical characterislics but also  sels of location-specific, transpori,
urhan amenity, socio-economic and environmenlal characlenstics. Accumulation of
locational coordinates and site area to other land characieristics makes 11 potential to
eslimale a land valne surfacc as well as the hedonic prices attached to local patlerns of
Jand use and other neighborhood charmacteristics. One can subsequently estimate how
the value of such localion-specific charactenstics is capitalized into land prices along
with other ones by applying Spatial Auto-regression modcl. The poal of this study is
to carry out an empirical analysis to examine the eflects of different land
characteristics (physical, neighborhood, iranspor, services and (acilities, socio-
economic and environmental characteristics) on land prices in Savar municipality hy
using Spatial Auto-repression (SAR) modei. Spalial Auto-regression model generates
a more pragmatic method of estimating relationship between Jand value and
explanatory factors. Speciheally, spatial econometric procedurcs and hedonic price
analysis were used to evaluate the impact of land characteristics on land prices across
land market of Savar municipality. Among the spatial sconometric tools, spatial
autocorrelation {(Moran's ) eslimation was conducted in the siudy as a spatial
diagnostic test for the deteciion of spatial dependence and helerogeneily and to
identify neighboring effects on the determination of land prices. Afiermath, the
Spatial Auto-repression model reveals that the transportalion or accessibility
atiributes, scrvices and facilities charactenistics, and socio-economic chamcteristics
havc significant inflnence on the land price of the transacted plols in 2006. In
recapitulaiton, the study concluded that transpor attribules of the Jand at Savar
municipalily have most significiant relationship with the land value along with other
explanalory variables like municipal amenities, physical characteristics of the ploi,

employment attraction, and commercial services.
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Chapter |

Introduction

1.1 Problem statemcnt

The TUN. Habitat Conference of 1976 identified various issues to improve housing
conditions in Third World citics. However, it has been rcalized at the 2™ Habitat
Confercnce of 1996 that housing conditions for lower income group people in most
Third World cities have not improved. cspecially in respect of tenure, afferdability
and overall quality of housing, while total number of people in cilies has grown
considerably. In order lo address this issue there was a necessity to lock at the
predicaments where we chould focus on various attributes of housing such as
accessibility and allordability ol land for housing, availability of finance or credit
facilities, governmen! intervention through legislation and other institutional supports.
Consequenty, the oM Habilat Conference has appropriately recognized “9and’ and
‘credit’ as two very imperalive areas for those concerned with undersianding and then
improving sheller conditions in Third World cities. Such intemmationally identified
buming issues in housing provide stimulus for studies to comne forward so that an
appropriate understanding of these two vital aspects of housing could be developed
(Amilabh, 1997).

During the 1980s and 1990s much of the stimulus to study urhan land markets in the
Third World was produced by the ‘informal’ and ‘illegal® sub-divisions thal were
carried out by the *urban poor’ and ‘low income households’ on the peripheries of
developing cilies (Gilbert, 1981; Gilbert and Ward, 1985; Trivelli, 1986; Ward, 1989;
Jomes, 1991; Brennan, 1993). This was particularly factual in Latin American cities,
where there was a mounting spotlight on studies of urban land markets at this time'.
On the contrary, very little documentation is available on the nature of peripheral sub-
divisions in Africa, although a recent survey of some Kenyan cities suggests that
‘Latin-American’ style processes may be occurring (here {Macoloo, 1996). ln the case

of Guinea and Nigeria, most Jand fenures are puhlicly-owned (Durand-Lasserve,

| For demil of urban land market research in Latin Americe, see: {;eisse and Sabatini, 1982; Mohan and
Villamizar, 1982; Haddad, 1982; (illbert and Ward, 1985; Gillbent and Healey, 1985 Ward. 1939;
lones, 1941; Ward eval., 1993,
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1991: Omirin, 1992), while a study of Cairo suggesls that land sub-divisions in the
peripheral areas of some Norh Afticans cilies are no more ‘Ullegal’, ‘informal® or
‘invaded’ (han one would expect to find in most Latin American cities. In most South
Asian countries signs of ‘Latin-American’ style sub-divisions on the periphery of

cifies are recently observed.

However, the complexity of the urban land market led Io the development of (hree
markets, which in (heory are distinct but, in practice, are quile inlermwined; (i) the
market of purchase and sale of land, (ii) the housing markct and {iii) the renling
market. Such urban land market as a whole is actually not an organized market where
there is a buying and selling place, as it would be for mobile merchandise, but an
aggregale of uncountable businesses, big and small, which involve plats or
construciions totally heterogeneous. Perhaps due to complexity of the concemed
trapsactions, o the number of stakeholders and 1o the permancnt unbalance belween
demand and offer in each type of market. the specialized literature shows a series of
imperfections of (he urban land market. For some researchers these imperfections arc
endogenous, which, to their opinien, justifies the intervention of the State {Toulmin
and Quan, 2000), while for others these arc wemporary imperfeciions which are
esscatially due lo the persistent intervention of the Stale in the market activilies
(Binswanger and Deininger, 1993; Aniwi and Adams, 2003; Teklu, 2004).

In addition, the urban government does not have, nor will have at a short ov medium
term, the possibility to urbanize new land, build infrastructure and mstall social
equipments at the same speed as the demand growih. For this reason, Lhe access to
urban land through the market will tend to increase. The unplanned urban growth will
increase at thythms difficult to be controlled and urban poverty will increase (Negrio
et al., 2004).

Tt is therefore urgent to develop instruments that allow city councils and surrounding
municipalities to foresce what will happen in the coming vears in order o take
preventive measures and, thus, reverting the trend of increased urban poverty (Negrio
et al., 2004).
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Nevertheless, the construction of instruments for anticipating the land price 1s
complicated due Lo the significance of various spatial, temporal and socio-cconomic
attributes on the land price. Like the other highly populzted developing citics, (he
rapid augmented urban population in Dhaka City in recent decades has made the
decreasing land-man ratio more complicaled. The supply of urban land iz highly
limited. On the other hand, demand for land for industrial, commercial as well as
residential purposes is growing up. This resulis in high land value. But value of plots
varies from area to area even from plot to plot. The spatial differences in land values
are caused by spatial differences in these features, Furthermore, the econcmic
characteristics (.. land price) of space depend on physical (actors, spalial structure ;
of an arca. (ransportation, neighborhood and environmental faclors like type of the
neighbothood, distanee of the main road, distance of (he access road, distance of Lhe
nearesl market place, distance of the nearest health facility, dislance of the nearest
school, distznec of the Central Business Districts (Reaechiff, 1977). This is a specific
system of prevalent planning funclions (he manner of land deveclopment which
particularly ‘attract” or “repel’ demand and the specificity of human behaviour and

resuliing differences in percciving the altractiveness of particular areas.

Thus. the influcnce of such locational elements on the land yalue can be estimated hy
using Spatial Autorcgressive (SAR) model if we consider the spatial correlation

among the properlics.

1.2 Objeetives

The forcmost purpose of this study is determine the factors influencing Jand prce
'n order to identify the change of land price resulling from change of any of Lhe
faclors as part of local, regional and naticnal spatial planning cforts. However. the
study aims to show the influence of factors on delermining the land prices in Savar
municipality. The broad objectives of the study are — '
e Toidentify different types of factors in Muencing land price; and

e« To estimale the exient of infiuence of locational factors on land price by using

spatial autoregressive model.



1.3 Justification of the study

Savar, an important satcllite town of Dheka city, is a suburban arca to the west of
Dhaka Metropolitan Arca (DMA). The area experienced a rapid growth of population,
urban expansion and a change in (raditicnal agrarian land use during the past nineteen
yeurs due Lo the influences of urbanization process of the Dhaka Metropolitan Area
(DMA). This gives rise 10 vanous probiems al the same Ume providing the space for
accommodating more and more urbanitics in the municipality {Fouzdar, 2005). One
of (he problems is unpreceding growth of land price. Savar municipality is selecied as
the study area becausc of the dynamic uplift of land pricc during the last twenly years.
The average land price growth rate of Savar municipality during the last 1985-1995
was 928 percent, which was 225 percent during the period of 1995-2005. The
amazing growth dunng the period of 1985-95 because of the declaration of Savar
urban area as municipality and constraction of urban infrastructurcs. In case of ward
wide land price in Savar municipalily, during the period of 1985-95 the growth rale
was 160 percent. 117 percent, 127 percent, 3342 percent 2355 perceut, 1608 percent,
256 percent, 244 percent and 145 percent in ward no. 1, 2,3,4,5 6,7, 8and 9
respectively. On (he other hand, during the period of 1995-2003, it was 182 percent,
152 perceni, 193 percenl, 178 percent, 128 percent, 339 percenl, 382 perceut, 230
percent and 239 pervent in ward wo. 1, 2,3,4,5, 6,7, 8and 9 respeclively.

However, the determination and anticipation of the land market values of Savar
municipality is essential for regulating the iransmissions of land rights either through
the market, (hrough govemment allocation or through consuetudinary systems. The
more accurate is the delermination and dissernination of (hese values, the less will be
the transaction costs for (he potential "buyer” and the poteutial "seller”, the less will
be the possibilily of corrupting concemned employecs and the higher will be the
revenues of the govemnment. The higher is the fiscal revenue, the greater will be the
tenefit through the improvement of living standards in the Savar municipality
(Negrio et al., 2004).

1.4 Limitations of the study
« lis assunied that land value is the present value of al) future benefils discounted
by the sum of the risk free rale and the land’s risk premium rate. The risk

premium can be ind{rcctly estimated by determining the historical standard deviation




of return in excess of the standard deviation of the (risk free asset} markel return.
Future benefits consist of alt estimated future cash Nows derived directly or indirectly
from the ownership of the asset. This concept is integral to the need to formulate a
valuation method, which is based on an estimate of future value adjusted for risk. This
fulure value can cnly be estimated however by analyzing the underlying historical
relationghips between value and those factors which may influence it. uturc benefils
can betier be undersiood and estimated through an understanding of the historical
relationships. Nevertheless, this study does not derive the present value of the
Fulure benefit because of the absence of historical data and relationship.

Scarcity and authenticity of Jand transaction dats An evidence of huge deviation
was observed among the data obtained from the Savar Sub-Regisiry OfFce,
Slakeholders of (he transacted land and the local people.

[n the year 2006, a (olal number of 32000 plots were transacted in different
Mouzas of Savar Upazila. Nevertheless, this study is concerned with the Savar
municipality. Therefore, it was quite difficult o sort (hose transacted plots, which
are within Savar municipahiry.

In order to verdict the authenticity of the data obtzined from the Savar Sub-
Registry Office, data apropos of the price of transacted plols were CToss checked
aflermath by conducting a questionnaire survey of the stakeholders (buyer or
selicr). The addresses of the stakeholders were collected [rom the docaments
ctored in the Savar Suh-Regisry Office. 1t was an extensive work to find out the
buyers/sellers in their mentioned locations because of their locational diversity.

A lot of studies regarding the factors influencing the land price were conducted in
abroad but there is no such strong evidence of studies on this issue in Bangladesh
especially by applying the Spatial Auto Regression Model. 4
Spatial Auto Regressive Model is not so familiar in Bangladesh comparing to
Hedonic Pricing Model in the conlext of delermining the land price. So, the srudy’
requires an cxtensive lilerature review on this model and application lools such asl
GeoDa.

Some significant economic fctors, which may have significant influence on the
land price. camnot be incorporated in this experimental modcl becanse of the
scarcity of the data at Mouza level. These are unemployment ﬁne, cHective
purchasing power of the larget groups, and equilibrium of supply-demand

inleraction.




» Temporal or trend analysis has also significant impact along with spatial analysis
on land price. This study, however, has a pitfall of not incorporating the temporal
analysis.

1.5 Organization of the thesis

No single study can anticipate 10 tackle all or even most of (he questions apropos of
the land market. This study precincls itsell to a spatial analysis of 1hc persuasion of
factors on land market, The study focuses on the application of Spatial Aulo
Regressive Model in order to determine spalial significance of factors of land on the
delermination of land price. It is supposed that the points of focus considered in this
study will allow (he study to offer an interesting ‘correclive’ lo certain biases those

currently consider as the determining factors for the 1and market.

The test of the thesis comprises of six substantive chaplers and a conclusion. Chapter
I[ describes the research design in order to achieve the goal and objectives of the
study. This chapter encompasses research questions, preparation of sample size,
variable identification based on (he research questions, the methodology used in
collecting data on land prices and other associaled varisbles. It also presents a
comprehensive description of the techniques of data analysis. Chapter [ presents an
account of land use distribution, road network, and spatio-economic growth of Savar
municipality. Chapler IV provides an overview of the analytical tools for gpatial
analysis and spatial regression analysis of land price, and testing of spatial
dependence of property on neighbor properties. Chapter ¥V describes the result of data
analysis by applying Ordinary Leasl Square (O1.5) Hedonic Price Model, which
incorporates diagnosis of OLS Hedonic Price Model, calegorization of transacted |
plols based on the diagnoss, and catepory-wise detivation of Hedonic Price Model of
the transacted plots. Chapter VI focuses on the diagnosis lest of spatial dependence
(spatial autocorrelation) of a particular plot on the neighborhood plots by applying
Momn’s 7. Chapter VII comesponds 1o the ouicomes of spatial autorepressive
analysis of the relationship between explanatory variables and land price. Eveniually,
Chapter VIII draws the principal rescarch findings together and discnsses the major

isques and relevant recommendations those arise from the study.



Chapter 11 |
RESEARCH DESIGN .



Chapter 3

Research design

Research design describes steps taken to achieve the goal and objectives of the study.
It is the most imperative ingredient of any research work as the quality and the
anticipated consequences of the rcscarch depend on it and a well-designed
methodology persuade researcher to attain goal and objectives very straightforwardly.

Thus, the study was camed ouf following the methods described below—

2.1 Rescarch questions
The mesearch questions related to the above objectives were: What is the spatial
interaction of land market in the study arca? What is the spatial relationship between

land values and explanatory factors”?

1.2 Selection of the study arca
The nine wards of Savar muntcipality were considered ps the study area to get factual

and vivid picture of land prices of the Savar municipality.

2.3 Literature review
Relevant information was roviewed extensively. Theses, joumnals, adicles in
newspapers and periodicals and the inlemet contmbuted immense help to make the

study affluent.

2.4 Sample size

In 2006, a total of 971 plots were transacted in Savar municipality. Cut of these, 862
irensaciion dala were encoded based on the avallability of information on land cluss,
Mouza no., land area and land price. Furthermore, lots, winch were partially
transacted at several yimes in the year 2006, were amalgamated in order to evade any
kind of complexity during the spatial analysis. Thus the total number of sample size is
574 {Map 2.1). The transacted plots in 2006 in diffcrent mouzas arc given in Tablc 2.1
and Apendix A.




Table 2.1: Mouza-wise transacted plots of Savar municipality

Mowea Name No. of | Average price (TK} | Standard deviatien
plots per decimal (TK) per decimal
Aichanoyadda 36 25410 16451
Alran 6 3278 7547
Anandapur 23 40411 1587
Arapara 5 3247 5627
Badda 33 63123 91175
Bagmibari 2 21202 14
Balimohor kK] }ai? 16375
Doraipram 3 40655 5002
Dakhin Darivarpur 8 41326 7035
Dakhin Ramchandraper 12 39354 0898
Dpormera ] 43710 BE23
Diagaon L] 30225 5837
Genda 11% 120466 31248
Imandipur 4 40609 6609
Jzleswar 23 335l6 7033
Jamshing 80 35435 12589
Kamapara 11 42909 4570
Katlapur iZ 40961 611
Majidpur 40 43145 4013
Purbo Vobanpur 2 34000 2R2%
Rajashan 33 24127 G871
Sadhapur 22 539 7632
Savar I 33732 TLR{
Shyampur 13 36458 3144
Watparg 14 42515 11876

Source: Savar Sub-registry Office, 2007

But duc to the cxtreme diversity of price comparing to the rest of the plots in

particular mouzas, some plots were excluded from the analysis, such as 2, 2, 6, 3, and

2 plos were excluded from the Aichunoyadde, Badda, Genda, Jamshing, and

Majidpur mouzas respeetively (Apendix A}, This resulted in average and standard

deviation of land price in the Aichanoyadda, Badda, Genda, Jamshing, and Majidpur
meuza as TK 26493 and TK 11366; TK 39674 and TK 10613: TK 122370 and TK
16709, TK 36374 and TK 11869; TK 44465 and TK 13062 respectively,
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Map 2.1: Tronwcted plois of Saver Municipality

2.5 Variables ldentilication

Various methodologics can be deployed in order to identify the explanatory variables
of the land price. Appmisal meihodology is one of them. Appraisnl methodology
derives from the general theory that, at equilibrum, the value of land is a function of
utility, scarcity, desire, and effective purchasing power. Land pricing models arc
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gquilibrinm models because they cstimate market value as the interaction of supply

and demand at cquilibAinm.

Traditicnal Theorctical Mono-centric City models, developed by Alonso {1964), Mills
(1967), and Muth (1969), assume distribution of land uses on a featureless plan
around a central bnsiness distret {CBD). Land rent in these models pursues declining
gradient from CBD and land price can be easily assoclated to land rent by simple
constanl, time discount rate (inlerest rate). which is implicit to be gencral for all
market participants {[Fujita, 1989). In more recent times. these models have been
cuslomized more pragmalic and infricale by incorporating polycentric cities, different

expectations pertaining to the future, etc. (Anas er al.. 1998).

Correspondingly, effects of LRT (Light-Rail Transit}, subways and highways on land
valnes have also been quantified in hedonic moedels {Hander and Miller, 2000). In a
study. Al-Mosaind and others {19935) used a sumple of 235 properties and observed ‘a
affirmative capitalization of propimguity to LRT stations for honses within 500 meters
of actual walking distance”™ (Al-Mosaind et al., 1995). They argned that proximity to
LRT improves mesident’s accessibility to CBD and other urban arcas with

emplovment opportunities.

Other gronp of models, known as the public finance/spalial arcnitics models
(Mieszkowski and Mills, 1993), is derived from the Tiebeut (1956) model and
pceording to these models individuals prefer thew property based on location-specific
public goods, That is, individuals "vote with their feet" for a package of services as
well as local fiscal and nen-fiscal amenities in their choice of property positdon (Hoyt
and Hosenthal, 1997}, However, in lunciiongl field, which is dominated by hedonic
approach and largely hased on aggregaie spatial data such as censns data, both strands
of theoretical models snch as distance measures and neighborhood measures has been
tried Lo integrate {Dubin, 1988; Dubin, 1992; Can, 199(; Can, 1992; McMillen, 1974;
and McMillen, 1995).

Besides much ef the concern jn land prices in recent lilerature focuscs npon the
nonlinearity between the price of urban land and parcel size. Recent empirical studics

report that land value increases at a decreasing rale as parcel size increases. Colwell
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and Sirmans {1980) investigated this phenomenon using land sales {rom Edinburgh,
Scotland and Urbana-Champaign, [llinois to cstimate the paramelers of four dilferent
models of the relationship between size and value. Their results suggest that a
standard Cobb-Douglas constant elasticity funchional form gives the best fit. Kowalski
and Celwell (1986) also cstablished that land value increased at a decreasing rate as
parcel size increased using sales of industrial land in a single sector of western Wayne

County, a suburban area outside Detroit.

In an analogous study of land prices near Chicago, Chicoine (1981) included data on
more property characteristics than Colwell and Sirmans, counting whether the buyer
and seller arc individuals or nol (e.g. corporations, parnerships, etc.). The coeflicient
of Chicoine’s buyer and seller variable is ncgative and slalistically noteworthy,
Additionally, Chicoine well-versed a negative and significant interface between the
buver and scller variables and commercial zoning suggesting that his buyer and seller
variable may be acting as a surrogale for an omitied variable relaled to commercial

ZOnIng.

Garrod and Willis (1992} examined neighborhood or environmental characteristics of

countryside land parceis in the United Kingdom using a hedonic price modcl. The

picturesque sight {of woodlands. for example) and the presence of water were

imporiant amenity attributes in their research. Bockstael (1996) developed a hedonic
model in order o predicl probabilities associated with converting undeveloped land to
developed lands. Imporiani variables included ot size, public services, ZONINE,
propinquity to population centers and variables associated with the pervent of
agricultural use, forestlands and open space in the watershed. This model! helped in

understanding land usc attribules and parcel value.

Although effects of urban amenity allsbutes on land price arc analyzed in several
articles, but fow to date have incorporated ihe spatial speeificiry afforded by GIS
{Geographic Information System) measurement. Kennedy and others (1996)
conducted & hedonic rural Jand smudy using GIS. The analysis identified rural land
markets in Louisiana based on economic, topographic and spatial vanables. GIS was
uscd for defining distance o market as well as soil tvpe variables. Geoghegan and

others (1997) developed GIS data for two landscape indices and incorporuled them in
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a hedonic model for Washingion. DC, suburban properties. Their measufe of
{tagmentation was distinct as perimeter to size rtio. They also used land cover
measure as an index of land use type, which is a surrogate for flora and (auna habniat,
Their study provides a discerning assoriment of landscape indices. Bastian and others
(2002) used GIS dala in a hedonic price model to cstimate impact of amenities and
agricultural preduction charcienstics of land on priec per acre for a sample of
Wyoming County of USA.

[n addition. Sengupta and Osgood {2003) used ranchene sales data as dependent
variable and satellite greenness indices as explanatory variabics alonpg with access to

roads and citics.

However, based on the literature review. local knowledge, and experl opinions, the
sigmificant explanatory variables of land price under six parameiers have been
recognized for this stady. The selected parameters are structural characteristics of
ransacied plots (size of the property, compaciness and topographical elevation):
neighborhood attributes (population and houschold density of the concerned Mouza,
percentage of residential, commercial, agricultural, industrial and open spaces in the
concemed Mouza), tramsport altnbules (disiance from the nearcst bus terminal,
national highway. municipality road, pucca road, semi-katcha mad and katcha road);
environmental characteristics (distance Irom (he nearest toxic industry and brick
lield); services and facilities (distance from the nearest shopping center, post olfice,
police slation, hospital, wholesale markel, educational institution, mumcipality
factiitics, dustbin, and bank); and secio-economic chamcienstics (distance from the
nearcst recrcational facility, religious center. emplovment altraction and development
organizalion). Tlimugh trigl and error, the lollowing varables were detcrmined as

significant ones (Table 2.2}.

.
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Table 2.2;: Matrix of factors influencing land value
Main factors VYariables Diata level Data source ||
Land price {Dependent variabie) Quantitative  Sub Repistation Office
Lacal people
Buyers and sellers
Structwral  w Size of (he property Quantilative  Sub Regisiration ijﬁ?r:e
factors » Shape of (ke propery (compactness) Quantitative  Map ’
* Topographical elevation (Contour) Quantitative  Department of
Creography, JU ||
Neighbor  » Poputation density (Mouza) Quantiative  Secondary survey
hood 1
factors |
Transport  « Buclidian distance to the nearest public transport  Quantitative  Primary survey |
ation {Bus terminal)
factors « Eychidian distance o katcha road Quantitalive  Primary survey |
= s Euchdian distance to scini-katcha road Quantitative  Primary survey _
% » Euclidian dislance to pucca road Qua_m'{lm%ve Pr?mary suTVEY
- »Tuclidian distance to menicipality road Quanrftat%ve Pr}lm:ry SUTYEY
%‘ ¢ Euclidian distance to national highway Quantftaulw Pr%mary SUVeY
= . Quanlitative  Primary survey
&  Eovirunm -+ Euclidian distance to Lhe nearest industry Cuantitalive  Primary survey -
E" entai » Eyclidian dislence to the pearest brick field Cuantitative  Primary survey
quality h
Services & Euclidian dislance from propery to post office Quantitative  Primary survey !
and » Euclidian distance to police stalion Quantitative  Primary survey
facilities o Fuclidian distance fo nearest markev’ shopping Quantitative  Primary survey
centers ) ) i
= Fuclidian dislance to nearest hospital Quantilalive  Primary survey
# Fuclidian dislanec to nearest wholesale markei Quanritative  Primary survey,
» Euclidian distance 10 education instilution Quantintive  Primary survey,
+ Tuclidian disrance {0 municipal facilities Quant!rar!ve Pr!umry SUIVEY
« Euclidian distance b barikc Quantiiative - Primary survey
N . Quantilative  Primary survay
. I;uc:lufllan distance w0 selid wasle manggement Quantilative  Primary survey !
{dust bin} .
Socio- » Euclidian disiance w recreational facilities Quantitative  Irimary 5““’“}‘::
economic  » Euclidian distance to religious center Quamtitative  Primary survey
characleti  » buclidian distance to employmen: attraction Quantilative  Primary survey
stivs Quanbilative  Primary SUrVeY,

# Euclidian distance to development orpanization

2.6 Drata collection

All studies of urban land price changes in Third World cities have o face up o &
complex range of mcthodological problems, of which two main ones stand out. First,!
land price dala are scarcely available. When data can be dug out [rom government ﬂn&
unpublished public or private sources, the reliability of such data is often an immensf;!
predicament. Secondly, a wide range of data sources and methods of analysis have
been employed by researchers working in Third World countries {Dowall, 198%a and
1990; Jones, 1991; Ward ef «f., 1993). The assonment is extensive cnough to prevan;

factual comparisons across studies and to contain generalizations. This indicates thv.'?
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lack of a unanimously acceplable methodology in urban land price research {Amilubh,

1997}, 4

Dowall’s (1989b) endeavor to anajyze land price changes in Bangkok was diflerent

from what Ward (1989) proposed for a study of iwo Mexican cities. Dowall’s (1989b) |
study of Bangkok relies on data supplied by differcni categories of brokers in service |
in the eiry. On the other hand, studics of Mexican citics by Ward (1989), Jones (1991)

and Ward and others (1993), rely on data supplied by both newspaper adverligemenls |
and houschold surveys. Their major concern was not to investigate lund price changes 1
in terms of center-periphery relationships, as proposed by Dowall (1985t), but Lo ||
examine why and how land prices changed in Mexican cities over a given period of |

limc.

However, any comparison of the resnlts of these siudies wonld be franght with
JifRenlties. Snch a comparison would become mere complex still if one takes another
study into account; for instance, the Town and Country Planning Qrganiration I‘
(TCPO) (1984} study of Indian cilies was based on unpublished data sources from |
government institutions. Dowall, Ward, Jones, the TCPQ, and various other land price |
researchers in the Third World, had all tried to rationalize their methedologies and '
data sets. but they have also distinguished that the lack of availability of Jand price
data is a widespread and solemn dilemma {Amitabh. 1997). '|
.'
To face up to these problems, Ward (1989) proposed a research schema. which wonld
cncourage other researchers to work under one umbrella. Jones (1991), Ward a.m.ll
others (19933, Macoloo {1996) and Amitabh (1997) concentrated to this call and
varnished their research in compertment that would aspire o use analogous data
sourves, methodologies and approaches. This research agenda-as-protecol was ﬁlrth::r
discussed ot the Firzwilliam Workshop in Cambridge in 1991, At the end of the
workshop, researchers agreed that there are ‘conllicting methodologics’ in urban land
price research in developing countries. and there are currently problems in analyzing
trends in land prices because of an inconsistency in comparing studics. It was
snggested researchers should develop at leasi cerrain common checkpoints whi{e J“h“
oy

collecting and analyzing land price data (Firzwilliam Memorandum. 1591). . .
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However, in this study, data apropos of (he transacted plots in 2006 werc collecled
from (hrec different sources such as Savar Sub-registration Office, buyers/sellers of
the transacted land (buyer or seller) and local people. The addresses of the buyers or
sellers were collected from (he documents available in the Savar Sub-registration
Office. From the survey. it exposed that collected information on land poce from
Savar Sub-registration Office and buyers/scllers were intimalely related than thosze
accumulated from the local people. Becausc of the matter of authenticily, the

preceding sources are pondered as the pivotal sources.

Thereafier, location of different variables, germane (o this study, was identified by
reconnzissance survey (Table 2.2). The compactness of (he transacted plots was
premeditated by applying GP5 (Global Positioning System). In  addition,
topographical elevation of the plots was collected from Dr. Shahidur Rashid,
Professor of the Department of Geography and Lnvironment, Jahangimagar
University (Map 2.2},

2.7 Map preparation

Land use map of Savar municipality along with location of the selected variables were

prepared by applying AtcGIS 9.1

2.8 Data analysis

In a market whose prices are to be determined by location. a reasonable expectation is
that spatial econometric: techniques should demonstrate valuable in an analysis of land
prices. For example, spatial econometric techniques can prove useful in estimating a
land price model when the sales price of a specific plot is similar to that of a ncarby
plot for reasons not fully incorporated into the model (Cohen and Coughlin, 2007}).
The exclusion of spatial considerations can origin biased cstimates of parameters and
their statistical significance as well es emors in ntcrpreting standard regression

diagnosiic tests'.

L gee Orasmplon and Hite (2005) for a discussion of ways to model the intluence of different types of
amitted variables in spatial modeis.
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First of zll, the fiiness of daa was tested by periaining prohability distribution
{unction, Chi-square test and percentage distribution in erder to determince which
method of regression analysis is best fined 1o the collecled data. Based on the fitness
test. land price was regresscd against a set ol pre-determined explanatory variables by
applying spatizl econometrie technique — Hedonic pricing model. The development of
a hedonic model rclies heavily on the model developed by Can and Megbolugbe
{1997). The basic relationship implies as below—

¥ =c+i[ﬂ,xb]+g (N

il

Where v is the price of the i plots. x, is the /" attribute for the 7™ plots. B, is the

parametcr to be cstimated for the 7™ attribute (implicit empirical marginal price for the

atiribute). £ is the random error (Habib, 2002).

However, the linear combination of the variables is clearly cndogenous and correlated

wilh the emor tenm. Formally speaking, the random component of jth fand price is
equal 1o the inner product of the jth row of the matrix ({ — oW y~'and the veclor of

errors, & Thus. each element of the transacted land depends on all of the erTor terms
and consequenily OLS estimates are inconsistent. As such, this study tagged on the
literature using the spatial autorcgressive model (or spatizl lagged dependent variable
model) of the form (Ledyaeva, 2007y

v=pWy+ XG+e )
£ — N(O,6°1)

Where y and X are the dependent variable’s vecior and explanatory variables matrix,
respectively; W is known as spatial weight matrix; and the parameler g is a coelficient
of the spatially lagged dependent variable, W), The coefficient p measures how
neighboring observations affect the dependent varighle. This effect is independent of
the effects of exogenous variables. If Equation (2) is vorrect, then ignoring the spatial
autocorrelation term 1neans that a significant explanatory variabic has becn omitted.

The consequence is that the estimates of § arc biased and all statistical inferences are
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invalid. The impetus for advocating Spatial Auto Regression {SAR) technigues 1s
premised on the assumption that spatial autocorrelation exists in property data Spatal
autocorrelation describes the relation hetwecn the similarity of a considered indicalor
and spatial proximity. Anselin {1998) noted that it is generally painstaking to mean
the lack of independence among observations in cross-sectional data sets. Thus,
positive spatial autacorrelation implies a clustering in spacc. Similar values, either
high or low, are more spatially clustered than could be caused by chance. Negalive

autocorrelation points to spatial proximity of contrasting valucs {Anselin and Bera
1008).

Moran’s f and Geary’s ¢ can be calculated to enumerale spalial autocorretation. A

weight malrix w, can be specified by relying on level of adjacency among properiies.

Moran's J is defined as following:

Zwr.' (} yI}; J’)

F=—-4 (3)

b EEw

=1 1=l p=1

Greary’s ¢ 13 defined as following:

(=13 3w, {y, - )’

= =1 1=l (4}

P

Where nis the number of transacted plols (574); p, is the land value at a particular

plot; y,is the land value of neighbor plot; v is the mean of land price: and w, 133

weight (distance) applied to the comparison between plot 7 and 7.

According to Anselin and others (2004), the first stage to implemeni a spatial
cconometric strategy is the construction and estimation of the weight matrix. given

the spatial arrangement of the observations. While a spatial weight matnx may take
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on several dilferent forms of which two are of main concern. The first is the Delaunay
triangular fixed weight matrix of a symmeine [omm that leads to a variance covariance

mainx that 1s dependent upon the avlorepressive parameler alone.

The other is a flexible spatial weight
matrix. The nearest neighbor method
15 a f{lexible weight matrix that A
assumes that spatial dependence

depends on a decay relationship and

the number of neighbors. E :

Specifically, the nearest neighbor c

weight covarance matrix is  an F
asymnetric matrix that depends upon Ocler of Neig b

three paramcters; the autoregressive Source: Soto, ef @f., n.d.
parameter & ; lhe number of

neighbors m; and the rate weight Figure 2.1: Hypothetical decay

decline g, also reflerred as the decay relationship of decay weight

parameter (Soto, ¢f af., n.d.).

The conceptual relationship embedded in the nearest neighbor method is illnstrated in
Figure 2.1, Weight in the vertical axis represents the weighl given by the rate of i
weight decline to the power of the order of neighbors. For this example, let’s assume I
that p =0.5 and m=6 neighbors (points A through F). Therefore, a pof 0.5 indicates
that the first ncighbor will give half the weighl of the first neighbor {point A). the
second neighbor a quarter of the weight of the first ncighbor (point D), and so on.
Nearest neighbor point F in Fipure 2.1 docs not significantly infllusnce a given

observalion (Soto, et al., nd. )

However, following Blonigen and others (2006), this study calculated weights using a
simple inverse distance function where the shorlest bilateral distance receives a.

weight of unity and all other distances receive a weight that declines according to: :

Wd )= I;—_d“v’i - (5)
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Where, d, is the distance between plots / and j, measured between transacted lands;
min_d,, is the minimum distance in the sample. Under the above rule, a non-zero

entry in the kth column of row ; indicates that the 4th observation will be used to
adjust the prediction of the jth observation {7 # k). W is a square matrix and the
diagonal elements of A are set cqual to zero in order that no observation of land price

predicts itself. Thus, B appears as:

0 wid, ) .. 11‘{”‘1.,:)“ (6)
n(d. .} 0 o w(d L)
i I R |

w(dy )y wida 0]

In W(d,).iis the column number and 7 is the row number. Thus, w(d,;) = w(d;)

would be the inverse distance function for plots 1 and 2.

In case of presence of spalial correlation in the {orm substantial spatal dependence,
the hedonic price model lunction is expressed as following spaljal antocorrelation

function (Magalhdes ef ai., 2000).

3, =+ pHy, + i(ﬁ'}xu Jac 7

=1

Wherc 3, is the spatial lag for land price and p is the spalial lag coefhicient.

Wy, = Zz(u, y,)and e=o’1 (8

=t gl

Where 1 is spatial conliguity matrix, w, 1§ an element of spatial contignity matrix,

o is standard deviation of the price of lots,

Then the Spatial Autoregression model was obtained by applying Classic, Spatial Lag
and Spatial Error regression model. These models were run by GeoDa (Version

9.0.5.1) software.




Chapter ITI

DESCRIPTION OF THE STUDY AREA w
V.
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Chapiter i1
Description of the Study Area

Savar munjcipality is located at the norihwestern side of Dhaka City and on the
Dhaka — Aricha Highway. The tolal area of Savar upazila is 280.13 sq. km. ol which
municipality covers an area of 16.67 sq. km. [i has a population of 161600 with a
population density of 9694 per sq. km. Three rivers - Turag River on the east and

west. Dhaleshwari and Bangshi River and Buriganga on the south - surrcund the |

study area. The existing municipality arca was declarcd as 2™ ¢class municipality in
December 14, 1991, Aftermath, Savar was upgraded as “class A munmicipality in July
29, 1997 (Rahman, 2006).

Afier the establishment of Savar municipality in 1991 a massive industrialization was
started along Dhaka-Aricha Highway and Bangshi River. For example, only four
industries were estublished in Savar municipality during 1972-1980 and six new
industries were esloblished during the period of 1980-1%90. But in 1996, the total
number of industries was 26, During the 1995-2000, this number increased to 45 and
currently they are 70 in number. These indusiries created the job opportunity of about
25000 and ameng the workers most ol Lhem are migrated people. On an average,
about 4000 people are migrated in Savar municipality ever year hecansc of the
establishment of new industries. This additional people are increasing superfluous
pressure on the existing housing condition, It is estimated that additional 800 units of

houses is required cvery year in order 10 make provision of accommodation for this

migraied pcople. This resulted in the conversion of agricultural land inlo non- -

agricutiural uses. During the period of 1990-2000, (he agricultural land was
decreascd by 70 percent {Samad, 2006).

3.1 Land use of the study area

The analysis of land parcel data by applying GIS enables planmers (o better
understand the locational and spatial characteristics of a land area, along with ils
social, economic and environmental dimensions. Land use dala is an important
source in formulating future urban growth scenario. Existing land use information

appended to land parcel boundaries was acquired form Sheltech Pvt. Ltd. This spatial

R I
e
e
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data layer comprises approxamalely 19500 land parcels {excluding roads and waler

bodics) and classified into thirteen generic land usc catepories {Table 3.1 and Map-

3.1). Out of the total land uses of the municipality, 53,36 percent is residential, 15.02

percent is agricuitural, and 20.75 percent is open space and watcr bodies (Table 3.1

and Map 3.1).

Table 3.1; Land use categories of Savar Municipality
Categury Moumber of | Total area (acre) Percentage

land parcet

Apriculture 2236 598.613 15.02
Circulation network 4732 138.013 346
Commercial activity 784 35.087 0.88
Communily 2ervices 158 126.499 37
Forest arca 126 29495 .74
Manufaciuring and processing 274 62.133 1.56
Mixed vse £l 3 {008 0.25
Residential 12589 2127.1713 53.36
Restricted area on 16.567 0.42
Scrvice Botivity 37 15.657 0.3% 0
Vagant land 3284 556,797 13.97 :
Water bouly 1165 270.219 6.78 .
Total 26138 3556.261 1030 |

Source: Sheltech Pvt. Lid., 2008

On the other hand, according 1o Urban Govemment Infrastructure Improvement
Projcet of Local Government Lingineering Department (2007), 52.40 percent of (otal

land usc is residential, 25.28 percent is agriculiural, and 6.81 percent is open space
and water bodies {Tablc 3.2 and Map 3.2).

Table 3.2: Land usc categories of Savar Municipality

Land use =g, meter Percent
Admin Area 14834.15 0.09
A ariculture land 1417053360 [25.28
Commercial 75%§78.61 1 60
Lducational I28473.02 1.499
Health facilicy 2205047 0.14
Industrial 35271585 2.14
(e space 1033402 35 .26
ond 28344.76 017
Residential iRAd4513.05 52.40
River Network 225978 038
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Road MNetwork 1502301 .66 .04 1l
Water Body 7723087 .50
Tota! Arca 1649619716 100,00

Souree: LGED, 2007

Source; Sheltoch Pvi. [1d, 2008

Maop 3.1: Land use map of Savar Municipality
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Furthcrmore, in case of ward-wise land use distribution, residential land use has
major portion than the others such as 44.18 percent, 81.44 percent, $2.98 percent,
65.40 percent, 83.07 percent, 61.12 percent, 59.53 percent, 40.66 percent and 49.24
percent in Ward no. 1, 2, 3, 4, 5, 6, 7, & and 9 respectively (Table 3.3). Un the
contrury, agricultural land use has significant coverage in ward no. 1 (32.76 percent)
8 (41.22 percent) and 9 (30.96 percent) {Table 3.3). '

Table 3.3: Percentage distribution of land use in different wards of Savar

Municipality
Land use Wil W1 W3 w4 ws Wi W7 Wi W
Residential 4418 | B1.44 B2O8 (6540 | 83.07 (6112 | 5953 {4066 | 4924
Commercial - 14.78 .39 2846 | 782 0Aar 811 357 -
Industrial 1.39 0.29 0.42 - - 10.30 | 0.24 (.92 433
Institutignal - .32 2.3 4 80 7.56 325 309 1.92 1.15
Apmiculturat 27 |- 7.39 - - 15.73 1747 | 4122 | 30.96
Road network {.49 117 0.53 1.34 1.53 .62 {67 0.58 0.7
Waler bodies & | 2118 { - - - - 342 1089 | 873 12.59
OpEN space

Souree: Rahman, 2006

Nonetheless, because of the unplanncd growth of Savar mumceipality, ecriain portion
of main flood flow, sub MNood flow and high value agricultural arcas are encroached
by different fand uses (Table 3.4). For instance, residential land use encroached 40.73
percent, 5.85 percent and 43.50 percent main flood flow, sub-flood flow and high
value agricultural land of the Savar municipality respectively {Table 3.4).

Tabhle 3.4: Unplanned growth of land nses in Savar Muonicipality

Land o Main fAood Qow Sub flood flow High valhie
agriculture
Aree Perceni | Area Percent | Ares Perccmt
{acre) (acre) {acre)
Agriculture 0299 4.44 ] 0 BO.TI8 29
Circulation network 7099 3.39 0,025 015 6.195 224
Commercial 6.436 307 ] 0 0 0
Conservation {0 0 0.01 006 8338 an2
Lndustrial o 084 2.9] ¢ ] ¢.644 349
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Residential B5.285 .73 4975 5.85 120.163 | 43550
Social infastructure 2.034 1.26 G ] B.136 295
Undeveloped 35.874 26.67 1553 93.14 36.65 13.27
Water body 36.697 17.53 ¢.134 0.3 6.989 2.53

Scurce; Sheltech Py, Lid,, 2008

3.2 Road network of the study area

Savar has a befter communication wilth Dhaka City and Dhaka EPZ (Expor
Processing Zonc); and a large number of people reside here cngaged in different
occupations in Dhaka City, Dhaka [PZ and nearby arcas. In Savar municipality, the

ipdal length of mad of all types is 205 km of which 110 km is in good condition but

most of them are very narmow with insufficient space for widening or construetion of
drains (Map 3.3). In addition, there are 7 bridges and 23 culverts in the mumicipality
area {Savar Municipalily, 2006). However, the iransportation syslem of municipality
is very much diverse consisting of motorized transporl and non-molonzed ranspors.
Uncontrolled land-use, huge number of non-motorized vehicles and inadequate bus
facilities deicnioratc the conpestion and ullimately incresse trip time and reduce

number of trips a vehiele can make in a day.

== mw
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Map 3.3: Road network of Savar Municipality
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3.3 Spatio-Eeonomic Growth of Savar Municipality

Municipality usually disburses the annual budget for honerarium and salary of
chairman, commissioners and official stafl and development purposcs (Ligure 3.]a
and 3.1b). The proporiien allocated for annual development works mainly contribule
to the economic growih. As the municipality is basically & sputial notion, the
development should reflect on the spatio-economic growth consislently right through

the municipality.

Figure }.1: Percentage distribution of expenditure in the 2006 annual budget of

Savar mumnicipality
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Savar municipality disburscs a signilicant portion of ils annual budget for the
development of which allocation for road, drain culvert construction and maintenance
is most noleworthy (67 percent of total development budget). But the present
circumstance of 1be land use parern of different wards of Savar Municipality does
not persuade this avowal. According to Bangladesh Gazetie 2004, for an urban area
the share of road should be 25 percent of total land. Unfortunately, Savar
municipality has 3.46 percent of total land area for road network (Table 3.2). Even
the municipality docs not provide sufficient infrastructare and services that may
aliract the investors on commercial and industrial sectors (0.88 percent and 1.56
percent of land use for commercial and industrial purposes respectively) (Table 3.2).

The distribution of commercial and industrial activities is not equally distributed
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among Lhe wards; for example, the percentage share of commercial land use is
moderately much higher in ward no. 2 {14.78 pereent) and 4 (28.46 percent) than that
of others {Table 5.2}, On the other hand, the industries are much more concentrated

in ward no. 6 {10.39 percent) (Table 3.2).

Figure 3.2: Income-wise distribution of population of Savar municipality
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Nevertheless, the population disinbution in different wards is not in conjunction with
the cconomic activities in the corresponding wards. It is revealed from the Figure 3.2
thal Ward no. 5, 6 and 7 encompass major share (14 percent, 15 percent and 15
percent respectively) of population of Savar municipality where shum and low-
income groups contribute half of the total popuialion in ward no. 6 and 7. The
economic growth of ward no. 6, based on commercialization and industmnalization, is
high cownpared to olther wards. The major scgment of the populaiion of ward no. 6 is
low-income group who are mainly engaged in industrial activities and (acilitaie with
higher institutional facilities. Therefore, the spatio-cconomic growth in ward no. 5, 7,
8 and 2 get hold discrimination because of trivial and least level of industrialization,

road network and economic growth, The circumstances are much more relentless in

da
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ward no. 1 which sharcs 9 perceni of olal population. There is ne provision of
commercial and institutional facilities and only a diminutive scrap of industrial land
us¢ out of total land. Yect the proportion of road network is not very worth
mentioning. The situation is almost same for ward no. 4 and 5, which have 8§ pervent

and 14 percent of the total population of Savar municipality respectively (Figure 3.2).

Therefore, industries and commercial activitics are developed in some wards
disproportionately and low-income groups arc mainly concentruled in those wards
but the service provision and infrastructure facilities by the municipelity are scarce.
On the other hand, some wards e.g. ward no. 4 are facilitated with somewhat high
inslitutional and infrastructure although the economic growih, percentage share of
population {8 percent of (otal popnlation) and percentage shure of low-income and

slum dwellers (33 percent and 7 percent of ward population) are stumpy (Figure 3.2),
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Chapter 1V

Description of Analytical Tools

The use of spalial analysis in particular has becorne increasingly comrmon in social
science applicalions, in ficlds ranging from anihropology (Aldenderfer and Maschner,
1996), to criminology (Weisburg and McEwen, 1998), epidemiology (Lawson et of.,
1999a), real esiale analysis (Can, 1998) and socio-cconomic analysis of tropical
deforestation (Liverman ef al., 1998). Reeently, the focus n these applications has
moved from simple data manipulation and visualization 1o spatial dala analysis, both
exploralory und confimmatory (e.g. Ansclin, 1998a), Considering the wide field of
spatial analysis, this study is concerncd with a very specific nspect therein, namely
that of inodeling spatial phenomena in regression analysis.

However, pricing land in urban areas offers an exipent inconsistency. During
economic "boom" times, the conventional understanding is that land values should
ascend with increasing demand and decreasing vacancies. Conversely, sccurate
forecasting of these values is problematic since analogous transactions are relatively
sporadic and thus time factors are ofien erratic. As developable urban land becomes
increasingly diminntive in supply, developing useful supply, demand, and pricing

models is more than a scholastic exercise (Mundy and Kilpatrick, 2000).

Generally accepted appraisal methodology (i.e. first peneralion technigques) leaves
much lo be desired in (his context. A straiphtforward sales comparison approach is
deficient, since aggregale adjustments to salcs - panicularly for market conditions -
can ofien exceed 100 percent of the unadjusted sales price due 1o rupidly changing
murkels. A land extraction method (extracting the deprecialed value of the building
from the seles pricc to arrive al land values) can he fraupht with errors due 1

judgmental issues in determining depreciation and verifying data'.

As such, second generation lechniques (e.g.regression modeling, survey technigucs)

are increasingly appropriate for valuing urban building sites (Mundy and Kilpatrick,

! The Appmaisal of Real Estate, 11th, {Chicage: Appraisal Instirute, 19963, pe.521, illusirates other
problems with this technique.
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2000). Bruce and Sundell (1977) shows that regression analysis has apparently been
used in real eslale valuation since 1924 and more recently Colwell and Dilmore
(199%) show that a 1922 monograph by G.C. Ilaas of the University of Minnesota's
Division of Agricultural Economics utilized this methodology in the analysis of rural
land prices. The modem regression models to estimate land prices (ofien referred to as
"hedonic models” when used io value real estate} owe their rools o the work of
Colwell and Sirmans (1980), Chicoine {1981), Kowalski and Colwell (1986), and
others. Isakson (1997} recenily extended these models Lo value wrban land using sale
dala, distance from an interstate corridor, zoning, and buyer and seller characleristics

as explanatory variables.

These regression models can be viewed as a variation of the sales adjustment grid, a
long-standing mainstay of firsi-generation appraisal methodology. While appraisers
would traditionally use two or more "paired sales” to catimale adjustments which then
would be applied in an adjusiment prid, the hedonic model collapses these two steps
into one, and uses a richer data sel coupled with 4 more advanced set of statistical
tools (Mundy and Kiipatrick, 2003,

Indeed, in this context, the rich sct of analytical wools implicit in hedonic modeling
may make il a prelerred variant on the sales adjustment grid, when property applied.
Waolverlon (1998) shows that normative paired-sales has an implicit linear
relationship, and thus fails to account for diminishing marginal price eMecls®. Pace
(1998a and 1998b) and Ramsland and Markham (1998) show that using the hedonic
model improves on the sales adjustment grid selution. Colwell, Cannady, and Wu
(1983}, in their review of the sales comparison approach, sugpgest that cocfficients
gstimaled from a regression equation should be used as factors in the adjusiment grid.
lsakson (1998) furiher applies the hedonic model to the appraisal review process.

However, wban planners frequemtly use regression analysis for the empirical
estimation of land price models, which are used Lo investigate the spatial structure of a

¢city/lown (even urban fringe area) or to calculate the implicit price of environmental

? Diminishing marginal prices are observed when the market pays differential prices for each
subsequent unit of a good. In raw land, plettage efTects are bin common one cxample of (his.

“_d'-'
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characteristics. A concern with this kind of analysis is that ofien spatially associated
or heterogencous dala are used, which leads to estimation pitfalls, most nolably spatial

autocorrelation and model structural instability over space (Pace, ef al., 1998).

Furthermore, in previous studies, Vandeveer and others (2002) showed the
imporiance of applying spatial econometrics to a rural land market to estimate implicit
prices. Geographical Information Systems (GIS) and spatial cconometric procedures
were used to model the rural land market in Louisiana. Thesc procedures are
indispcnsable for iesting the data for spatial dependence and estimating models m the
cxistence of spatial dependence. Pace and others (1998} indicaled that land and spatial
statistics harmonize each other, and employing spatial estimalors endow wilh benefits
over ignoring dependencies in the data The benefits include improved prediction,
betler slatislical inference through unhiased siandard emurs, and better estimates

because of Lhe way thet location is handled within the spatial modeling procedure.

A cowmnprehensive exposition of medem urbun economic theory is provided by e.g.
Fujita (1989}. I'ujita observed (hai land is a commeodity like any other; apart lrom that
il is completely stationary. A parcel of land may diverge in sizc but most prominently
it is associated with a unique localion in geographical space. These two charucteristics
of land cntail strong non-convexilies in consumers’ preferences, and concave
household indi{ference curves for distance and parcel size. Other studics have found
location 1o have a significant influence in cxplaining the discrepancy in land markets.
In an Oklshoma study, Kletke and Williams (1992} concluded thai location within the
slatc was likcly to be as significant as any olher factor in deierminiug value. Adrian
and Cannon (1992) found that land values in the urban fringe of Dolhan, Alabama
were almost three times the values in the rural segment. More recent literarure has
emnphusized the need te consider spatial characleristics in conducting econcmic

research (Krugman, 1965).

4.1 Spatial regression analysis of land pricc

Uthan theory predicls that land values should fall at a constant percentage per
increment of distance from the city center. Henderson (1977) and Segal (1977)
provide uscful summaries of the theoretical structure. The relationship beltween land

prices and distance can be modeled by using a semi-logarithmic functional form. This
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specification regresses Lhe log of the land price per square meter on the linear distance
from the center of the city. The semi-log functional form is (Dale-Johnsen and
Brzeski, 2001):

mP(xy=InF, —px+¢ (9}

P£(x) is the price of land at distance x from the center of the city, yis the percentage
ratc of decline per distance measure and & is Lhe residual. As transportation costs for
lhe land increase, the absolute value of ¥ increases. If' lhe residual variance is

conslant and the residuals arc spatially uncorrelated, ordinary least sguares (OLS)

would yield besi, linear, unbiased estimators of the paramcter ¥ (Dale-Johnson and

Breeski, 2001).

Many factors can complicate the fundamental relationship depicted in Equation (9).
Polynomial terms and other deseriptors that might proxy for some of the spatial

variation in land prices may be included. A more general specification follows:;

Z=logP=Xf+¢ {10)

Where &= N(0,6°[}s0 that Z = N(X8,a?1). The coellicienis estimated with OLS
are described in Equation {11):

A=(X"XY'XTZ where b N(B. o (XX ) (11)

Previous studics have demonstraled the expediency of using hedenic analysis in land
market rescarch. In an early study, Rosen defined hedonic prices as implicit prices of
attributes and notes that they are revealed to economic agents from observed prices ol
differentiated products and the specific amounts of characteristics associated with

them.

Hedenic price theory assumes that a commaodity such as a plot can he viewed as an

apprepation of mdividual components or attributes (Griliches, 1971}, Consumers arc
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assumed 1o purchase goods embodying bundles of characieristics that cepitalize on
their underlying ulility functions {Rosen, 1974}. Hedoni¢ price theory originates from
Lancaster (1966) proposal that goods are inpuls in the activity of consumpiion, with
an end product of a set of charactenstics. Bundles of characteristics rather than
bundles of goeds arc ranked aceording o their ulility bearing ahilities. Altnibutes (for
example, characteristics of a plot such as plot size, accessibility, neighborhood
characteristics, and cnvironmenial characteristics ete.) are implicitly embodied in
goods {land) and their observed market prices. The amount or exisience of atiributes
associaled with thc commodities defines a set of implicit or "hedonic" prices (Rosen,
1974). The marginal implicil values of the altributes arc obtained by differentiating
the hedomc price function with respect to each atiribute (McMillan ef atl., 1980). The
advantage of the hedonic methods is that they control for the characteristics of
properties, thus allowing the analyst to distinguish the impact of changing sample
compesition from actual property appreciation (Calhoun, 2001).

Hedonic regression assumes that sales price or rent of a property is a [unclion of
structural characteristics (8), neighborhood chamcteristics (N), location characleristics
{L), environmenial characteristics (E), and the time renl or value is observed (1)
{Malpezzi, 2002), as is shown in Equation {12).

sale _price=f(S, N, LET) (12}

However, a standard hedonic price model can be specified as:

In(sale _ price )= fix +€ {13)

Where x; is a vector of asset-specific characteristics of (he properties (the hedonic

variables), ¢ is normally disiributed mean zero random error.

Cm the other hand, in spatial daia analyses, when a valne observed in one location
depends on the values at neighboring locations, there is a spatial autocorrelation,
Since the price of a property may be influenced by the charmacteristics of its
neighboring properties, the proposed study also need to take spatial effects into
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consideration. Spatial data may show spatial autocorrelation n the variables (spaiial
lag) or ermror terms (spatial error). Accordingly, this study will address the spatial
autocormrelation with spatial-lag model and spatial-emer model developed by Luc
Anselin (1999).

[n the spatial lag case, the dependeni variable v in place /i is affected by the
mdependent variables in both place 7 and its neighboring arcas. With the existence of
spatial lag, the assumption of uncorrelated error terms of Ordinary least Square
{OLS) eslimation is violated; in addition, the assumption of independent observations
15 also violated. As » result, the OLS estimates arc predisposed and bungling (THao,
2007}, In the spatizal lag model, “spillover’ means the values of independent vanables
in one location will afTect the values of dependent variablc in adjacent areas (Anselin,
1999). The spalial lng can be addressed by adding an additional regressor in the form
of a spatially lagged dependent variable to the regression equalion, as is shown in
Egquation (14}.

¥=p H;ﬂj’X +e (14)

Where W) is the spatial lag variable, p is Lthe autoregressive cocfficient. A spatial lag
of a specified vanable is computed by laking the wcighted average of surrounding
spatial units. The weights can lake different forms, for example contiguity based
weighls, distance based weights, and K-nearest neighbor weights (Anselin 2003b).
The existence and magnitude of ‘spillever’ effects are indicated by Lhe eslimated

value of the coeflicient for the spatial lag variablc (autoregressive coefTicient).

On the contrary, a spatial-error model can be seen as a special casc of a regression
with a non-spherical error lerm. The off-diagonal elements of the covariance malrix
articulatc the structure of spatial dependence. The spatial error model ¢an be
esnmated by (Diao, 2007):

¥ =X +e
F=AW + | (15}
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Where # is an crror term that meets the OLS assurnptions; W is Lhe welghled average

of error terms in neighbonng areas. Ln the case of land price, Lhe spatial error model
assumes Lhat the spillover oceurs indirecilly through spatial correlation in the error
terms for neighboring properiies. That is, the explanatory variables have only local
efTects, but factors missing from the model specification are spalially correlated.

In recapitulation, the spatial cconometric technique discussed in this study is based on
approach proposed by Lnc Ansclin (19993, There are still other approaches thai could
be ulilized in the study, for example the Cokrging approach (Chica-Olmo 2007) and
Geographically Weighted Regression approach (FFotheringham ef al., 2002).

4.2 Test of Spatial antocorrelation and derivation of Spatial Autoregression
model

Social scientists oflen study the form, direction and sirength of the association
exhihited by two quantitetive variables measured for a single set of i observations. A
scatterplot envisages this relationship, with a conventional correlation coefficient
describing the direction and strength of a straight-line relationship of the overall
prototype. A variant of conventional correlation is serial correlution, which perlains o
the correlation between values for observations of a single variable according 1o some
ordering of these values. Its geographic adaplation is spatial autocorrelation, the
relationship between a value of some variable at one location in space and nearby
values of the same variable. An r-by-a binary peographic conncctivity/weights matrix
can identify thesc ncighboring values. Positive spalial autocorrelation means Lhat
geographically ncarby valnes of a variablc be apt to be analogous on a map: high
valucs tend to be located near high values, medium values near medium values, and
low values near low values. Demographic and socio-economic characterstics like
popnlation density and land price are good examples of variables exhibiling positive

spatial antccorrelation.

‘Therefore, there are two primary rationales to measnre spatial autocorrelation. First,
autocorrelation complicates slatistical analysis by altering the variancc of variables,
changing the probahilities that statisticians commonly attach to making mcorrect

slatistical decisions (e.g., positivc spatial autocorrelation resvlls in an increased
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lendency fo reject the null hypothesis when 1015 trugd. It signifies the presence of and
guantifies the extent of redundant mformalion in gee-relerenced data, which in tum
atfects the inlommation contmibution sach peo-referenced observation makes to
statistics calculated with a dalabase. Second, the mensurement of spatal
autocorrelation describes the overall pattern across a pcographic landscape,
supporling spatial prediction and allowing detection of striking deviations. Griffith
and Layne (1999) reporled that exploiting it tended lo increase the R-squared value by
about 5 percent, and oblaimng 5 percent additional explanalory power in this way was
much easier and more relizbly available than getting it from collecting and cleanimg
additional data or from using diflerent statstical methods.

As sclf-correlation spatial aulocorrelation is interpreted literally: correlation anses
from the peographic conlext within which atiribute values (ranspire. In isolation it can
be uttered in terms of the Pearson product moment correlation coefficient formula, but

with neighboring values of variable ¥ replacing those of A%

Zn:(xf _;Iyr _;)“'r" iicﬂ(y" _;bl _;)fiicu

=l becomes =t 2 (16)

\Ii(x:—?)’ f\(z(y ) in Jz( _3f fn\/i(y‘ ¥ im

il 1=l =l

The JeN-hund expression converts to the right-hand one by substituting y for x in the
night-hand side, by compnting the numeralor term only when a 1 appears in matrix €,
and by averaping the numerator cross-product terms over the total number of pairs

denoted by a 1 in matrix . The denominator of the revised expression (16) is the

sample varance of ¥, si . Coupling ithis with pad of the accompanying numerator ierm

renders (y, _y]zn:c{, (y" —y], where this summation (emm is the quantity measured
5, 5

4= ¥
along the vertical axis of the modified Moran scattcrplot; the right hand part of
expression (16) is known as the Moran Coefficient (MC). Accordingly. pesilive
spalial autocorrelation occurs when the scatter of peinls on the associaled Moran
scatterplot refllects a straight line sloping from the lower lefi-band to the npper right-

hand comer: high values on the vertical axis tend 1o correspond with high valucs on



the honzontal axis, medium values with medium values, and low values with low
values. Negligible spatial aulocorrelation occurs when the seatter of poinls suggests
no pattern: hiph values on the vertical axis correspond with high, medium and low
values on the horizontal axis, as would medium and Iow values on the verlical axis.
Negative spatial antocorrelation occurs when he scatter of points reflects a straight
line sloping from the upper lefi-hand o the iower right-hand comer: high values on
the vertical uxis lend to correspond with low valucs on the hornizontal axis, medium
values wilth medium values, and low values with high values. These pallerns are
analogous to those for two different quantitative atiribute variables—X and ¥—
rendering, respeclively, a positive, zero, and ncgative Pearson produci momeni

cotrelation coeflicient valuc.

As rcdundant information spatial aulocorrelation represents duplicate information
contained in geo-reflerenced data, concerning it to missing values estimation as well as
to notions of effective sample size and degrees of freedom. Richardson and Hémon
(1981) promote this view for comelation coefficicnls compuied for pairs of

geographically distribuled variables.

The most commonly used spatial proccss specification is the autoregressive model

(SAR). Formally, for a vector of error terms,

c=ARWEc +u (17

Where Ais the spalinl autoregressive paramcter, # is the weights matrix and x1is a
vector of errrs with variance . As is well known in the spatial cconomctrics
literature, afier solving equation (17) for £, as

c=[1-AW]"u (18)

The vanance—covaranee matrix for the random vector £ follows as

Elsg']= crl[{l’ —aw)! (I—EW)']'} (19)

1‘;‘"‘"‘[
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The structure eof this vaniance-covariance matrix is such that every location is
correlated with every other location in the sysiem. Bul closer locations more so, in

elfect are following lobler's first law (Tobler, 1979). This can been seen by

considering the expanded form of equation (18). Since (in most cases) ],1| <1 and the

clements of W are less than 1 as well (for row-standardized spatial weiphts), a

“Leontief expansion” of the matrix inverse in equation (18) follows as
[[-aw]' =7+ aw + 3207 + (200

and iis transpose is oblained by applying the transpose operation (0 every matnix in
(20). The complete structure of the variancc-covariance mairix then follows as the
product of equation {20) with its (ranspose, yielding a sum of lerms containing matrix
powers and products of B, scaled by powers of 4. Specifically, the lowest order term

is I, followed by AW and AW, f[ﬁﬂ +FW LW )._, elc. I'or a spatial weights

matrix corresponding to first order contiguity, each of the powers involves a higher
order of contiguity, in elfect creating bunds of ever-larper reach around each location,

relating every location to every other one,

Moreover, the powers of the autorcgressive parameter (with M < 1) ensure that the

covariance decrcases with higher orders of contiguity, hence satisfying the second

condition of Tobler's Law.

In addition to the structure for the covariance terms, il is also interesting to note that
the diagonal elemenls in (18), or, the variance of the process al each location, depend
on lthe diagonal ¢lements in K*, WW', etc. These terms are directly related to the

numbher of neighbors for each location. If the neiphborhood structure is net constant

* For other types of spatial weighis, the specific interpretation in leoms of higher order neighbors does
not hold in a swict sense, afthough the general principle of increasing denseness of the weighs and

smaller importuice for higher orders apples,
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across the landscape f{as is the case in most imegular lattice structures),
heteroskedasticity resulls, even though Lhe initial process (17) is not hetcroskedastie.

The type of spatial covariance strucrure induced by the SAR model is referred os
global, since it relates all the locations in the system 1o each other. In praclice, for
small value of A, the covariance may approach zero afier a relatively small number of

powers, but “in principle” the covariance matrix is 2 dense and full matnx.

4.3 Spatial regression analysis by GeoDa

The basic diagnosties for spatial aulocormelation, heteroskedasticity and non-normality
are implemented for the slandard ordinary least squarcs repression. Estimation of
spalial lag and spatial error models is supporied by means of the Maximum
Likelihood method. An extensive overvicw of the relevant methodology is beyond the

scope of this document, but can be found in Anselin and Bera (1998).

‘The cstimation tcchniques implemented for the Maximum Likelthood approach are
based on the algorithms outlined m Smimov and Anselin {2001). These algorithms
were developed 10 address the estimation of spatial regression modcls in very large
dala sels. GeoDa has been successfully applied to spatial regression in a data set of

330,000 observations {estimalion and inference were complete in a few minutes).

The asympiciic infecrence censists of a Likelihood Ratio test as well as an estimate of
the asymplotic covariance malrix, using a new algorithm developed by Smimov
(2003). All methods use sparse weights of cither GAL or GWT formal However, so
for, estimation only works for weiphts that reflect a symmelric spatial armangement,
such as conliguity weights or distance-based weights {row-standardized), but not for
k-nearest netghbor weights (Anselin, 2003a).



Chapter V

ORDINARY LEAST SQUARE HEDONIC
PRICING MODEL



42

Chapter ¥V

Ordinary Least Square Hedonic Pricing Model

Regression method has been widcly used in statistical analysis (Mark and Goldberg.
1988; Murphy, 1989; Ambrose, 1990; Fehribach e of, 1993; Ramsland and
Markham, 1998: Panayiotou ef af., 1999; Isakson, 2001). The commeon problem with
regression analysis is multicollinearity between explanatory variables thal causcs
coefficienL estimates to be unstable. Multiple regression analysis has been
demonstrated. as being the primary technique used in the mass appraisal. Therelore
this study emnploved muitiple regressions as an initial in order to derive the Spatial
Autoregressive modcl. It is basically a hedonic model, attempling to disaggregate
valuc into differeni contributing factors such as physical, neighborhood, socio-
economic. transportation, facililies and services, and environmenial charcteristics of
the plots. In order to get an accurale and effective model, all atiributes should be
properly accounled for (Yu and Basuki, 2602).

5.1 Diagnosis of Ordinary Least Square (OLS) Hedonic Pricing model

The descriptive analysis explored Lhat average price of (ransacted plots in 2006 is Tk
66794 28 per decimal and slandard deviation is TK 191702.113 per dccimal, which
revealed extensive divergence of price of the transacted plots in the study area. This
may have decisive manipulation on the outputs of the regression analysis. Therefore,

a comprehensive evatuation of the outpuis of the regression analysis was obligatory.

The first concern in the mode] estimation was lo identify relative correlation belween
the dependent variable and the explanatory variables and also among the explanatory
varizbles themselves (multicollincarity). In order io testify at least some relationship
{above 0.3 preferably) between dependent variahle (land price} and the explanalory
variables, the study pipeonholed thai nol a single coefficient of correlation had
nccomplished the prerequisite (Appendix B.1). On the contrary, in order to avoid the
multicollincarity effects among the explanatory variables we should keep in mind
that the correlation between each of the independent variables is not o high.
Tabachnick and Fidel! (1996, p. 86) suggesled that you ‘lhink carefully hefore
including two variables with 2 bivariate correlation of, say, 0.7 or more in the same

analysis. If vou find yourself in this situation you may neced to censider omitting one
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oI 10¢ variaples or TOMMITE 4 COMPUSIIC YANUD.e ITOM INe SCOTCS OT WS TWO NIZNLY
correlated variables.” In this study, most of the explanatory variables have swong
COTFCIAIION LMOTE 1Nan U./) Among INemseives eXCCp In (nc cases 0T area of Ine
(ransacted plot (area), topological elevation (contour), distance from the dustbin

{0_QUSIDINy, QISIANCE LTOM UlE POUTA TOBO |4_POUry_Fd) ANd d1STnce [rom e Lmaka-

Aricha highway (d_nh) (Appendix B.1).

FUTINEHMOTE, INC aN#ilySIS was AIS0 WeIENCa up 0asca 00 e K-Square., Woleh ususily
elucidates how much of the variance in land price is explained by the model (which
{NCIVGES all he VEnapies). In this case, InC vaue U.1Z1 eXpLameo 2t tms modgel
embodics only 12.10 percent of the variance in the land price. This was not a

satisfactory depiction.

ANOINET MOQUS OPETanal ol SUDSIANUATRG e MOAE] 1§ “COLNeANTY GlUgnasues . il
this value is very low (near 0), this signifies that the inultiple correlations with other
€XPIANATOTY VArIADIES are MIEN, POMENIOUS o1 ine HKSRN00d O MUITCOLINCATTy. In
this analysis. ‘tolcrance’ of (he sipnificant number of variables was low, which
resured 10 lgn MUNCO!INCANTY. iR 1NE CASS OI SINITCANCE ICVEL. MOST Ol Yariables
had significance level of more than 0.05, which required being less than 0.05 {Table
5.1}

Tahle 5.1: Coefficients and model summary of the linear OLS hedonic model

ngusmndnrﬂizod Standardized
ocilicients oefficients [T Sig. Collinearity Statistics
B Std. Error|Beta [Tolerance ¥IF
(Constant) | 14365107 59026.65 243 {1.02
pop den (.00 0.00 {1.06 0.24 081 003 33138
urea {43 0.43 -0 -] () 0 33 0.9% 1.02
Contour -0.37 2.41 0.0 <116 (.58 0.79 1.26
d brickfld -54.73 19,605 .35 -2.19 0.1 .10 968
d edu 67.32 60.20 0.0F 1.12 026 0.28 3.58
f prostoll -31.08 120.55 -0.26 367 (.50 001 8341
d has ind -126.22 63 B9 -0.60 -1.98 0.05 002 57.%3
d_police 70.56 6403 055 1.10 027 o.08 1258
d relig 10547 48.88 {1.59 2.16 {.03 0.02 4753
d bus ter -36.24 48.74 0,13 -0.74 0.4 005 20.09
d muni -hi i9 74.92 025 ) B8 0.38 002 4928
. bank -24.88 60.72 .20 -1.40 {16 (08 1290
d dev_org -54,22 3648 016 -1.4% 0,14 0.13 7.64
d hosp 212.03 £3.97 0.86 3.31 {300 042 4209
market $3.20 12841 .18 (.49 062 001 7903

'M"‘?
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i job -T2 53.76 (.35 -1.32 Q.19 00 4269
d recrc i155.00 46,48 .50 325 {100 0.07 1487
d dusthin -26 82 97 48 -0.02 -0.28 0.7% .43 2.33
d poura_rd -25.54 2513 009 -1.02 0.31 0.1 319
d up rd |41 443 .01 {132 075 0.87 1.15

Source: Caloulated by anbor, 2009

Caxe ul e WHYS UDAL [0¢ OUILETS, MOTMELTY, NNCarity, NOMOScedasuciy ana
independence of residuals can be verified is by inspecting the residuals scatierplot
ang e iNOrmal FToDaTLLy FIot (N FE) O U6 rcgn:ssmn-smnwmzcu TESHIUALS ks

were considered as part of fitness test of the analysis.

In the scarterplot of the
standardized residuals 11 is Scatierphol

expected that the residuals will be )
Dapandarl Verable: Price ol transacted nd In TK

roughly and rectangularly o -
disisbuted  with most of the E

scones concentrated in (he cenler.

This assumplion of validation lest 5
was not also satisfied (Figure 5.1) N
in case of distnbution of the land Eﬂ*

price.

Regrestion Standandized Predicted Yalue

Figure 5.1: Seatterplot of the standardized

On the oiher hand, in the NPP, it is expected that the points will lie in a reasonably
STHALENL WAZONAL 1IN IO DOURI 11l 1O 10p TEat. s would SUPFESE TIO [HED

deviations form normalily. Nevertheless, in this analysis no such NPP was obscrved.

3.2 LAEZOTLZATION OI PWIS N QT¢rent groups

It is obvious that with these blunder outcomes of the muliiple analysis of the selected
varapies, WIIMAE reslil cowa NOT UNQETSCOTE tN¢ Pragmans CIreumsinees ol e
analogous [actors influcncing land price of the Savar municipality. This is why; the
\and Price OI aifICIEnt URINSACTed PIOTS Needs 10 DE SITANNICO. rHISCo on INC avauabic
data on land price and trail and error basis for minimizing Lhe standard deviation of

land price, transactled plots were calegorized inlo four groups such as
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e LTOUP I {1ANd POCE LK ZUUYU- ICSS TNAD 1R JUUVY PCF aeciman} I Wk
plots of Aichanoyadda, DBagmari, Rajashan and Sadhapur mouzas are
IOCIUGEn. 10Ere arnc 88 IO 1IN UUS group (vIap 3.1) and e mean and
standard devialion of the land price are TK 25272.59 and TK 9846.52 per
acelrmal TeSpecTively. IMIOTEover, e [ana price distrouLlon 1§ also persuadea
ihe basic assumption of residuals scatterplot (Figure 5.2) and the Mormal
Probability Plot (Figure 5.3).

Scatterpicat Mermal PP Piod of Regression Sandardized Residual

Deperdent Varable: Frice ot transaced land in TR

@ X B
5]
: ;
u & o E}a- §
o L]
H 8 ] o A -
@ 4] 1]
- (=] @ 0 £
oy o
[ cﬁ’g‘@; @ 2
L1 oy &
o Lif) T T T T
-2 =113 0 o X | nh on 10

T 1 T T T T T T Obyerved Curn Frab

Ceporcor Varishle: Price ol transacted land in TR

Regrossion Stamdardized Predictic Yaiue

Figure 5.2: Scatferplot of the siandardized  Figure 5.3: Normal P-P of the regression

residuals for GGroup 1 plos standardized residual for Group 1 plots
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Map 5.1: Location map of tronsacted plots of Group 1 eategory
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»  UTOUp £ {130g pricc LA U= 1255 Nan LR ULy per agcimat) 1 wicell

plots of Akran, Ampara, Balimohar, Dakhin Ramchandrapur Diagacn,

Jaleswaar, Jamsmng, Furoo vapanipur, Havar and anyampur mouzas arc

included. There ere 200 plots in this group (Mep 5.2} and the mean and

srandard devialion oI whe iand price arc TR J409/.¥0 and LA 11443.08 per

decimal respectively. Furhermore, the land price distribution g also

persuaica tne nasic assumprion ol TERIGUALS SCATICIpIOL (Figure 3.4) ana we

Normal Probability Plot (Figure 5.5).

Scattarpicd

Cwperxiur Variable: Price ol {ransacted land n TK

[
k
o
]
w
-

Iy LS UL T s A1

Figore 5.4; Scatterplot of the standardized
residuals for Group 2 plots

Sormal P-P Plot of Regreasion Siandardzed Residual

Dapanden Yarshis: Price ol ransacied and In TK

o T T T T
Unt - un uw '

i !.'.lhae:nd Cum Prob
Figurc 5.5: Normal P-P of the regression
standardized residual for Group 2 plots
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« 30000 shp
Pourashevs_Sevar.shp
Wward 1
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) wwers 9
Source: Prepered by author, 2009
Map 5.2: Location map of transacted plots of Group 2 eategory
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* UTOUP 3 {1aNd POCe Lk 4uU0U — LR SUUWY ICT Gecimal) in wincn pioLs oi
Anandapur, Badda, Boroigram, Dakhin Dariyarpur, Dogormera, Imandipur,
SAMOpPATA, KRAUAPAE, Mapapur and varpara mouras anc Incuaea. 1nere are
156 plutﬂ in this group {Map 5.3} and the mean and siandard deviation of the
wilh these land price disirihution is also persuaded the basic assunplion of
residuals scatterplot (Figure 5.6) and the Normal Probability Plot (Figure 5.7}.

el i T I Bl —— == 1B EEIm— == s A m = ——— —— a1 =

Cwprereler Yarable. Price ol ranwacted and ™ Cepersdent Varisbis: Frice of transacoed mnd in TR
4
E‘_ k)
U
o
G" Q B o
J @ o
’ ° %ﬁo.ﬁ &
a cl
LI oo 4;.';&| ﬁ
EF o
o
A=
1 T T T T T T
-3 =2 aq v} 1 o 1

Ragression Standerdized Predicted Vaiue

rigure >.0n: dCATRTHOT O T STANO N rAFea FLEUre d. /1 NOTIOAl PF-F 01 the TeErcsslon

residuals for Group 3 plots standardized residual for Group 3 plots
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« GHO000shp
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Source: Prepared by mihor, 2009

Map 5.3: Location map of transacted plots of Group 3 category
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s Group 4 (land price 1K 88132 — | A 12UUUU PET (ECIMAl) 1h WIuen |12 DL

of Genda mouza {Map 5.4} were Uransacied and the mean and standard

geviaiiop OF e iang price are 1K (20400 and TR 31443 per decimai

respectively. Like other groups the land price distribution of the Genda mouza

persuaaes (e basic assurmprion of residuals scatierpiot (Figure 3.5) and wne

Narmal Probability Plot (Figure 5.9).

Oupendert Yarmble: Prica ot rankacwed land in T

al
i
F GD
TR
o ] ﬁhﬂ.
1 @ o ':gu
o L
9 B LI ]
-]
- o B0 a%
a o %q;. o
n:ﬂ?‘?ﬂ'}oaaﬁ' @
o
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Ragress|on Staedardeed Prid | cied Yalus

Figare 3.1 dcatierpiot o1 e S1anaardizeo

residuals for plots of Genda

FIgUre 25 Mormal - (1 I0€ regression

standardized residual for plots of Genda
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« Genda_poinl.shp
Pourashove_savar.shp
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ward 2
Ward 3 B0 0 g00 1600 Moters
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— ward 5
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Source: Prepared by muthor, 2009
Map 5.4: Location map of iransacted plots of Group 4 category



5.3 Testing of the Giness of data for Spatial Autoregressive analysis

In ordet to use the data in the Spatial Autoregressive analysis, probability density
functions of the data of transacted land price per decimal mush be specified and a
distribution table needs (o be created. Data would be better vigorous for regression
analysis if they were normally distributed. The basic assumplion of the normal
disirbution curve is (hat the height of the normal curve is at its maximum at the mean
{Gupla and Gupta, 2000), In the case of above-mentioned four groups of plots, data
of land price are normally distribuled with maximum height of the norma) probability
function curve at the mean of the price {Figure 5.10, 5.17, 5.12 und 5.13). As the land
prices of all the greups are normally distributed it is implicil that data can be
functional for the Spatial Aulorepressive analysis.

_ 000033 - — | £ 0.00004000
CARRIIL ISR —_— c
)
2 0000035 —gf-o|- % 0 00003000 -
= (L0030 — £ 000002000 |
E 0000025 [« . };
; {0 W2 0h £ 00001000 -
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E 5.00000s - b, Y £ 0 2000 4000 6000 E0DO 1000
= o o000on - . —-%_,, . o o 0 0 ®
U W00 40000 SNOD  RODOD Land price per decimal
Land price per decimal
F Probabilty dts'lﬂ:nutbn—i
| @ Probabiliry I.‘nsmburmﬂ L. =
Figure 5.10: Normal probability disfribution Figure 5.11: Normal probability
of price for Group 1 plofs distribution for price of Group 2 plots
ﬂ.ﬂﬂﬂﬂ‘iﬂ o g k00
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e 2000040 - - b “'m“j 5*;*;"
2 00030 I 5 . 0 ARz LD
2 ;E 0 (00020 £ ”;2;“: 15009 1 ———". T
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B 00000ft - ' — e & 0 CH 0 GO0 _
0 JB00 40004 AQ400 RG0S XOHG0 b s T T
Land price per decimal Locd powe dper decunal]
E:'mbahilit}r Thateibation | |§ Prokabality T)u-‘.-lrll:utiunJ
Figure 5.12: Normal probability distribution Figure 5.13: Normal probability

for price of Group 3 plots distribution for price of Genda plots
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The percenlage distribution of data of different groups can be identical o represent
the probability of average land price less than the given value. In casc of Group 1
plots, the 1. 3, 15, 30, 50, 75, 95, 99 and 100 percent chance of average land price are
TK 10966.57. TK 12209.5, TK 14720.7, TK 19849.7, TK 23047, TK 32750.25, TK
42857, TK 50769.43 and TK 58000 respectively. T herefore, more than 50 percent
chance of dala will be within the average land price (TK 25272.59) of group |
(Figure 5.14).

Va000q -
14000 -
120000 1-
1OHOO
A00800
B0 H)
40000
20000

i -

a'B ra'll?\ .w_..m o e n.lq q.lv
# $ eﬁ"“ :ﬁ’

Price por deoimaud

I*etcenlile

Figure 5.14: Percentile distribution of the prices of the plots

Similarly, in case of Group 2 plots, the 1. 5, 15, 30, 50, 75, 95, 99 and 100 percent
chance of average land price are TK 14990, TK 20000, T 22641.95, TK 28678.3,
TK 35044. TK 40545.25, TK 55260.1, TK 65069.7 and TK 80508 respectively.
Therefore, aboul to 50 percent chance of data will be within the average land price
(TK 34697.96) of group 2 (Figure 5.14).

In Group 3. the 1, 5. 15, 30, 50, 75, 95, 99 and 100 percent chance of average land
price of the selected plols are TK 22615.7. TK 20118.25, TK 33030, TK 36196.5, TK
40000, TK 49708.5, TK 58759.75, TK 72250 and TK 80000 respectively. Hence,
more than 50 percent chunce of data will be within the average land price (TK
42203.62) of group 3 (Figure 5.14).

In Gends, the 1, 5, 15, 30, 30, 73, 95, 99 and 100 perceni chance of average land
price of the selected plots are TK 91063.89, TK 9979525, TK 102667, TK | 13250,
TK 123101, TK 136841.8. 'K 148333, TK 150000 and TK 150000 respectively.
Hence, about {o 50 percent chance of data will be within the average land price (TK
120466) of Genda (Figure 5.14).
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in addibion, Chi-square {est was copducted n order o delermune gnndness-nt’—hq ot
the daia for the analysis. The quantity of Chi-square tcst deseribes the magnitude of
discrepuncy between theory und observation. I the value 15 zcro, 1 means that the
observed and expected frequencies complelely coincide. The calculaied value of Chi-
square 18 compared wiih Lhe 1able value ior given degree of freedom at gpecitied 1evel
of significanee. If the calculated value is preater than Lhe lable value, the dilference
perween Theory and obscrvalion 1s consigered 1o be sigmificant. Un the other hand, if
(be calculated value s less than the table value. the difference berween theory and
observation is not considerced significant (Gupla and Gupla, 2000, p. 633).

I case OI tis Study. Ine mult hypothesis was “Lie average and standard deviation o1
the land price data are within TK 25272 .59 and TK 984652 for group 1; TK
34697.96 and TK 11425.68 for group 2 TK 42203.62 any TK 1i4)2 1.4 TOT group .
TK 120466 and TK 31248 for Genda.” The calculated values of Chi-square at 3
percent significance level for group 1, 2, 3 and 4 werc 0.876, 2.203, 5.336 and 0.145
respectively. Nevertheless, the lable value of Chi-square al degree of freedom 1 and
signiticance level 5 percent is 3.84. Therctore, the null hypothesis was accepted for
group 1, 2 and 4 data. The contrast was ensued in case of group 3 but it contented the
normal distribation and percentile distribution. In recapitulation, Lhe data of all four

groups are en-suiled for the spatial regression analysis.

m i = G YENOn RS mm g noemono SSTnes U
o TE I i Libietogi il it RS S T

Group I (tand price TK 20000-TK 30000 per decimal)

‘'he eoclicients ol corelation of the dependent varnable with the explanatory
variahlcs revealed that land price has significant relationship wilh elevation of the

plois (0.34). distance from (he bricklield {-0.26). distance trom Lhe cducational
institution (-0.26), distance from the hazardous industries (0.27), disiance from Lhe

bus lermuai (-0.27), and disiance from the poura road (-0.30), upazila road and
Dhaka-Aricha highway {-0.28). While land price has strong relationship with
population density (0.48), disance from the development organization {-0.4Y} and
distance from (he hospital {0.51). In contrast, il we consider the multicollinearity

ertect. most of the cxplanatory variables have less than 0.7-cocfficient correlalion

with olhers variables. Nonetheless, exceptionalily was observed in case of distance- ""“‘)
from the hospital and distance from the Dhaka-Aricha Highway who both have Illt.l.l'fd r

|'; 'd* I
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. &
thon U. 7-coctficient COmreialion with [our vanabies. But gue 10 U strong cofreiation
with the dependent variable (lond price). they were tmken into consideration
{Appendix B.2).

The valuc of R-square cxplaincd 34.3U perocnt of the vanance of ik BN price.
While “collinearity diagnostics” indicuted that “tolernnoe” of the population density
{pop_den), distance from ine hazardous indusiries (d_har_ind), disiance from bus
terminn] {d_bus_ter). distance from development organization (d_dev_org), distance
trom hospilal {d_hosp). disiance irom dustbin 1d_dusibin). disiance mom pourd 10aq
(d_pourn_rd) and distance from Dhaka-Aricha Highway (d_nh) was high resulting in
jow muiticollincanty. in eadilion, the signiticance fevels o Lhese variabics are within
0.10 (Teble 5.2). Therefore, thesc varigbles were considered for the 2 |evel itemiion
process in order 10 accomplish the exact relatonship betwoen the land price ona inc

explanatory voriables.

Table 5.2: Summary of the linenr OLS hedonic model for group 1

Unstandurdized Standardbred
CoefMickents CoeMclents  [Sig, Collinearity Statistles
B Sid. Frror " Tolerance VIF

Constent) 74679.7 5398832 0.17]
Em 0.1 0.24 -0.05] 0.64 094]  1.06
den -1.20 3.17 -0.54 0.03 0.45 2233
e ontotr 0,02 0.1% 0,02 0.09 078 1.9
bricknd -2.63 7.99 0.1 0, 0.09 1061
D edu 2.06 14,05 0,04 0.8 0.15] 634
har_Ind -3 48! 13.408 0.07] 0.0 oem 523
 police 051 11479 2,74 0.66 0.00{2579.55
D relip 1110 164D 0.28 0.5 0.07 1335
bus_ler 6299  120.04 3.34] .04 032312871
D i 120 494 -0.40] 0.81 0.000 314.04
bank 13.11 4801 0.85 0.79 000 747.78
dev o -5.13 1535 0.4 0.03 0,74) 3822
hasp 37 2032 0.26 0.01 0.85] 143.73
D market 11.22 65.09 0,68 0.86] 0.0001211.05
0 recre -14 29] 58.03 -1.7 0.58 0.000 &3R4
fB dusthin -1.64 1741 00 .02 053] 43.44
L 5.12 13.43 0,10 0.07] 027 1M
0 up rd 0.15 9,500 0.0 0.10 o8y 11.72
D nh REL 459 .54 0.10 013 8.9

Source: Cakulated by nuthor, 2009
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Atftermath, tie dependent vanable Wwas Tegrcsscd dayainst The sciected cxpmnaldﬁé
varizbles. In (his case. the dependent variabic has significant correlation with the
factors ang there 18 no mulhcollinearity etfect ameng the explanalory vanabies.
Simultaneously, the value of R Square was 0.273 resulling 27.5 of the dependent

veriable explanation by this model.

1ne coillnesnty diagnoss indicated inat the lolerance values of the variables Were
high resulting in low multicollinearity among the explanatory variables. Along with

the significance levels in case of all variables werc within (.10 (Tahle 5.3).

Table 5.3: Summary of the 2" time regression for Group 1

[Unstandardized IStandardizcd Collinearity

[Coefficients |Cocflicients |Sig.  |Statistics

B Std. Ervar |[Beta Tolerwnce (VIF
(Coustant) | 74950.87) 12143.83 0.00

o den -2.92 2.21 0.5 0.09 080 12.01

i haz_ind 2.58 872 005 0.07 040, 248
d_bus tr -3.84 -3.64 .20 006 0.42) 4.1l
d dev org -10.72 9.04 D49 .04 070 141
d hosp -1.54 4.54 0010 0.0 082 B.O7
d dustbin 5,06 -§.21 (.39 0.07 0.9 10.72
id powra_rd .07 0.9 015 0.07 044 223
d nh 6.15 3.90 044 0.2 015 6.5%

Source: Caleulated by author, 2009

LOCrealer, 1 Order 1o uerive e Reaonic pricing, moasl, e SunsEanaardized
coeflicicnts” arc Laken into consideration fot the corresponding explanatory variables.
| he S1andardized coeLlIcient (Bed) 15 LMPOTENt only WNen comparaive evallation 15
requircd among the variables. Finally the OLS hedonic pricing modcl was (Table
5.3

V=74950,87+ (-2.92) pop_den + 2.54 d_haz_1nd + {-5.84) d_bus _tr + (-1.7z)
d_dev_org + (-1.54) d_hosp + (-9.06) d_dustbin + (-9.07) d _poura_rd + (-
6.15)d_nh (21}

Ts (LS repression equanocn was promoted 1o cross-checked wilh ihc averagc data
of the explanatory variables in order to verify whether the equaticn ¢ould look at the
Precise anticipalion o1 Whe land pnece ol ihe plots within the group 1 {Table 5.4), Thus

the average data of the cxplanatory variables were inputted into the equation (21) and
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resulted in the average land price per decimal os TK 2858975, 1his result has
deviation of TK 3317.14 from the average land price TK 25272.59 per decimal of
group 1 plots. This deviation may be the consequence of spatial error.

Tahle §.4: CoelTicicnt and nvernge data of selected variables fn case of Liroup 1

plois
Variables CocfMiclents Average data
Censtart 74950.87
Populmion dersity (person per sq.km.) a9 iS4l
Distance from harardous mdustry {m) 258 iz
DMstanee Trom bos terminal (m) a4 2538
Distance from development orpanisations (m} 107 555
Dhgtance from hospital {m) 184 1406
Drisience from dustbin {m) .06 Kd6
Distance from poura rodd (m) 907 193
Dristance from uparils mad (m) 6.15 497

Source: Caleutated by suthor, 209

Group 2 (iand price TK J000(-TK 40000 per decimal)

The cocfTicients of comelation of the dependent variable with the explanalory
varables revealed that land price has signiticant relationship with area of the plows
{0.26), population density (pop_den) {(-0.33). elevmtion of Lhe plot {contour) (0.48).
disince trom the brickfield (d_brickild) {0.56), distance trom the cducational
institution (d_edu) (-0.32), distance from the hazardous industries (d_haz_ind) (0.49).
distance from markel end shopping center (d_market) (-0.33), and distance from the
poura road (-0.44), and Dhaka-Aricha highway (-0.49). [n contrast, if we consider Lthe
mutticollinenrity eifect, most of the cxplanatory variables have tess than 0.7-
coclTiciem correlation with other variables. Nonctheless, exceptionality was obscrved
in case of disiance from hoznrdous industry and distance from morket and shopping
center that both have more than 0.7-coc(Ticient corrclation with more than three
variables. Due o Ltheir swrong comelation with the dependent voriabie, ey were Laken
into eecoum (Appendix B.3).

The value of R-square was satisfactorily explained 35.88 percent of the varance of
the land price. While *collincarity diagnostics’ indicated that ‘tolerance’ of area of
the plat (aren), the populstion density (pop_den). elevation of the plot {contour),
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distance from the brickficld, distance from the educational institution (d_edu).
distance from the hazordous indusirics (d_haz_ind), distance from markel and
shopping center (d_market), distance from employment attraction {d_job). distance
from dustbin (d_dustbin), distance from poura road (d _poura_rd) and distance from
Dhaka-Aricha Highway (d_nh) was high resulting in low multicallincarity. In
eddition. the significance levels of these variables were within 0,10 (Teble 5.5).
Therefore. these variables were considered for the 2% level itcration process in order

to atwin the precise relationship between the land price and the explanatory vanables.

Table 5.%; Summary of the lincar OLS hedonic madel for Group 2

Unstandardized tandardized

CoelTicients ocfTickents  [Sip. “ollinearity Statisi

B td. Frrar|Beta rolernnee [V
YConstant) 61245.85 1163112 0.0
brea 0.04 0.10 -0.03 0.08 0. 111

den £.29 023 0.23 0.02] 014 7.03

coatout 0.50) I. 0.08 0.07) 02% 345
d brickfd 2.7 2.47] A0.19 0.03 0.12] 848
K edu -10.07| 724 02 0.07 0.1% 549
4 ha. ind 1589 1307 1.18 0.05 0,01] 143.35
4 police 2 7,32 .0.7% 0.26 0.01] 100.49
K relig 1.15 10.76 0.01 091 044 225
d bus ter 1433 831 1.59, 0. 0.01] 179.5%
d muni 0.77 631 0.05 0.904 002 42.04
K bank .1.53 9.62] .12 0.87] 001| 127.14
d dev org . 9,59 0.09 .84 0.03] 3944
d hosp 5663 XE: 0.31 0.47 0.02] 42.66
d_marhet -12.54 .01 LI 0.0 2.01] 13144
d _job 234,77 15,46 -3.25 0.4 0.0} 21038
4 recre - 132, 868 -1.09) .19 0.01 147.89]
Qd dusibin -1.81 6.41 -0.10 0.04 0,78 27.09
d_pourn rd 1146 15.15 0. 0.0 0.78 12
d up 3.81 111 029 0.22] 0.09 1153
4 nh 048 028 0.13 0.08 e T

Source; Calculated by nuthor, 2009

Aflermath, the dependent variable (land price} was regressed apainst the sclecied
explanntory variobles. In this case, the dependent variable has significant correlalion
with the factors ond there was no multicallineanity citect among the explanatory '
vorigbles. Simultancously. the value of R-square was 0.325 resulting 32.5 of the .

dependent variable explanstion by this modet.



Table 5.6: Mode! summary of the 2™ time repression for group 2 plots

F.t:ndnrdind ollinesrity
Unstapdardized Coefficients  |Coeflicients  Slr. X tatisticy
B td, Frror [Reta olerance VIF
N Constani) 61641, 805,40 0.00
Area 0,04 0.10 0.03 0.06 0.93 10K
den 0.03 0.12, p.02] 003 0s2 1.97
Comitour 0.54 0.86 0.0¢) 0.06 064 1.55
D brickild 3.6 1,99 0.04 0. 025  4.06
edu 223 6.23 005  0.02 028] 4.05
haz_ind 9.9 11.98 0.63 0.04 p.01| 117.69
ID_market -9 26y 3.68 038 0.0 0.05 21.86
b job -21,51 LL41 -39 0.06 0.01] 11434
D dusibin .2.58 224 D04 0.0 631j 328
D poura rd -18.35 14,58 L0000 0.02 084 1.19
D nh 038 027, 0100 0.06 093 107

Source: Caleatlated by wuthor, 2009

The collincarity diagnosis indicated thot the tolerance values of the vaniables were
high resulting in low multicollincarity among the explanntory variables, Besides the
significance levels in case of all variables were within .10 (Table 5.6), Thereafter,

the ultimate OLS hedonic pricing mode) for group 2 plots was:

Y= 61641.80 + 0.04 area + 0,03 pop_den + 0.64 contour + 0.62 d_brickfld + (-
223) d_cdu + 9.98 d_haz_ind + {(-9.86) d_market + (-21.51) d_job + {-1.58)
d_dusthin + (-18.86) d_pourn_rd + {-0.38) d_nh (22)

This QLS regression equation (22) was promoted to crosschecked with the avernge
datn of the explonmory variables in order to verify whether the equation could look &t
the precise anticipation of the land price of the plots within the group 2 (Toble 5.7).
Thus the average data of the explanstory variables were pierce into the equation (22)
and resulted in the avernge land price per decimal as TK 423185,29. This result has
deviation of TK 7687.33 from the avernge land price TK 34697.96 per decimal of
group | plots. This deviation may be the conscquence of spatial error.
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Table 5.7: Coefficient and average data of selected variables for Group 2 plots

Yariables Cocfficients Averare data
Constant 6164150

Area of rransacied plot (s 1) 0.04 304b
Population density (person per sq.km.) 0.03 8070
Comtour {cm} 0.64 7045
Distance from brick field {m}) 0.62 2273
Distanca: from schools (m) 293 334
Distance feom hasardous indusiry {m} 9.08 T35
Listance from market (m) 9.86 1259
Diistance from job (m) 2151 751
Distance from dosthin (m) 258 10042
Dhstance from poura road {m) _15.86 51
Distance trom upazila road (m) 038 1079

Source: Calculated by author, 2009

Group 3 (land price TK 40600 —TK 86000 per decimal

The coefficienis of correlalion of the dependent vanable with the explanatory
varizhbles revealed that land price has significant relationship with population density
{pop_den) (-0.307; elevation of the plots (0.39); distance from the brickfield (-(+.26);
and distance from the cducational institution (-0.47). While land price has swong
relationship with area of the plot (0.63):; distance from the hazardous industry
(d_haz_ind) (0.49); distance from bus terminal (-0.49); distance from health care
establishment (-0.59); distance from the employment opporiunity (d_job) {-0.51} and
distance from poura road (d_poura_rd) (-0.52), upazila oad {up_rd} (-0.68) and
Dhaka-Aricha Highway (d_nh) (-0.49). One of the posilive signs of the validation of
(his model was absence of multicollincarity effect among the explanatory variables
{Appendix B.4).

The value of R-square was satisfaclory explained 34.40 percent of the vuniance of the
land price. While *collinearity diagnostics’ indicated that the value of ‘lolerance’ of
the arca of the plot {arca), the population density {pop_dcn), elevation of the plot
{conlour), distance from the educational institution {d_edu), distance from the
hazardous industries (d_haz ind), distance from bus lerminal {d bus tr), distancc
from market and shopping center (d_market), distance (rom hospital, distance from
employment atiraction (d_job), distance from poura road (d_poura_rd), upazila road
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(up_rd), and distance from Dheka-Aricha Highway (d_nh) were high resulling in low
multicoliinearity among the cxplapatory variables. In addition, the significance levels

of these variables are within 0.10 (Table 5.8} Therefore, these variables were

considered for the 2™ level iteralion process in order to achieve the accurale rapport

belween the land price and the explanatory variables.

Table 5.8: Summary of the linear OLS hedonic madel for Group 3 plots

\g::mndammd Ftandmﬁud[ l
flicientx Cocfficients _[Sig. Collinearity Statistics
B Sid, Errer|Beta Tolerance ¥1F

(Constant) 3012937 2653638 .14

lAres (.01 .03 0.04 Q.07 0.95 1035
pep_den 015 0.64 (3.0 0.08 014 705
Contour 0.35 286 0.04 0.4y 000 935
d edu -11.67 13.37 .13 .04 0.3 258
d haz_ind -6.94 21.02 .14 005 074 20.27
d police -10.04 10635 -0.60 0.35 002 4333
d_relig 3.53 14.04 0.03 .51 049 203
d bus ter -H.93 5.81 -0.59 002 043 61.07
i imuni -1.09 740 -0.03 .88 .17 5 86
d hank -1.58 11.10 A0.12 0.75 0.06] 1539
i dov_org 30 12,24 0.06 0.8 a.14, 118
il hosp -10.35 1096 -0 29 0.09 035 133
d market -7.43 19.11 .31 .05 046 1909
d_job -16.14 2236 -0.33 0.4 047 2348
i recre .28 1048 .02 (.98 002 4433
d dustbhin 1.63 0.82 {206 n.87 0.07 1524
d poura rd -33.57 19.92 -0.21 0.10) (.59 §.69
¢ up rd -4.27 7.89 -023 {05 059 1912
d nh -3.90) 11.36 .18 0.03 d.74| 31.86

Source; Calculated by awthor, 2009

Consequently, the dependent variable (land price) was regressed against the selected
explanatory variables. 1n this case, the dependent varizble has noteworthy
correspondence with the factors and there was no multicollinearity effect among the
explanatory variables. Simulianeousty, the value of R-square was 0.678 resulling .

67.8 of the dependent variable explanation by this model.
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i
Tabic 5.9: Model summary of the 2™ time regression for Grm}[.n 3 plots
tandardired Collinearity
Umatarndardized CoefTicients soefTlckentt Sip. tudbsthex
R Sid. Error [Heln Toterance WVIF
(Constant) 27326205 198622.64 .00
res 0.18 0.0 0.51 0. 0721 138
demi -17.49 1.32 528 0. 001} 8638
comiour 275.6 20.29 28.41 0.00) 0.00{1398.64
[ brickild 435.96) 35,74 a11s]  0.00] 0.001901.35
d edu -17.16 29.03 4271 0. 0.03] 35.28
d har ind 5258 3. 17.41 .00 0.00] 534.1
4 bus tr 39,86 17.5 2028 0. 0.00] 706322
d hosp -361.96 2725 1022 0. 0.01] 1E920
W market -10.38] 1,14 045 000 0I%  $34
d_job 2843 2245 Y 0.00] p.ol| 68.75
d pours_rd -261.764 61.82] 5360 0.00] 0.02) 4727
M uvp rd -515.84 37.54 2724 0.0 0.00125633
k nh 565758 482) 2983 0.00 0,0011529.16

Source: Calculated bry author, 2009

“The collincarity dingnosis indicated that the tolerance values of the variables arc high

resulting in low multicollinearity among the explanatory vaniables. Along with the
significance levels in case of all variables arc within 0.10 (Table 5.9). Eventually the
OLS hedonic pricing mndel was (Table 5.9):

Vo 27326205 + (.15 arca + (-17.49) pop_den + 275,62 contour + (-485.96)
d_brickfd + (:373.16) d_cdu + 52.56 d_hnz_ind + 39.86 d_bus_tr + (-361.96)
d_hosp + (-10.88) d_market + (-284.32) d_job + (-861.76) d_poura_rd + (-
515.84) d_up_rd +(-657.58) d_nb (23)

This OLS regression equation (23) was promoted (o cross-checked with the average
data of the explanatory variables in order to verify whether (he equation could look a1
the precise anticipation of the land price of the plols within the group 3 (Table 5.10).
Thus the average data of the explonatory variables were picrce into the equation (23)
and resulied in the average land price per decimnl os TK 42385.29. This result has
deviation of TK 181.67 from the avermge land price TK 42203.62 per decimal of
group 3 plols. This deviation may be the consequence of spatial error.

= x.
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Table 5.10: Cocfiicient and average data of selected variables for Group 3 plots

Variables Coefficients Avérag: data
Constant 273262.05

Area of wransacted plot {s¢.1i.) 0.15 4001
Population density (person per sg.km.) _17.49 14281
Contour {cm) 275.62 6656
Distance from brick field {m) 485.06 1711
Distance from schools {m} 27316 226
Distance from hazardous industry (m) 52.56 i
Distance from bus terminal (m) 18 86 E751
Distance from hospital (m) 36196 647
Dhstance from market (m) _10.88 710
Distance from job (m) 984 12 317
Distance from poura toad {m) 861,76 54
Distance from upazila road (m) .515.84 469
Distance from Dhaka-Aricha Highway {m) 657,58 521

Source; Calculated by author, 2009

Group 4 (iand priceTK 88182 — TK 150000 per decimal)

The coefficients of corrclation of the dependent variable with the explanalory
variables cxposed (hat land price has considerable correlation with arca ol the plot
(0.49), population density (pop_den) (0.62); elevation of the plots (0.27); distance
from the brickfield (-0.38); and distance from the educational institution {-(1.28),
distance from hazardous industry {(d_baz_ind) (-0.41), distance from religious center
(d_relig) (0.31), distance from municipal service {d_muni} {-0.29), distance from
bank {d_bank} {-0.27). dislancc fiom poura road (d_poura_rd) (0.38), distance from
npazila road {-0.75) and distance from Dhaka-Aricha Highway (d_nh) (-0.39). The
multicollinearity effect among Lhe explanatory variables is also less in the model

{ Appendix B.3).

The value of R-square was satisfactory explaining 52.10 percent of the variance in
the land pricc. While ‘collincarity diagnoslics’ pointed oul that the value of
“inlerance’ of the arca of the plot (arca), the population density (pop_den), elevation
of the plot (conlour), distance from the hazardous industries (d_haz_ind), distance
from municipal service (d_muni), distance from bank (d_bank), dislance from

healthcare esiablishment (¢_hosp), distance from employment attraction {d_job),
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disiance from recreation facility {d_recre), distance from dustbin (d_dustbin),
distance from poura road (d_poura_rd), upazila road (up rd), and distance from
Dhaka-Aricha Highway (d_nh) were high resulting in low multicollincarity among
the explanatory variables. In addition, the significance levels of these variables are
within 0.10 (Table 5.11). Therefore, these variables were considered for the 2™ leve)

iteration process in order to atlaining (he cxacl relationship between the land price

and the explanatory variables.

Table 5.11; Summary of the linear OLS hedonic model for the Group 4 plots

Standardize
d Collincarity
Unstandardized Coefficients Coefficients [Sig. [Statistics
B Std. ETrar Beta Tolerance [VIF

{ Constant) “2756533 882207280000 20003825644 17T180000 .36
LATER 1.29 0.87 0.15) .04 0.77 1290

p_den 1090660607 L& 130 1186747 152693930 011 0.06 .59 1.70
Contour 7.70 10.53 0.23] 0.07 0.08 12.07
d edo -32.09 51.60 .40( 0.54 g0z 5225
d haz ind 21.60 4146 .16 0.06 .09 11.63
id_police 4.2 3189 0.06| 0.90 004 263!
d rclip 8525 27.81 .60 0.00 .21 4.85
W bus ter 244.45 145.32 a.45 .10 0K 1853 435
d Touni -1.73 553,63 40.02| 0.03 097  3&d6
d bank -104.12 53.61 -1.500 0.06 .01 75.11
g dev_org 26.87 46.74 0.55) 0.57 008 114.84
d hosp -46 88 87.75 -1.14] 0.00 0,59 57576
d market 118.33 649.29 2.94] 0.09 0008 37405
4 job -9.279 36.48 -0,11] 0.04 080 24.78
d recre -152.97 05.57 =297 0,400 011 43438
i _dustbin -i49.92 (ZE.19 -5.16] 0.00 0.25] 2457 46
d poura_rd -11.29 2071 -1.16) 0.06 0,59 1.70
i up md -56.72 16,94 040, 0.00 (.45 2.20
d nh -7.70 6.91 -0.146] .07 0.40 2.51

Source: Calculated by author, 2009

Allermath, the dependent variable (fund price) was regressed against the selccted
explanatory variables. In this case, the dependent variable has significant correlation
with the factors and therc was no multicollinearity effect among the cxplanatory
variables. Simultaneously, the valuc of R-square was (.678 resulling 67.8 of lhe

dependent vaniable explanation by this model.
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Tahle 5.12; Coefficients and model summary of the 2™ time %ressiun

Standardized oflinearity
Unstandurdized Coeflicients ociTicients Sig. _|Statistics
Taleranc
B Std. Error Beta ViF
{ Constanl,) 248201 8470193 0.12
lATea 1.31 086 .15 0.03 084 1.19
coniour §.30 10,57 .24 .09 .42 10.59
N haz ind =25 35 27.72 -0.36) 0.05 036 1858
1) muni 035 431 20,58 006 0.14{ 18.01
D hank 0,08 28.82 .00 0.05 1.00( 2042
hosp -90 94 £3.64 -2.21 0.00 D6 234,86
D job 3240 32.63 (.39 0.05 0.52| iR.65
D recre 32.10 30.19 0.62, 0.02 .29 4077
ID dusibin -33.37 3747 -1.15) 0.0 .38 197.51
D powa rd -33.58 28.92 0,13 .05 0.64 1.51
D up rd 41,12 19.66 .29 0.03 050 201
I3 nh .50 1.m 0.15] 0.09 0.41] 244

Source; Caleulated by author, 2005

The collinearity diagnosis indicated that the tolerance values of the variables are high
resulting in low multicollincarity among the explanalory variables. Desides the
significance levels in case ol all variables were within 0.10 (Table 5.12). Thus, the

ultimate OLS hedonic pricing model is (Table 5.12):

v=248901 + 1.3 area + B.30 contour + (-25.35) d_haz_ind + {-60.55) J_muni +
{(-0.08) d_bank + (-90.94) d_hosp + (32.40) d_job + (32.10) d_recre + (-33.37)
d_dustbin +(-33.58) d_pourn_rd +(-43.12) d_up_rd + (7.50)d_nh (24)

This OLS regression cquation was further cross-checked wilh (he average data of the
explanatory variables in order to determine whether the eyualion explores the exact
anticipation of the land price of the plots within (he group 4 (Table 5.13).
Consequently the average dala of the explanatory variables were cntered into Lhe
equation (24} and resulted in the average tand price per decimal TK 153124.87. This
rosult has deviation of TK 32658.87 from the average land price TK 120466 per

decimal of group 4 plots. This deviation may be the consequence of spatial error.
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Tahte 5.13: Coeflicient and averape duta of sclecied variables

Variabies Cocilicicntr Average datn
Consunt 248901

Area of traneacted plot (sq.8L) 13 1529
Contour (om) 230 6384
Distance from harardms ndustry (m) 2535 424
[risance {rom mumicipa| services (m) £0.55 1056
Distance from bank (m) 008 1072
Distance from hospital (m) 00,94 683
Disiance from job (m) 3240 K3k
Distance from recreation facilities (m) 32.10 B&S
Dristance from dusthin {m) 3337 1434
Distance from pours road (m) 3158 65
Distance {rom upariln rosd {m) 4312 123
[Mstance from Dhaks-Aricha Highway 250 432

Source: Catculaiad by author, 2009

In recapitulation, it can be said that explanatory variables like population density,
distance from the industry, distance from bus terminal, distance from development
organizations, distance from hospilal, distance from dustbin, distance from pours
rozd and distance from upazila road are significant ottributes of land price of the plots
in group §. Among them distance from dustbin. distance from poura road. distance
from the upazita road ond diswnce from the development organization arc the mosi
significam ones. On the other hand, other three groups (2.3 and 4) have some
common significant explanatory varinbles of land price such as area of the transacted
plots. wpological clevation (contour). distance from hozardous industry, distance
from cmployment (job), distance from poura road and distance from upazila rond.
Excluding these explanatory variables of land price, group 2 has other attributes like
population density. distance form brickficid. distance from school, distance from
market, and distance from dustbin, Group 3 has communality apropos of the
explanstory variables in eddition to the previously mentioned varigbles ..
poputation demsity, disiance from brickfield, distance from school, and distance from
market. On the contmry, only one variable *distance from dustbin® is pot significant

in case of group plots but significant for group 3 plots.
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On the other hund, comparison of group 4 with groap 2 and group 3 mgaédling the
explanalory variables il reveals that explanatory variables like distance from
municipal services (street lighting). distance from bank @nd dislance from
recreational facilities arc significant for the land price of group 4 plots which is
tolally dissimilar with (he plots of group 1,2 and 3. Wwhile distance from bus terminal
is the significant atiribule for land price in group 1 and 3. Implausibly, distance from
dusthin is common for group 1, 2 and 4. Tn addition, distance from the Dhaka-Aricha
Highway is common atiribute in case of group 3 and group 4 and distance from
hospilal is commen attribute in case of transacied plots of group 1, 2 and 4 except

group 3.




Chapter V1
ANALYTICAL TEST OF SPATIAL
DEPENDENCE
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Chapter V1
Analytical Test of Spatial Dependence

Recogpnition and examination of spatial autocorrelation has distinct a new-fangled
paradigm in land economics. Arlcntion to spatial patiern can direct to impending that
would have been otherwise disregarded, whilc paying no atiention to space may lead

to counterfeit conclusions about land price affairs.

Aforcmentioned lo developing hedonic models of the land price, data were lested lor
spatial autocorrelation. In this study, spatial autocorrelation transpires if the price is
allied with itself over space. Acgquainiance of spatial autocorrelation is of
apprehension because its existence means there is interdependence in the data,

whereas most statistical methods assume independence n the data.

The siatistic known as Moran’s [ is extensively used o experiment the presence of
spatial dependence in observations taken on a lattice. Given its unfussiness, Moran’s
1 is also recurrenlly used outside of the formal hypothesis tesling serting in
exploratory analyses ol spahially referenced data. Valucs of Moran’s [ range between
-1 and i with positive values corresponding to positive autocorrelation, zero
indicating randomness, and negalive values represenling negative autocorrclation.
Positive significant values point toward resemblance at the scale of the lag distance,
or distance hctween pairs of points. Negotive significant valuegs demonstrate the
distance between peaks and troughs. Spatial nchness paltems are thus indicated by a

series of significant positive and negative values {Fquation 15).

However, Moran®s { was premeditated in GeoDa software by means of global spatial
aulocorrelalion siatistic and its visnalization in the form of a Meman Scatter Plot,
Morun Scaiter Plol is a special casc of a scatter plot and as such has the same basic
oplions. The four quadrants in the graph provide a classification of four types of
spatial aulocorrelation: hiph-high (upper right), low-low (lower left), for positive
spalial auiocorrelation; hiph-low (lower right) and low-high (upper lefi), for negative

spalial autocorrelation.



70

The Moran’s I of the transacted plots in Group 1 exposed that there is a hoteworthy

positive spatial aulocorrelation (0.3646) among the plots (Figure 6.1). Nevertheless, o

perceptible spatial diffusion of two plots (plot no. 186 and 331 of Sadhapur and

Bamibari mouza respectively) subsists comparing to the spalial integrity of others.

Hence, ‘exclude Selected eption” is activated for these two plols and resulted in the

recalculation of Moran’s 1 (0.6262) (for a layout without the selected plots) (Figure

6.2).

Maran's [= LI3ME
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Figure 6.1: Moran scatter plot for the plots

of Group 1

Corrcspondingly, Moran’s { of the
other three cateporics of (lransacted
plots defined significant posilive spatial
autocorrelation such as 0.8376 for
Group 2 (Figure 6.3), 0.8416 for Group
3 (Figure 6.4) and 0.6176 for Group 4
{Figure 6.6) respectively.

Eventually there 1s no such spatial
disintegrily of transacted plots of group

2.
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Figure 6.2: Moran scatier plot
cacluding the selected plots of Group 1

Moowa'y [=0 &5
’C‘/:'/
- " .J:& E] *
shapdn
e "} -
- 1{}".
e
3 . K 3 1 z 1
Land price

Figure 6.3: Moran seatter plot for the plots
of Group 2
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Furthcrmore, in case of other two categories (Group 3 and 4) spatial disintegrity was
idcatified. Therefore excluding the selected plots, the resultant Moran's I for group 3
and group 4 are 0.8889 (Figure 6.5) and (.7369 (Figure 6.7) instead of 0.8416 and

00,7412 {rcspectively).
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Figure 6.4: Moran scatter plot for the plots  Figore 6.5: Moran  scatter plot
of Group 3 excluding the selected plots of Group 3
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Figure 6.6: Moran scatter plot for the plots Figure 6.7: Moran scatter plot

of Group 4 excluding the sclected plots of Group 4




Chapter VII
FITNESS TESTING AND DERIVATION OF
SPATIAL AUTO-REGRESSION MODEL
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!
Chapter VII

Fitness Testing and Derivation of Spatial Auto-Regression
Modecl

Early concern in the sinlistical implications of estimating spatial regression models
supporied to the revolutionary results of the statistician Whittle (1954), followed by
others such rs Besag (1974), Ord (1975), and Ripley (1981). 1t was commenced in
quantitative geogmphy through the works of CIilT and Ord {1973 and 1981) and
Upton and Finglcion (1985). Parnlleliog this was the development of the field of
spratinl econometrics. staried by rcgional scientists who were concerned with spatinl
correlation in muhirconal ecarometric models (Paclinck ond Klnassen, 1979;
Ansclin, 1988n). By the Iatc 19805 and carly 1990s. severnl compilations had
appenared that included technical reviews of o range of medels, estimation methods
and diagnostic tests, including Ansclin (1988b). Gniffith (2000) and Haining {1991).
In wddition, the publication of the text by Cressie (1991) provided a near
comprehensive techoical treatment of Lhe swtistical foundations for the analysis of
spatial data.

In recent years, the interest in spatial analysis in general und spatial daln analysis in
particular has scen an almost exponential growth, especially in the sociol sciences
(Goodchild er af., 2000). Spatinl regression analvsis is a nucleus fecet of Lhe “spatial”
racthodological 100tbox and scvera! recent texis covering the siale of the an have
appeared, such as Haining (2003), Waller and Gotway (2004), Bancgee and others
(2004), Schabenberger and Gotway (2005), and Arbia (2006). There have alse been o
number of edited volumes, dealing with more odvanced topics. such as Banels and
Ketellapper (1979). Anselin and Flomx (1995), Anselin and clhers (2004), Getis and
others (2004), and [eSage aod Proe (2004). In addition, special issues of seveml
journals have recently been devoted to the topic, and they provide an excellent
overview of imporuint research directions. Such special issues include Ansclin (1992
and 2003b), Anselin and Rey {(1997), Pace and others (1998), Nelson (2002), Flomx
and von der Viist (2003), and 1.£Sage and others (2004).
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However, prinr to spatial regression analysis of lend price, it is neccsary to provide
guidance in identifving the correet model (i.e.. spalial lag or spatial crror) for
cstimation afier conducting the 1est of spatinl dependence. A spatial leg model is a
formal depiction of the equilibrium outcome of processes of social and spatinl
imernction. Since {he observations are for a single point in time, the oclual dynamics
of the interection among agenis {peer clfects, neighborhood effects, spatial
externalities) connot be observed, but the correlation siructure that resulls onee the
process has reached equilibrium is what can he modeled {Brock and Durlauf 2001,
Durlguf 2004). 'This is nlso referred to as a spatial reaction funclion (Brueckner
2003). On the other hand. in spatial error modets, the spatial autocorrelation does not
enter as on additional vorable in the model, bu instead affects the covariance
structure of the mndom disturbance terms. The typical motvation for this s tha
unmodeled effects spill over across unils of observotion and hence result in spatially

correlated emrors.

In empirical practice, there are ofien no sirong priori reasons to consider a spatial lag
or spatial error model in a cross-sectionnl situation. Instead, the need for such o
gpecification follows from the result of model diagnostics. Specifically, diagnestic
tesis derived from the residuals of a regression carried out by means of ordinary least
squares (OLS) may point to violations of the uoderlying assuinptions, including the
uncorrelatedness of crmors. Ignoring o spatinlly logged dependent variable s
equivalenl to an omitied variable error, and will yield OLS estimatics for the model
coefTicients that are binsed and inconsistent. On the olher hand, ignoring spatially
correlated errors is mostly a problem of efficiency. in the sense thar the OLS
cocfTicient siandard crror cstimaies ore binsed, but the cocfTicient cstimates

themse]ves remain unbinsed,

To test the success of the regression madel o test can be performed on R-square. Ord
{1975) gives the Mpximum Likelihood methods for estimating the spatial lag and
spatia] crror SAR models, H lots of very smatl numbers are multiplied togelher (say
all less than 0.0001) Lthen a result with a number that ts 100 small 1o be represented by
any calculator or computer as different from zero. This situstion will often oceur in
calculating likeliboods, when we are often multiplying the probabilities of lots of mre
but independent events 1ogether w calculate the joint probability, With log-

BE W amt’
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likelihoods, we simply add them together mther than multiply them (log-likelihnods
will alwavs be megalive, and will just get larger (more negative) rather than
approaching 0).

In addition. dilferemt social scientists proposed the widening of spatial econometrics
to include Bavesian techniques because of the information that this yiclds around 1he
specific point estimamies reached in standard modelling. ‘The Bayesian Information
Criterion {BIC) is somelimes also named the Schwarz Criterion, or Schwarz
Information Criterion {(SIC). Given ony estimated models, the model with the lower
value of BEC or SIC is the one to be preferred. Thet is, unexplained vanation in the
dependent variable and the number of explanatory varshbles increase the value of
BiC. Hemee, lawer BIC implies either fewer explanatory variables, better fit, or both,
The BIC penolives [ree parameters more strongly than does the Akaike information
criterion {AIC). AIC is o measure of the goodness of fit of on estimated siotistical
raodel. [1 is olTering a relative measure of the information lost when a given mndel is
used to dcs::riberrca]it}' and can be said to describe the iradeolT between bins ond
variance in maodel construction, or droopily speaking that of cxectitude and
convolution of the model. The AIC is nol a test on the madel in the scnse of
hypathesis testing: mther it is a tool for model selection.

Similarly, the Jarque-Bera (J1) tesi is a goodness—of-fit measure of departure from
normality, based on the sumple kurtosis aod skewness, The sietistic JB has an
asymptotic chi-square disiribution with two degrees of {reedom and can be used 1n
test the oull hypothesis thal the dota are from a normal distrnhution. The null
hypolhesis is a joint hypothesis of the skewness being 7ero and the excess kurtosis
being 0. 1n odditoen. Lagmnge multiplier (LM) tests are used to test for spatial
dependence.

Eventually, in order to sulhenticate the filness of QLS. Spatial Log and Spatial Frror
models, five criteria ¢.g. R-square, Log likelihood, Akaike Infarmation Criterion,
Schwarz Criterion and [ikelihond Ratio Test was iaken into comparntive evaluation
based on the availability of derived data.

b
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7.1 Spatisl auto-regression model of Group 1 plots

Incase of tansacted plots of Group 1. 19.06 percent, 65.58 percent and 49,57 percent
variance of dependent variable was cxplained by the OLS, Spatial lLag and Spatial
Error models respectively resulting in fitness of Spatial Lag model comparatively. On
the other hand, beth Aksike Information Critcrion (1760.03} and Baycsian
techniques/Schwary  Information  Criterion  {1782.33) indicated the =ignificant
ecceplance of OLS madel because lower AIC and SIC implies fewer explanotory
varables and beter fitress, Nevenheless, ignoring 8 spatial lagged dependent
variable and spatinlly corelated errors is the subject of model’s biasness,
inconsistenrcy and eiMiciency. This is why; the study can not consider the OLS model.
Thercfore, comparalive evaluation between Spatial Eag and Spatinl Ermor model
apropos of the Aknike Information Criterion (1881.7 and 1881.33 respectively) and
Schwarz Information Criterion (1906.47 and 1903.65 respectively) indicates Spatial
Error model hos benter fitness. Similarly, Spatial Error model has betier fitness
comparing 10 the rest ones hase on the Log Likelihood crilicion (-931.677, -930.85
and —871.015 for the Spatinl Error, Spatial Lag and OLS madels respectively)
because Log Likelihood will alwnys be negative and will jusi pet larger (more
negative) rather than approaching 0 (Table 7.1).

Tahle 7.1: Spatial disgnosks teat of the models for the plois of Group 1

Criterin of evaluntion | OLS Spatisl lap Spatial error
H-square 0.19064 065577 77 T ]10.49566

Log likelihood -371.015 -930.85 £-931,677240
Akaike Inf. Criterion - 1760.03 1R81.7 PIRR1.3S
Schwarz crilerion 1782.33 1906.47 H1903.650511
Likelihood Retio Test (0.8799204) (0.8773581)
Probability 0.3482210 0.3489269

Source; Caloulated by suthor, 2009

In summary, Spatial Ermor model is best suited based on (be selecled criteria, So, the
coc(Micients of the explanatory varinbles' derived by applying Spatia Error model arc
cemsidered for determining the leved of infllucnce of the explenatory vanzbles on the
dependent vareble i.e. Land price. The summary outputs of the Spatial Error model
calculnted the coefTicient of spatial Ing as 0.292585 (Table 7.2). On the other hand,

! Only those explanmiory varinhley were oiioed which had significam correl=ilon with the dependem
varishle, significance level was rot more Uran 0,10, and 1plerence level wes high (see Equmion 21).



the vulue of Momn's 7 in this case, which was calculated in the spatial dependency

testing, is 0.5646. so. e spatial evror is 17840.9391 (Equation 20).

Tahle 1.2: Summary cutputs of the Models for the plots of Group 1

Variahles OLS Spatial lap Spatiol error
Lag cocfficient -0.261501 -0,292585
Constant 2783.15 27560.14 25819.29
POP DEN -0.5084973 1.420082 -0.1491618
D INDUS 0,1878276 -3.161575 -3.2R9287
> BUS -1.738913 -1.076763 -1.739886
D DEV -1.315947 -0.3280055 -2.204803
D HOS -2.617117 -4.504297 -1.586092
D DUSTBIN -1.928034 -0.688503 -2.336271
D POURA RD -2.97661 -9.372701 -5.069334
D UP RD -0.6926369 -10.87327 -2.400886

Source: Caleulnted by minhoe, 2009

Evemually the Spatial Auto Regressive model for the group 1 plols is {Table 7.2):

Land price = 43660,2291 + {-0.292585) spatial lap + (-0.1491618) pop_den +
(-3.289287) d_Indus + (-1.739886) d_bus + (-2204803} d_dev +
(-1.586092) d_has + (-2336271) d_dusthin + (-5.0693M)
d_poura_rd + (-2.400886) d_up rd {25)

From the Equotion 25, it can be explained thot distance from hazordous industries
and distance from pourn read hos strong negative correlation with the land price. Onc
significant observation is thoi all the explanatory vonables have negntive comrelation
with the Jand price that means there is inverse relationship between the explanatery
varinbles and the land price. Another important obscrvation is that in this group the
land price is determined mairly by employment or job related variables excluding
other variables. Lven considering the relationship between dislance from the
hazordous industries and the land price, it should be the positive relationship in an
ideal condition. But the inlerest groups of the land property are not concemn about the
cnvironmental lactors miher they are concemed ahout the spatial proximity of
incame penerating activities such as indusiries and development organizations
(NGOs). Although the populstion density has significant relationship with the land
price, its influence is very negligible. However, these are not oll. Land price of the
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4
plots in this group is also determined by the distance from urbaii Services e.g.
hospitals and dustbins. Finally, it can be said that instead of the plot characteristics
land price of plots is dependent on the external faciors especially on the transport

factors at a great extent.

Later on. the regression cquation (25) was promoted 1o cross-checked with the
average data of the explanatory variables in order 1o verify wheiher the equation
could look at the precise anticipation of the land price of the plots within the group 1.
Thus the average daota of the explanatory variables (Table 5.4) were inputied mnto the
equaticn {25) and resulted iu the average land price per decimal as TK 25026.6091.
This result has deviation of TK 2459809 from the average land price TK 25272.59
per decimal of group 1 plots.

7.2 Spatial auto-regression model of Group 2 plots

The OLS, Spatial T.ag and Spatial Lrror models explained 27 percent, 29 percent and
26 percenl variance of the land price respectively resulting in better fitness of Spatial
Lag model comparatively. On the other hand, both Akaike Information Critcrion
{4304.66) und Bayesian tcchniques/Schwarz Information Cnilerion {4344.243187)
indicated the gignilicant acceptance of Spatial Error mode!l. Similarly, Spatial Irror
model has belier fitness comparing to the rest ones buse on the Log Likelihood
critifion {-2140.39, -2140.12 and —2140.33 for the OLS, Spatial Lag and Spatia! Error
models respectively) with high ncgative value almost similar W that o OLS (Tablc
7.3}

Table 7.3: Spatial diagnosis test of the models for the plots of Group 2

Criteria of evaluation | OLS Spatial lag Spatial error
R-square (.27 0.29 ek | 0:20

Log likelihood -2140.39 -2140.12 2140331690~ -
Akaike Inf. Criternion 4304.77 4306.23 4304.66 3
Schwarz criterion 4344.35 434911 4344 243187
Likelihood Ratio Test {0.5368434) (0:1073078) -
Probability 0.4637439 0.7432302  « .|

Source: Calculated by author, 2009
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In summary, Spatial Ermor model is best suited based on the sclected criteria. So, the
cocfTicients of the explanalory variables® derived by applying Spatia Error model are
considered for delermining (he level of influence of the explanatory variables on the
dependent variable i.¢. Land price, The summary outputs of the Spatial Lrror model
calculated the cocfficicnt of spatial lag as (-0.057921) (Table 7.4}. On the other hand,
the value of Moran’s [ in this case, which was calculaied in the spatial dependency

tesling, is 0.8376. so, the spatial error is 13690.51 (Equation 20},

Table 7.4: Summary outputs of the Maodels for the plots of Group 2

Variables LS Spatial lag Spatial crror
Lag coefiicient -0.113465 -0.057921
Constant 28457.3 22585.59 28540.99
AREA 0.0959343 0.09799121 0.0979053
POP _DEN 0.09123976 {0.08304539 0.08741852
CONTOR 2527235 2613123 2.508712
D BRICK (.7046747 0.6251276 (.7574042
D SCH -7.096542 -7.161874 -7.203303
D INDUS 8.781036 8.453857 9.174279
D MARKET -6.680645 -7.019618 -6.3612

D _JOR -14.97623 -15.26231 -14.84855
D DUSTRBIN -4.048357 -4.368965 -4.01954
D POURA R -7.404437 -7.518127 -7.624095
D UP R -0.2454125 -0.2365623 -0.2377236

Source: Calculated by author, 2009

Eventually the ultimate Spatial Auto Regressive model for group 2 plots is {Tuble
7.4y

Land price = 42231.5 + (-0.057921) spatial lag + (0.0979053) arca + (0.08741852)
pop_den + (2.508712) contor + (0.7574042) d_brick + (-7.203303)
d sch + (9.174279) d_indus + {6.3612) d_market + (-14.84855)
d_job + (-4.01954) d_dusthin + (-7.624(93) d_poura rd +
(-0.2377236) d_up_rd (26)

From ihe equalion 26 it is revcaled that land price of plots has positive corrclation
with the physical charucteristics of the plots such as area of (he plots and

* Only those explanatory variables were emered which bad sigmificant comrelation with the dependent
variahle, significance level was not more han 0.10. and tolerance level was high (see Equalion 227,
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topographical elevation. Nevertheless, there influence on d:tminim ﬁ\t land price
is not so mentionable, On the other hand, like group 1 plots, land price is also
strongly influcnced by he distance from indusiries and in Lhis case environmenia
considerotion is not the major concem in the lend marker. Environmental factor is
considered only in <nse of relation between the lond price and distance from
brickfic}d although the relationship is not so strong.

The equation also reveals that the lend price equation is mainly derived by the
economic considerniion of the imerest groups such ns distance from market, dislonce
{rom industries (whether it is hazordous or non-harardous), distance from job end
distarce from poura road. This is because of the locational characteristics of this aren.
The field survey observed Lhat Lhis area is not urbanized or developed mather this is
mainly the aren of industrial zone. This is why, economic charocteristics rather than
the physical characteristics of the plets are the major determining factors of the land
market in Group 2 area,

Later on. the regression cquotion (26) was promoted te crosschecked wilh the
svermnge dotn of the explanatory variables in order to verify whether the equation
could look =t the precise anticipation of the land price of the plots within 1the group 2.
Thus the average daln of the explanatory variables (Table 5.7} were inputied intw the
equotion (26) and resizlled in the averoge lend price per decimal as TK 34898.224,
This result has deviation of TK 200.264 from the averoge land price TR 34697.96 per
decimal of group 2 plots.

7.3 Spatial auto-repression model of Group 3 plots

QLS. Spatial Lag and Spatial Lrror models explained 67586 peroent, 67.11 percent
and 48.60 percent variance of 1the dependent variable respectively resulting in fitness
of OLS and Spatinl Lag model compamtively. Similarly, Spatial Lag model has
better filness comparing to the Spatizl LError mode]l base on the Log Likelihood
¢ritirion (-1649.55 for Spxtial Log Model and —1648.13 for the Spatial Error model).
On the other hand, both Akaike Information Crterion (3324.25) and Baoyesion
techniquesSchwarz  Information  Criterion  (3366.95) indicated the significant
rccepionce of Spatial Error model resulting in betier filness (Table 7.5).

ﬁ
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Table 7.5: Spatial diagnosis test of the models for the plots of Group 3

Criteria of evaluation | OLS Spatial lag Spattal error
R-square 0.67563 0.6711 {.4R60

Log likelithood “1650.85 T - 1645 55 M 1648, 125988
Akaike Inf. Criterion 332971 332009 332425 e re—
Schwarz criterion 13724 3374 84 3366.94996(; mwe——
Likclihood Ratio Test 2610128 mimmy| 5.453032
Probability (ﬂ.lﬂﬁlﬂSE};‘ (0.0195344)

Source Calculated by author, 2009

In summary, Spatial Lag model is best suiled based on the selected criteria,

Thercfore, the coefficients of the explanatory variables’ derived by applying $patia

Lag model arc considered for determining the level of influence of the explanatory

variables on the dependent variable ie. Land price. The summary outputs of the
Spalial Lag model calculated the coefficient of spalial lbg as {(-0.2731996) (Table
7.6). Besides, the value of Moran’s I in this case, which was calculaled m the spatial
dependency testing, is 0.8416. So, the spatial error is 63553.6694 (Equaticn 20).

Table 7.6: Summary outputs of the Models for the plots of Group 3

Variables OLS Spatial lag Spatial error
Lag coefficient -0.2731%96 -0.43768%
Constant 3R087.27 48015.78 39835.99
AREA 0.01671932 0.01553915 (.013181G7
OP _DEN 0. 1080894 0.147329 0.2357718
CONTOR 0.04599663 0.0347696Y9 -0.6295103
D BRICK £1.4296755 -0.04360441 0.0687372
I SCH -9.719114 -10.46348 -13.75408
D INDLIS -2.586274 0.6305138 4.104484
D BUS -(.66688R3 -1.138357 -2.0026635
> _HOSP -5.612977 -0.548332 -6.722572
D MARKET -1.439944 -1.302906 -1.235256
D _JOB -10.76333 -8.687336 -3.104901
D POURA R -34.9726 -38.98455 -40.738%
DUPR -4.199384 -5.516988 -6.879795
D _NH -1.834545 -1.503839 -2.382287

Source: Calculared by author. 2005

* Only those explanatory variables were entered which bad significant correlation with the dependent
vanable, significance level was not more than 0,10, and tolerance level was high (see Equalion 23).
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Eventually the Spatial Auto Repressive model for group 3 plots s [Tai'lle 7.0}

Land price = 111569.4494 + (-0.2731996) spatial lag + (0.01553915) area +
{0.147329) pop_dcn + (0.03476969) contor + {-0.04360441) d_brick +
(-10.46348) d_Sch + (0.6305138) d_Indus + {-1.138357} d_bus + (-
6.548532) d_hosp + (-1.302906) d_market + (-8.687336} d_job + (-
38.98455) d_poura_rd + {-5.516988) d_up_rd + (-1.50343%) d_nh
(27)

In casc of plois of Group 3, trunsporl accessiility from the plots is the major
determining factor of land market. Land price has strong positive corrclation with Lhe
distance from the poura road, upazila road (I.GETY) and Dhaka-Aricha Highway. In
addition, distance from the bus terminal has also strong negative conrelation with the
land price. On the contrary, other physical factors have no significant influcnce on
the land price. Another important observation is the location of hospital and markets
has sigmificant relationship with the land price of the plots. That means, provision of

urban services is the determining factor of land price.

It ¢an be remarked that due to the locational advantage and close proximity to
fransporl facilitics and urban facilities the land price of this group 15 considerable

higher than that of other groups.

Later on, the regression eguation {27) was promoted to cross-checked wilth the
average data of the explanatory vanables in order to verify whether the equalion
could look al the precisc anticipation of the land price of the plots within the group 3.
Thus the average data of the explanatory variables (Table 5.10) were inpulted into the
equation {27) and rcsulted in the average land price per decimal as TK 42637.5584.
‘This result has deviation of TK 433.9384 from the average land price TK 42203.62
per decimal of group 5 plots.

7.4 Spatial auto-regression model of Group 4 plots
OLS, Spatial Lag and Spatial Error modcls cxplained 66.14 percent, 70.86 percent
and 67.33 percent variance of the dependent variable respeclively resulting in finess

ol Spatial Lag model comparalively. On the other hand, both Akaike Information
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Criterion  (2499.53) and DBayesien lechniques/Schwarz Information Critcrion
{2534.87) indicated the significant acceptance of Spatial Error model. Similarly,
Spatial Frror model has beiter fitncss comparing lo the rest ones base on the Log
Likelihood critirfion where Log Likclihood value is -1236.81, -1236.59 and —1236.76
for the OLS, Spatial Lag and Spatial Frror models respeclively (Tablc 7.7).

Table 7.7: Summary outputs of the Models for the plots of Group 4

Criteria of evaluation | OLS Spatial lag Spatial error
R-square 0.66140 1.70855 . ] 067326

Log likelihood -1236.81 . | -1236.59 -1236.764059
Akaike Inf. Criterion 2499.63 250117 249953 T
Schwarz criterion 2534.97 2539.23 2534.868604
Likelihood Ratio Test (0.4540666) (0.09714426)
Probability 0.5004101 0.7552839 .

Source: Calculated by author, 2004

In summary, Spatial Error model is best suiled based on the selected criteria. So, the
coclficients of the explanatory variables® derived by applying Spatia Error model arc
considered for determining the level of influence of the explanatory variables on the
dependent variable i.e. Land price. The summary oulputs of the Spatial Error model
calculated the cocfficient of spatial lag as {0.065050) (Table 7.8). On the other hand,
the value of Moran's 7 in this case, which was calculated in the spatial dependency
testing, s 0.6172. so, the spatial error is 181672.7843 {Equation 20).

Table 7.8: Summary outputs of the Models for the plots of Group

Variables OLS Spatial lag Spatial exror
Lag coefiicient 0.1099824 0.065050
Constant -8594.015 -11997.56 -5027.555
ARLCA 1.308301 1.352072 1.364536
CONTOR 8.365578 7.791531 §.130839
D _INDUS -25.31622 -24.21792 -26.25236
D _MUNIC -59.77029 -53.58454 -56.66778
D BANK -0.254098% -2.658607 -3.067364
D HOSP -89.73498 -79.32165 -84.6925
B JOB 32.50479 30.34643 30.323%6
| D RECRE -32.0256 -30.46335 -32.27558
| D _DUSTBIN -32.64752 -27.03873 -26.7243
D POURA R -33.73462 -30.5088 -31.63951

1 Dnly those explanalory variables were enrered which had significant correlation with Lhe dependent
variable, significance level was not more than 0.10, and lolerance level was high (see Equation 24).
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DUPR -43.2016 -13.53258 -43.81113

D NH 7.468489 7715176 7.347018

Source: Calculated by author, 2009

Eventually the Spatial Aulo Regressive model for Genda mouza plots is (Table 7.8):

Land Price = 176645.2295 + (0.065050) spatial Iag + {1.364536) nrea + (8.130839)
contour + {(-26.25236) d_indus + (-56.66778) d_munic + {-}.067364)
d_bank + (-84.6925) d_hosp + (30.32396) d_job + (32.27558) d_rcere
+ (29.7243) d_dustbin + (-31.63951) d_poura_rd + (-43.81113)
d_up_rd + (7.347918) d_nh (28)

Genda mouza is the urban area of Savar municipality. The major portion of Genda
mouza is residential land use, Obviously, in this mouza urban facililies and services
should be the prior explanatory variables comparing to the other variables. For
gxample, distance from municipal services, dislance from bank, distance from
hospilals, distance from recreaticnal facilities and disiance from dustbin has strong
correlalion with the land price. Furthermore, physical characieristics of land are also

major CONCErn.

Afler that, the regression equation (28) was lurther cross-checked with the average
data of the explanalory variables in order to determine whether the equalion explores
the exact anticipation of the land price of the plots within the group 4, Consequently
the average data of the explanatory variables (Table 5.13) were entered into the
equation {28) and resulted in the average land price per decimal 'K 121074.4095,
This result has deviation of TK 608.4395 from the average land price TK 120466 per
decimal of group 4 plots.

Finally, it can be said that the spatial auto regressive equations explores the true and
vivid scenario of land markel in the context of different group of piols. Recause we
know, urban land market is usually delermined by the physical characteristics, socio-
economic characieristics and urban services and amenihies. From the above
discussion, it is revealed that land price equation ol Genda mouza justifies the Genda

mouza as an urban arca and conseguently the land price is highest m this area. On the
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other hand, land market of ihe Group 3 plois 15 strongly deiermined HI}F the transport
accessibility i.c. bus terminals end connective roads. This 1s why; fand pricg in the

calegory is comparatively higher than rest of the groups (Group 1 and 2).

In case of group 1 and group 2 plots, actual determining factors of land markets have
no significant relationship wath the land price. Although some physical characterislics
of the plots have relationship with the land price, their comclations are not so
significant. In addition, transpon accessibilily is the main determining faclors for
these groups. This is because; these areas are the industrial area and mainly resided

by the labourers along with others.
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Chapter VI

Recommendations and Conclusion

8.1 Recommendations

Treditionnl hedonic approach to valuation consists of regression models adjusied
with severul voriables, including location variebles. Location variables are important
to marke1 value but gre non-observable directly in real markel and then are edjusted
by an ¢xperl. on a subjeclive basis. These models are commonly estimated with
multiple regression enalysis (MRA), which provides a wrll-known approach 1o
propenty valuation. Because of problems with regression assumptions, like miss-
specification of functional form and multicollinearity. antificial neurnl networks have
been proposed to improve markel models in the lost years and arc pn alternative tool
to estimaw property values. However, Lhere are somne difficulties using this approach
in Computer-Assisied Moss Appraisal (CAMAY), mainly in eslimaling measurcs for
location within neighborhoods or for a large arca. Of course, even experis generally
are unable to define n fine, micro-neighborhood patiern to Lhousand of blocks, To
oblnin comreat measures of 1he location values is important to improve CAMA and
scvernl alternative approaches has been presented in literoture {o estimale o data-
driven value surface to Jocation. However, Trend Surfoce Analysis (TSA) is proposed

as an alternative technique.

11 is assumed that land volue is the present value of all future benefits discounted by
the sum of the risk free rmie and the land’s risk premium raie, The risk premium can
be imdircctly estimated by determining the hisorical standard deviation of retum in
excess of the standard deviation of the (risk free asset) markel retum. Future benefils
consist of oll estimated future cash fows denved directly or indirectly from Lhe
ownership of the nsset. This concepl is imegral 1o tbe need 10 Jormulate a valuation
method, which is based on en estimate of fulere value ndjusted lor risk. This luture value
can only be estimated howcver by analyzing the underlying historical relationships
between value and those fectors which may influence it. Future benelils can better be
undersiood end cstimated through an undersionding of the historical relationships.
Therefore, the present value of the Tuture benefits of the lend needs to be taken into
considerntion during the spatial economic anolysis of erban and morket.
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Additional snudy is needed to confirm or refute the findings of this stdy and to
identify other buyer and secller chamcteristics that might influence real estate
iransactions. |Inforiunately, iraditional data seis do not include information regarding
buvers and sellers, 1)ata seis of plot sales with buyer and seller characienistics, such
as income, Tamily size, occupation of head of houschold, age of children, ete., thould
be pathered for subsequent analysis in order to betier undersiand the role of buyer and
seller charocleristics in land market.

The value of land strongly contributes to e degree of plan conformity. Restdential
developers are often eager to purchase comparmtively inexpensive property owtside of
urban arcas originally containing wetlands or pgricultural operations. Jusi as higher
profil margins attract developers, more affordable housing prices in locations awzmy
from the congestion of cities eppeal to prospeciive homebuyers, paricularly secasonal
residents. This phenomenon is driven by what Mattson (2003) ealled rising “tigger
levels.” The wigger level is defined &5 the point within the development process
whtn a combination of declining agriculturul prices. rising public service cosls, and
increased local properly tax nzsessments cause an urhan-rural fringe propeny owner
to scll his or her land. By selling, the landovwner perpetuntes the pccurrence of sprawl
and unintended development outside of urban arcas, Because of the losation of Savar
municipality within the close proximity of Dhaka City and relative low land price,

Savar municipality is under tremendous pressure of ronconforming development.

(Given thnt inexpensive land oppears to be one of Lhe siongest predictors of
nanconforming development, planners and other public officials must be conssious
of the way they nssess and tax real propeny. Currently, land is taxed based on its
highest and best use, which tends to elevate trigger levels.  Prefcrentinl Lox
treatments, on the other hand, can assess property based onr ectund current uses ruther
than ils potential. In areas where pressure to develop in outlying areas not intended
by the orginnl plan creote higher property volues and ax burdens, curremt use
nssessments can provide tax relief to landholders who chose to continue to pursue
agricultural, or conservation land uses.  Another Mnancizl incentive approach to
mainuining development conformity is the use of Lix credits, [n this instance, Lix
deductions are offered to a landowner who donstes a portion of his or ker property to
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a {and trust as open Spice or an open space casement. This provision simullaneously
rewards the landowner for reducing the potential development of his or her land nnd
provides a potentinl bufTer for sprowling development outward from the urban core.

8.2 Concluxion

land is a heterogencous possession and Lhere are distinctive diflerences on the
charncteristics composing the worth of land, The genernl objective of this study was
to use spatial econometric measures 1o mode) land volues 8t the Sovar Municipality —
sateflite town of the Dhakn City, At the initial stage of the study, the transacted plots
were categonized into four groups n order to overcome extensive deviation of land
price. Aflermath, spatial statislics along wiith GIS procedures, were used to 1est for
spatinl sutocorrelation among Lhe trnnsocted plots in 2006. Moran's J value of oll the
groups was significant revealing the spatial dependence of land price of a certain plot
on the neighboring plots. [n addition, high value of spatial error was observed in case
of all groups of tronsacted plois. Based on these tests, an OLS modcel was cstimated
and further diagnostic tesis were conducted due to the significant presence of spatind
autocorrefation in the model. Diagnostic tests resulted in the presence of spatial
autocorrelation and resulls of these tests sugpested the use of spatial ermmor model for
ali groups of tronsocted plots except for group 3 (for which Spatial Lag Model was
better fitted) in order to derive the Spatial Autoregressive Model of iand price,

The Spatial Auto regressive model meveals thot the tunsportation or accessibibity
attributes, services and facilities charncteristics ond socio-economic charecterisiics
have significant influence on the land price of the transacted plots in 2006, For
example in case of group 1 plots, distance of plots from the bus terminal,
development organizations. hospitals, dusibin, Pournsheva rond and upazila road
(LGEID) road) has negative relationship with the lond price of the concermed plots.
Interestingly, the distance of the hazordous ond ioxic industry has ocgative
relationship with the land price. which was perceived to be positive because of the
environmental concern. Neventheless, the leld survey revealed that the opinions of
the buyers or sellers of the tansacted lands were more econormic oriented rother than

focusing on the environmental issucs.
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On the other hand. orea of the plots, populaiton density in the coricerned mouza,
topological clevation of the plots have positive relationship with the value of group 2
plots. In addition, 1he distance of hazardous and toxic indusiries from the transacted
plots has positive relation with the land value, which is very usual regarding the
environemntnl issue. Like the plots of the previous calegory, it has also ncgative
relationship with the differemt variables of the tanspor, socio-economic and

amenitivs chamcteristics.

Similady, plois of group 3 have positive interaction between the lond price amd
different physical and neiphboring attribules such as arca of Lthe plots, popoulation
density of the concerned moura and eleveation of the plol, [n addition, the disiance of
some explanatory variables have negetive impact on the Innd vnlue. They are —
distance from the bus terminal, distance from the hospials or health care
establishments, disiance from the markels or shopping cenlers, distanee from Lhe
schools or cducationnal institutions, distanee from the employment opporiunities.
dinance from Lthe pourashava road, distance from the LGED road ond distance from
the Dhaka-Arncha Highway.

Among {he¢ mouzas in Sevar municipality, Genda (proup 4) is comparatively
urbonized area. Therefore, the relationship hetween land price ond explanatory
variables had focused on the significant mfluence of the municipal amenities &g,
street liphting, recreationnl facilities, and dustbin. And because of nvailability of
industries and occupational dependence, the land price s nepatively comretated with
the distance of industries. In addition, distance of pourashava road, 1.G1HD road ond
Dhake-Aricha Highway has negative relationship with the price of the trunsocted
plots. Nonctheless, the surprising observation is that distance of job has positive
relationship with the land price, which is unusual. During the ficld survey, it was
revenaled that inost of the purchaser of the plots are employed in organizaitons or
agencies or industires at Dhaka City or Dhaka Exporl Processing Zone (DEPZ).

[n summary, the stdy outlives that plthough the transacted plols in 2006 of Savar
municipality have sirong and significant interaction with the transpon or accessibility

varinbles, other explanatory variables like municipal amenitics, physical
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characteristics ol the plot, cmployment atiraciion, and commercial services have also
significant impact on the land value.

Finally, the study needs to be further researched by incorporating temporal dala along
with spatial data. And from the planning perspective, restriclion of sprawl
development of Savar municipality needs to be considered by laking immcdiale

actions in order o counterfeit the trigger level effects.

T
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. Appendix A

Transacted plots in different mouzas of Savar Municipality
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Appendix B.2: CoefTicients of correlation of ail variables for Group 1 plots
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Appendix B.4: Coefficients of correlaiion of all variables for group 3 plots
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