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Abstract

Bangladesh is often characterized by rapid urbanization and profound concentration of
population in a few large citics. This leads 10 the growth of over-sized cities lacking
adequate urban facilitics. In order to manage the increasing demand for physical
infrastructurc and service {acilities as well as to improve the living condition of people, it
has become judispensable to develop sccondary cities, Paurashavas (Municipalities),
through visualization of their overall exisliing situations. At present, Paurashavas of
Bangladesh are classified on the basis of the revenue those camn and the nature and extent
ol various municipal service facilities are not taken into account. It is a common
cxperience in Bangladesh that many cities with Jarge revenue eaming provide inadequate
and unsatisfactory service facilities, On the other hand, cities with less earming arc seen 0
be guite satisfactory in such provisions. Obviously it is going to be like thal when the
factors revealing urban development are ignored in evaluation. In such a situation, it has
becomc indispensable to devise and apply appropriale catcgorization lools that might
revenl the real state of infrastructure and service facilities of the Paurashavas, such that
appropriate planning and develuopment measures can be taken.

In this research, an aticmpt has been made to understand the funclional classification of
Paurashava based on infrastructure and services by developing Artificial Neural Network
{ANN} model Both supervised and unsupervised learning procedure of ncural network has
been cmployed to develop Amificial Neural Network (ANN) model for classification of the
Paurashavas. Some basic lunctions amid compulsory and optional functions and non-
agricultural characteristics of the Paurashava are considered to select variables for the
research. A number of 125 Paurashavas has been selected for reclassification based on
sclected eighieen variables.

For all clusses of Paurashavas, out of cighteen variables, mean valucs of most of the
variables have been lound larger and values of standard deviation have been found smaller
in case of neural network classification than those in the existing classification. The neural
network provides better classification ol Paurashava in cases of mean valuc and value of
standard deviation. Weighted average valucs of variables in case of the threc classes of the
exjsting classification vary abruptly and do not significantly cxpress the hierarchy. Dut in
neural network classification, the average values of variables in case of the three classes
vary gradually and follow distinet hierarchy as well as distinct dissimilanty. Among
sclected Paurashavas for classification by using ncural network algorithm. significant
poriion of Paurashavas fall under the lower hierarchy from the comresponding class.
Tinally, the developed arlificial neural network model provides better classifcation of
Paurashavas with respect to predicting correct classification, sensitivity and specificity.
Value of sensitivity and specificity is fairly larger for this model.

Ry this research a classification of Paurashava marked by accelerating urbanization has
been devised. Development ol Artificial Neural Network (ANN) model [or classification
of Paurashavas will be more applicable {or deriving logical development decisions to
promote consolidated pattern of urban development. 1t is needless to mention that such an
understanding is necessary for adopting planning approach, which would help in setting
priorities in various ficlds of development, decentralize or reJocate various serviec facilities
and provide improved services at proper locations in the Paurashavas on the basis of their
real need and polentialitics, and thus to develop a sirategy for balanced development.
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Chapter 1: Introduction

1.1 Background of the Study

Balanced and sustainable urban development 1s becoming a growing concern for
cities of third world countries, Often in these countries, urbamization and its
associated development is concentrated in a [ew large cities. There are relalively lew
secondary cities thal are able 1o supporl non-agricullural economic activities which
would diffuse the potential benefits of urbanization {(Karan. 1994). Bangladesh is
characterized by its rapid urbanization and profound concentration of population i a
few large citics. | he total wrban population in Bangladesh increased to 29.26 million
by 2001 {BB5. 2003). [n 2001, ncarly 50.46 percent of the total urban population is
comeentraled in Dhaka, Chitagong, Khulna and Rajshahi statishcal metropolitan
areas and Dhaka alone aceounts for nearly 33.06 percent of the total urban
population {Kakon, 2007). These statistics reflect that urbamization 18 not umflorm
throughout ihe country. In view of ihe problems in the over-sized large citics, a well-
planmed and balanced development of the secondary crlics panlicularly Paurashavas

or Mumeipalities may be considered as an cxcellent altermative.

According to the Paurashava Ordinance 1977, an urban arca would be declared as a
Paurashava if its three fonh of the adult male population are engaged in nin-
agricultural occupations; population is not less than fifteen thousand and popalaton

densily is not less than two thousand persons per square mile {T.GED. 2001).

Paurashavas are established o render municipal services like provision of watcr
supply and drainage. construction and maintenance of roads. provision and
mainienance of streel lighting, remoral, collection and disposal of reluse, provision
and maintenance of community facilitics, maintcnance of cducational instimutions,
prevention of infectious diseases ete. to the urban dwellers within their jurisdiction
under the lepal framework of the Faurashava Ordinance 1977 {(LGED. 20013, Dut
most of the Paurashavas of Dangladesh lack proper drainage syvstem. sufficient road
nerwork, adequate street lighting. repular garbage collection and adequate water

supply (Ahmed, 2007} The high urbanization rate alse made it difficult for the



Paurashavas to provide sufficicnt physical infrastructure and services for the urban
dwellers and the deficicncics of municipal services ranged from severe to extreme

(Hague et al , 2003).

Al present, Pavrashavas ol Bangladesh are clussified on the basis of revenue. The
Government gazelle notiticauon of March, 1992 updated the East Pakistan Local
Council Service Rules, 1968, classified Maurashavas into three categories on the basis
of revenue. Class “A” Paurashavas are those having average annual revenue income
from their own sources of over Tk, 60, 00,000.00 in a three year period. Class *B°
Pavrashavas are those having average annual revenue incomie between Tk, 25,
00,001.00 and Tk. 60, 00,000.00 in a three year period. Class *C* Paurashavas arc
those having average annual revenue income belween Tk, 10, 00,000.00 and Tk. 25,
00,000.00 (LLGED, 2001).

The nature and exlent of various mumicipal servige {acilites are not tken inlo
account in this classification sysiem. Fyen though the amount of revenue 15 guite
important but it cannot be sole criteria for determining the category and hierarchy. In
view ol the conslant fwlure of the municipal {acihibies 1 our secondary cities, there
remains ample reason to beligve that the present system of classification is erronsous.
For example, under exisung classification system JTamalpur Paurashava is a Class A
Paurashava and has electricily coverage lor 0% of population whereas Kaulia and
Durgapur both are Class C Paurashava and has electricity coverape of 71% and 23%
respectively (NTLG, 2002} This proved that based on the existing classification
systern any investment would favor Kaha over Durgapur though both are on same
class: but investment nced is much greater in Durgapur than Kaha. Similar
conclusion could be drawn for Jamalpur. The classification based on revenue does
not imply that municipal services would be superior quality in the Class A
Paurashavas and inferior quality in ithe Class € Paurashavas. If a classification
system 15 based on physical infrastruciure and service facilities of the Paurashavas,
this 1y pe of problems could overcome. This research locuses on classification system

bascd on physical infrastructure and service provisions rather on revenue generation.

The ellicien working of the Paurashavas 1y intneately related with the overall

physical, ceonomie and social condibions of the couniry Tn order Lo ensure ellicient



municipal services with varving nature. sound understanding and in depih knowledge
of the concerned issucs is needed. When such an exercise 15 to be camed out m
national scale and with limited resourecs, the prime necessity is to categorize those.
In such a context, it has become indispensable to devise and apply appropriate
calegonalion lools 1o manage ihe increasing demand for physical infrastructure and

service Iacilities of the Paurashavas,

Cluster analysis by means of Artificial Neyral Network (ANN) has been found well
suited for classification In a wide vanety of felds including business, biolopy,
science, sociology, planning ete. It 15 expecled that it could be an appropriate toal
for classification of Paurashavas based on physical infrastructure and scrvice
facilitics. Cluster analysis involves grouping ol similar objects into digtinet, mutally

cxclusive subsets referred to as clusters (Mangianeli et al., 1996},

Rescarch on ncural nerworks has been in existence for several decades. for the
purpose of analyzing and classification (Cai, 2007; Liao & Wen, 2007, Kaski &
Kohonen, 1996; Spielman & Thall, 2008). Artificial Ncural Network {ANN),
archilecture nspired by the structure of the brain, is computational modeling tools
lhat have been exiensively used in many disciplines to model complex real-world
problems (Liao & Wen, 2007). Neural nets has been applied to a wide variety of
problems, such as storing and recalling data or patterns, classifying patterns,
performing general nuapping [rom nput palterns lo ouwlput patterns, grouping similar

patterns, or inding solutions to constrained optimization problems (Fausett, 1994).

Neural networks, with their remarkable ability to derive meaning [rom complicaied
or imprecise dala, can be used 10 extracl patlemms and deiect trends that are (o
compley to be noticed by cither humans or other computer techniques {Khan ct al.,
2009y, Developing Artificial Intelligenee based classifiers is only par of a wider
process of being more intelligent in how we go about building better spatial data
classifications {Opecnshaw et al, 1493). In order to extract palterns or clusters of
Paurashavas having similar characteristics from massively complex datasets
describing multidimensional variables of physical infrastructure and senice lacihities
of different TPaurashavas, neural networks could be suitable methods.  Precisc

delerminatton of clusier memberships of Paurashavas is necessary to formulate



appropniate policy and strategy for providing adequale municipal services and for

infrastructure development.

Under this circumstance, an attempt has been made in this rescarch to understand the
[unctonal classification of Paurashava based on infrastrucure and scrvices by
developing Anificial Neural Network (ANN) model. It iz necdless o mention thai
such an understanding is necessary for adopting planning approach, which would
help to decentralize serviee facilities and provide improved laalities in the
Paurashavas on the basis of thewr potentiahtics and also 1o develop a stralegy for

balanced regional developmend.

1.2 Objectives of the Study

In order 10 determine the functional classification of Paurashavas. the following

abjectives are formulated:

v To classily Paurashavas (Municipalities} based on physical infrastructure and
service facilities.

= To develop an Anificial Neural Network {ANN) model for Paurashavas,

1.3 Rationale of the Study

Several studies on Paurashavas have already been conducted but most of them are
concerned with revenue and resource generalion procedure of Paurashava according
t0 the existing classification system, There are some olher studies, which 1denlified
cerlain Paurashavas as study arca and dealt with several aspects reles ant lo the study
such as social. economical, cducational. environmental aspecis ele. Sull there has
heen no study on the reclassification of Paurashavas on the basis of level of service

[acilities which are imporant determinants for Paurashava planning,

BBy this rescarch a classification ol Paurashava marked by accelerating urbanization
will be devised. Duc to lack of specific classification of Paurashavas based on
service facilities, policy formulation and investment decigion in Paurashavas 1s

politically motivated. Development of Artificial Neural Network {ANN} model {or
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classification of Paurashavas will be more applicable for deriving logical

developmeni decisions to promole consolidated partern of urban development.

It is evident that the development of the secondary cities of the country would reduce
tilm pressure of population on the few large cilies. By deriving appropriate
classilication based on municipal services, poicntialitics of different Paurashavas can
be wdennlied which will be suppormive o decentralize the municipal services and 10
provide improved facilities in Paurashava level. This understunding will help
planners and policy makers for formulating planning and development policies in
urban areas and accelerate the physical and social development by 1tself. Moreover,
this research will help to assist various short and long term planning prograumns

conecrning Paurashavas.

1.4 Scope and Limitation of the Study

The research would focus on classifieation of Paurashavas based on physical
infrastructure and service facilitics. Indwalors descmibing  available municipal
services, non apriculhural characteristics and fmancial aspecls of Paurashavas have
been used to obtain applicable classilication of Paurashavas that would be supportive
to adopt any planning decisions. Among the cluslienng methods neural network
bascd clustering methods provide more precise vutcome. For this research, methods
of neural network used for classification and clustering of data have been nsed to

obtain accurate classification of Paurashavas.

Due 1o unavailability of relevant recent data, the research result may not depict the
present or the mosl recent sitnation. All Paurashavas could not be included as data
for all Paurashavas were nol available, On the basis of functions performed by
Paurashavas, indicalors have been selected for reclassification of Paurashavas.
Relative importance of these indicators on reclassification is not alike but there is no
such standard or study rcgarding Paurashavas lo determine the priority of the

functions as well as to determine 1he weight of sclected indicators. For this research,

selecled indicators are considered cqually significant to deterrmine classilication of

Paurashavas, It 15 anticipated that coverape of more Paurashavas and indicators

would provide 2 more accurate picture.



1.5 Organization of the Study

‘This rescarch comprises of six chapters. The first chapter describes the research
background, rationality of the research. its objectives. scopes and limilatiens, The
second chapter gives an idea of arlificial neural network model and its application to
the classificalion of Paurashavas. The third chapter consists of study design
methodology ftom selection of variables (o determination of the artificial neural
network model with an overall description of the variables used in the research as
well as sampling method of data. The fourth chapter provides cxplanation of
infrastructure and service facility based classification of Paurashavas by means of
artificial neural network algeorithms and comparison of the new classification with
the traditional classification to [ind out whether or how far these two vary. The ifh
chapter illustrates the development procedure of amificial neural network model for
classification of Paurashavas to address the application of it for class prediction of
P:Iiurashavas. ‘The sixth chapter gives an overview of the rescarch and concluding

remarks of the rescarch.
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THEORETICAL FRAMEWORK




Chapter 2: Theorctical Framework

2.1 Introduction

Anificial neural networks (ANNs) arc nen-lincar mapping struclures based on the
function of the human brain. They have been shown 1o be umversal and aghly
llexible function approximators {or any dala when the underlying data relationships
arc unknown. ANN becomes powerful tools for modeling. It has been vsed
extensively over the past three decades for both classification and clustering. In order
1o develop the model lor classification of Paurashavas, it is necessary to understand
the concept of artificial neural networks as well as Its application in classification and

clustenng.
2.2 Artificial Nenral Networks (ANN)

2.2.1 Analogy with Human brain

The underlving motivation of Neural Network models 15 basically the human brain.
The name is inspircd from the “neuromn”™, which 15 the computational unit of the
human brain. A human brain has approsimately 10 neurons acting in parallel. The
ncurons are highly interconnected, with a {ypical neuron being connected to several
thousand olher neurons (Warneer & Misra, 1996). Figurc 2.1 1s the schematic
diagram ol a neuron, where the basic parts of a neuron and the passing of signal from

neuron to neuron ame shown.
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Figurc 2.1 Schematic Diagram of iological Newron



The biwlogical neuren is the basic building block of the nervous system. The
hiclogical neuron can simply he divided into three [unctional units- dedrites, cell
body and axon. The cell body contains the main matiers of the neuron, the dendrites
receive signals from other neurons and pays them to cell body, and the axons, which
branch into collaterals, receive signals from cell body and carry them away through
synapse (A microscopic gap} (Basheer & Hajmeer, 2000). When a neuron receis es
excitatory input that is sufliciently large compared with its inhibitory inpud, il sends a
spike of electrical activity down its axon. Leaming occurs by changing the

eflectiveness of the synapses so thai the influence of one neuron on another changes,

The crude analogy between arificial neuron and biological neuron is that the
connections between nodes represent the axons and dendrites. and connceclion
weightls represent the synapsc, and the thresheld approximates the activitics in the
soma {Basheer & Ilajmecr, 2000}, This analogy was first identified and modcled by
MeCulloch and Pitts in 1943 {Krose & Smagd, 1996; Zhang et al., 1998; Basheer &
Hajineer, 2000; Warncer & Misra, 1996), by the introduction of simplificd neurons.
Figure 2.2 shows these simplified neurons. These neurons were presented as models
of biological ncurons and as conceplual components for circnits thal could perfom

compulational tasks (Warncer & Misra, 1996),

¥
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Figure 2.2: The McCulloch-Pitts Neuron




Here, x.xy......x, are the inpals, w,),w.,,......00w, are weightings of each input
signal received by the neuroni, and yp, is the output signal. The neuron will be

activated or [ired if the sum of weighed inputs equals or exceeds a threshold

vahue, y, .

Both biological and ANN learn by incrementally adjusting the magniludes of the

weighls or synaptic strengths.
2.2.2 Definition

Though there are many definitions available for ANN, Fausetl, {1994) and Haykin
{1999} provide most widely used dehmtion ol ANN. Fausett, {1994) defines it as an
information processing system that has certain performance characteristics in
commen with biological nelworks. Arlificial neural networks have been developed as
generalizations of mathematical models o human cognition or neural biology, based

on the assumplions that,

« Information processing oceurs al many simple elements called neurons.

e Bignals arc passcd between neurons over connection links,

« Lach conncction link has an assocated weight,

« Lach neurons applies an activation lunction (usually nonlincar) to its net
npul (sum of weighted input signals) to determine its output signal (Fausett,

1994).

Haykin {1999} defines it as a massively parallel distnbuted processor made up of
simple processing units, which has a neural propensity tor sloring experiential

knowledge and making 1t available for use, Tt resembles the brain in two respects.

. Knowledge 18 acqyuired by the network fiom its coavironmentl through a
learning proccss
2. Interneuron conmection strengths, known as symaptic weights. are used to

store the acquired knowledge.

The attractivencss of ANNs comes {rom the remarkable information processing

charactcristics of the ological sysiem such as nonlinearity. high parallelism,



robustness. fault and failure tolerance. learning, ability to handle imprecise and fuzzy

information and their capability to generalize (Jain et al.. 19963,

Zhang et al.,, (1998} identified five features of ANNs that make them lucrative for

modeling. Theses are:

o ANNs are dala-dnven sell- adaptive methods. They leam [fom examples and
capture subdle Junctional relationships among the dala even if the underlymg
relationships are unknown or hard to describe.

« It can generalize, Alier learning the dafa presenled to them (sample), ANNs
can often comrectly infer an unseen part of & populaten even 10 the sample
dala contain noisy information.

» ANNs are universal function approximators. It has been shown that a network
can approximate any continuous function to any desired accuracy ANNs
have more general and flexible functional forms than the radiiional stabisiical
methods.

»  Frequently, lraditional statistical methods have limitations m estimating the
underlying functions duc to complexity of the real system. ANNS can be a
good alternative method to identily this function.

s ANNs are nonlincar, Lincar models are casy to understand and approximaie,
but they are totaliy inappropriate if the underlying mechanism is non hnear.

The real waorld systems are more ofien nonlincar than lincar
2.2 Components of ANN

A neural network 1s characterized by-

« [Its pattern of connection between the newrons {architecture).
o Qs method of determuning the weights on the connections  (training or
learmung algonthm) and

» Itg aclivation funclion (Fausett, 1994).

» Architecture

MNeurons and nodes are the points where signals are interconnected. There are some

source nodes that supply the input signals ta the ncuron. Each noede receives an input
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signal which is the “lolal” information from other nodes or external stimuli,
processes it locally through an activation or transfer function and preduces a
transformed output signal to other nodes or extermal outputs. LBach neurem is
represented by a simple node called the computation node (Haykin, 1999). In each
neuron of compulation node, there are input signals coming from the input nodes.
which are weighed and summed in the neuren, and an output value is supplied when

the carrect slale of activation function 1s achies ed.

« Learning algorithm

ANNs are trained to produce the desired input-output relationships. During the
rawning {learning} phase, examples are dala are presenied io the network and, using a
leamning algorithm, the parameters are tned to adjust the network behavior The
learning algorithm cmployed to develop a network can be either “supervised”,

“unsupervised” or both,

- Supervised learning or Associotive learring in which the network is trained by
providing it with input and matching output paticens. These input-output pairs can be
provided by ihe researcher, or hy the system which contains the network (seli-
supervised) (Haykin, 1999). A ncural net is said to lcarn supervised, if the desired
output is already known. In supervised learning. training is accomplished by
presenting a sequence of iraining vectors. or paticrns, exch with an associated targel
output veclors, The weights are then adjusted according to learning algorithm

{["ausctt, 1994},

- Unsupervised lecrning or Self-organization in which an (output) umnit is trained to
respond o clusters of pattern within the input. Tn this paradigm the system is
supposed to discover statistically sahent features of the mput population. Unlike the
supervised learming paradigni, there is no a prioni set of calegories into which ihe
patterns are to be clagsified, rather the system must develop its own representation of
the input stimuli. Newral nets that learn unsupervised have no such target outputs.
Unsupervised learning or sell~organizing neural nels group similar input vectors
togelher without the use ol training data to specify what a typical member of each

group looks like or to which group each vector belongs, A sequence of inpul veclors



i3 provided, but target vectors arc not specified. The net modifies the weights so that
the most similar input vectors are assigned to the same output (or cluster) unit

{Fausett, 19943,

= Acfivaiion function

The activation function is also called the transier function. U determincs the
relationship between inputs and outputs of a node and a network. In gcncral, 1he
aclivation function introduces a degree of nonlinearity that is valuable for most ANN
applicalions. In practice. only a small number of activation functions (bounded,

monotonically, tnereasing. and ditTerentiable) are used. Thesc include:

1. The sigmoid (logistic) functicn:
S(xy=(1+cxpl=x))”

2. The hyperbolic tangent (tanh) lunction:

() = (exp(x) — exp(—x)) Hexple) + exp(=1)

The sine or cosine function:

Flx)y=sin{x) or f{x)=cos{x)

4. The linear function:

fx)=x

[FY}

Among them, the sigmoid (logistic) function is the most pepular choice {Zhanp ct al |

1998; Almeida, 2002,
2.2.4 Problems for ANN

Generally, ANNs arc more robust and ofen outpertorm other computational eols in
solving & variety of problems from seven categories- patlern  classilication,
clustering, function approximation (modeling), forecasting, aptimization. association,
control {Basheer & Hajmeer, 2000). Tu this rcsearch pattemn classification and
clustering has been used io classify Paurashavas of Bangladcsh according Lo the

scrvices provided by the Paurashava authorities,
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» Pottern classification

Pallern classificaion deals with assigning an unknown inpul pattern, using
supervised lcaming, to one ol several prespecified classcs based on one or more
properties that characterize a given class, as shown in Table 2.1 (Basheer & Hajmeer,
2000}. Unlike discriminant analysis in statistics, ANNs do not requirc the hnearity

assumption and can be applied to nonlinearly separabic classes (Garth ct al., 1996).

s Clustering

Clustering 1s performed via unsupervised Iearning in which the clusters (classcs) are
formed by exploring the similanties or dissimilarities between the input paifems
based on their inter-correlations (lable 2.1). The network assigns ‘similar’ patiemns

to the same cluster (Basheer & Hajmeer, 2000),

Table 2.1: Clustering and Pattern Classification

Clustering Patiern Classification
(unsupervised learning) (class predietion, supervised learning)
+ Classes are unknown a prioii, « Clagses are predelined.
e (oal is to discover these classes from * Goal is 1o understand Lhe basis for elassification
the daia. from a set of labeled abjects and build a

predictor for future unlabeled observations.

fl’.'l.hn.l.‘:: "
i ol Al‘.Imu.'-
u Lo W s
T o e
L /I- B (o)

[

Source: Basheer & Ilajinecr, 2000
2.3 Artificial Neural Network Models

Many different ANN models have becn proposed since 1980s. A vast number of
networks, new or modifications of existing ones, are beinp constantly developed.
Sunpson (1990) listed 26 different types of ANNs, and Maren {1991) listed 48. Pham
(1994) estimated that over 50 different ANN types exist. Well-known examples of

ANNs used for clustering include Kohonen’s learning veetor quantization (LY} and
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scll-orgamizing map (SOM) {Kohonen 1989), and adaptive resonance theory models
(Camenter and Gmssberg 19900 and classification include Multi-layer perceptrons

(ML.P) or feed {orward-back propagation networks (Basheer & Hajmeer, 2000})

Some applications may be solved using different ANN types, whercas others may
only be solved via a specilic ANN type. Some networks are more proficient in
solving perceptual problems, while others are more suitable lor data modehng and

[unction approximation. The most inlluential ANN models are -

«  Multi-Layer Perceptrons (MLP} or Feed Forward-Back Propagation
Networks

« Hopficld Networks

» Kohonen's Sclf-orgamzing Networks (Zhang ci al, 1998)

Kohonen's Self-organizing and l'ced l'orward-Back Propapation neural networks

have been used for modeling in this research,
2.3.1 Self-orpanizing Neural Networks

The traditional multivariate statistical methods, like cluster analysis and ordination,
are difficult to interpret and cannot well present the information of very large data
set. Self-organizing neural network, Self-orpanizing Map (S0M), is a novel approach
for the visualization ol high-dimensional data (Varbiro, et al. 2007), SOM converts
complex slalistical relationships between datasets into simple geometric relationships
on 2 low dimensional display. Thus it compresses information while preserving the
most important topological and metrie relationship of the primary data {Kohonen,
2001} The main advantages of ithe SOM are betler dafa visualization and noise

reduction (Vesanto and Alhoniemi, 20040).

I'or many dccades, statisticians have nscd discriminant analysis and regression o
model the patterns within data when there are labelled training data (with inputs and
known outputs) available, and clustering techniques when no such data arc available.
These techniques {ind analogies in neural networks, where Multi Layer leed
Forward Networks are used with backpropagation when training data are available,

and sclf-organizing ncural networks are used as a clustering tochnique when no
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traiming data are available. Clustering has always been used to group the data based
upon the natural strueture of the data. The objective of an appropriate clustering
algorithm 1s that the degree of similanly of patlerns wathin a cluster 1s maximized,
while the similarity these patlerns have with patterns belonging to different clusters

is minimized (Smith and Gupta, 2000}

Qfien patterns in a high-dimensional input space have a very complicated structure,
but this struciure 1 made more transparent and simpie when they are clustered ina
one, two or three dimensional feature space. Kohonen {1982, 1989) developed sclf-
arganizing map (SOM) as 1 way of automatically detecting sirong leatures i large
data sels. SOM finds a mapping from the high-dimensional input space to low-
dimensional feature space, so the clusters that form become visible in this reduced

dimensionality.

Mangiamel} et al.,, 1990 compared seif-organizing neural network and several
hierarchical clustering methods, and {ound sell-organiziog neural network superior o
hierarchical clustering in both robustness and accuracy. Identuymg  clusier
membership in messy empineal data 1s a difheult problem that 1s confounded by data
imperfections such as dispersion. outliers. imelevant inlotmation, and nonuntform
cluster densities. But seli-organizing neural nelwork 15 more accurate al assigning
data observations to clusters for the "messy data” conditions that are typical of

cmpirical ficld studics.

The SOM involves adapling the weighls 1o reiflect learming bul the learming is
unsupervised since the desired network outputs are unknown. In the SOM. input
vectors are connected to an array of neurons. usually one-dimensional {a row) or
two-dimensional (a lattice). Figure 2.3 shows this architecture for input and a square

array of output neurons,
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Figure 2.3: Architecture of SOM

When an input pallern is presented 1o the SOM, cerlain regions of the array will
become active. and the weighls connecting the mputs 1o those regions wall be
strengthened. Once learning is complete. similar inputs will resull in the same region
of the array becoming active or linng. Il 4 neuron [res, il s likely that 11s neighbors
will also fire concerning the physical localion of the neurons. Kohonen's leature
maps arc motivated by the self-organizing behavior of the human brain {Kohonen,
1982). This idea has more bhiological justification than the other neural models, since
the human brain involves large regions of neurons operaung in 4 centralized and
localized manner to achieve tasks. In the human brain, as 1 the SOM, there s
usnally a clear “winning neuron™ which fires the most upon receiving an input sipnal,
but the surrounding neurons also get affected by this, firing a little, and the entire

region becomes active,

In order 1o replicate the response of the human brain in the SOM, the leaming
process 15 modilied so thal the winning neuron (detined as the neuron whose weights
are most similar to the input pattern) receives the most learning, but the weights of
acurmns in the neighborhood of the winning neuron are also sirengthened, although
not as much. It is appropriate at this point to define the concepl ol a neighborhood in
relation to the archilecture of the SOM. For a hinear ammay of ncurons, the neighbors
are simply the neurons (o the left and right of the winner. [his is called a
neighberhood size of one. To achieve Lhe effect of an active region of neurons, larger

neighborhood sizes are considered, as shown in Figure 2 4 for rectangular array of
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neurons with a hexagonal neighborhood struciure where mr s the winning neuron

and N, (f)is the neighborhood size.

* 7 % * *\‘\*
£

Figure 2.4: Neighborhood size for a Rectangular array of Neurons

Initially the neighborhood size around a winning neuron is allowed o be quite large
to cncourage the regional response to inputs. but as the lecarming proceeds, the
neighborhood size is slowly decreased so that the response of the network becomes
maore Jocalized. The localized response, which is needed to help clearly differentiate
distinct input patlerns, is also encouraged by varyving the amount of learning reccived
by each neuron within the winning neighborhood. The winning neuron reccives the
most learning at any stage:. with neighbors receiving less the further away they arc

[tom the winning neuran.
o Stepwise Learning Algorithm of Self-organizing Neural network

The learmng algorithun for the Self-organizing neural networks follows the basic
steps of presenting input patterns, calculating ncuron outpuls, and updating weights.
The differences lic in the method used to calculate the neuron outpul (this time based
on lhe similarity between the weighls and the input). and the concepl ol a

neighborhood of weight updates. 'The parantelers of the algorithun are:

« A conbnuous input space of activation patterns thal are generated in
aceordance with a certain probability distribution.
« A topology of the network in the form of lattice of neurons, which defines a

discrete output space
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« A time-varying neighborhood funchion ¢ ihat is defined around a winning
NEUTON M,

« A learming-rale parameter afr) that starts ar an initial value @, and then

decrcases gradually with time, but never goes Lo zero,

For good statistical accuracy, e(?)should be maintained at a small value (0.0] or
less} during the convergence for a fairly lonp period of time, which is typically
thousands ol leratons, As for the neighborhood function. it should contain only the
nearest neighbors of the winning neuron at the start ol the convergence phase. and

may eventually shrink o one or zero neighboring neurons.
The steps ol the algarithm are as follows:

Step I Initialisc
- weights (W} 10 small random values.

— neighborhood size N, (0) 10 be large.

~ learming-rate parameter functions a(7yand o’ (+}to be between O to 1.

Step 2: Present an input pattern x throuph the input layer and calculate the closencss

(distance) of this input to the weights of each neuron ; :

1{; (5, F

Step 3 Select the neuron with mummum distance as the winnerm .

;= e -

£

Step 4. Update the weights connecting the input layer to the winning neuron and its

neighbouring ncurons according to the learning rule

w, f+D=w () + '1'[-’5.- - W, (f)_l

where -:'=a{!}cxp(— ||r —r'm,”fr:r:(r)J for all ncurens jm ¥, () and # —r, is the is
the physical distance (number ol neurons) between ncuron /and the winning neuron
m . The two functions @(#)and (¢} are used to control the amount of leamning

each neuron reccives in relation to the winning neuron. These functions can be

slowly decreased over time. The amount of learning is greatest at the winning neuron

[
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{where f=mand r =r,) and decreases the further way a neuron is form the

winmng neuron, as a result of the cxponential function. Neurons outside the

neighborheod ol the winning neuron receive no learmimg.

Step 5: Continue from STEF 2 for many epochs; then decrease neighborhood size,

a(tiand o’ (1)

Repeal unti] weights have stabilized
(Kohonen, 1988; Fausett, 1994: [axvkin, 15999; Snuth and Gupta. 2000
2.3.2 Feed Forward-Back Propapation Neural Networks

Feed forward-back propagation Networks are also known as Multi Layer Perceptron
{MLP) modcls or Multi Layer Feed Forward (MLEFF} Networks and the maost widely
uscd type of networks and arc considered the workhorse of ANNs (Rumelhart et al,
1986). These netwarks are appropnate for solving problems that involve leaming the

relationships between a sel of inputs and known outputs,

Feed forward-back propagation networks consists of (1) an input layer with nodes
represeniing inpul vanables to the problem, (ii) an output laver with nodes
representing the dependent variables (i.e, what is being modeled). and (iii) onc or
more hidden lay ers contaimng nodes 1o help caplure the nonlinearity in the data. [t s
a supervised technique in the sense that it requires a set of training data in order to

learn the relationships (Basheer & [Tajmeer. 2000).

The termy back propagation refers to the way the crror compuied al the output side is
propagated backward from the output layer, to the hidden laver, and finally to the
input layer. In this nelwork, the data are fed forward into the network without
teedback (1e.. all links are unidirectionsl and there are ne same layer neuron-to-
neuron commechions). The neurons in the network can be fully or parrially
interconnecied (Basheer & Hajmeer, 20003, Figure 2.3 shows the schematic view of

such a network, where X values indicate inputs and Y indicates output values.
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Figure 2.5: Schematic view of a Feed forwanl-Back propagation Network

The hidden layer(s) coniain two processes: the weight summation functions and the
activation funclion. Both of these functions rclate the values from the input data to
the output measures. The weighted summation function typically used in a feed

forward-back propagation network maodel is:
Y, =3 XW,
!

Where X, is the input valucs and #, iy the weights assigned 10 the input values for
each ol'the f hidden layer nodes. An activation function then relates (he summation

value (s} of the hidden laver(s) to the output value{s), ¥ . The sipmoid

r
transformation  function is preferred duc to ils  non-linearity, continuity,
monotonicity, and continual differentiability propertes (Borst, 1992; lrippt and

Turban, 1993}

In mest research. the initial neural network medcl is created wilizing a training sct of
wpud and output data. T'he most common fornn of neural nctwork systems are termed
“leed Jorward” networks and begin with a default of randomiy delermined weights
for each of the nodes in the hidden layers. At each hidden layer. the infonnation is

transformed by a nonlincar activation lunction to produce an ouipul measure. The
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model then compares the model’s output to the actual output for the discrepancy. Il'a
discrepancy exists, the model works backwards from the outpul layer back through
the hidden layer nodes, adjusting the weighls so as to reduce the predichon error.
With each ordered pair of input mecasurcs and output responses from the trmming set,
the neural network repeats these steps until the overall predicuion is muimmived, A |
trained neural network model can be tested for accuracy by predicling responses |

from new inplt measures.

«  Stepwise learning alporithm of Jeed forward back propapation reural network

In summation, the back propagaticn algorithm can be cxpressed in terms of the

Following steps:

»  Slart with a random set of weights,

+  Feed lorward the lirst observation through the net
X, — Nemwork — V) y Brror = (¥ = F,) where ¥ is the actual cutput

= Adjust the weights so that this error 15 reduced { network (1Ls the first observation
well )

= Feed forward the second observation. Adjust weights to {it the second

observation well.
! Keep repeating till the last obscrvation is reached,
*  This (rashes one cyele (epoch) through 1he data.

»  Perferm many such traiming cyeles till the overall prediction error £ is small.

E= z (¥ -V ¥ where ¥ is the actual value and ¥ is the prediction value of 7th
ghservation.

{Fausetll, 1994; Haykin, 1999; Smith and Gupta, 20{%))
«  Weipht adjusiment formula

The formula for tolal prediction error, £W = Z[}", ~ ¥ (#*
Where V', the prediction for fth obscrvation is a function of the network weights

vector 7 = (W, ¥, . W},

)
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Hcenee, the total prediction crmor s also a function of H .

For every individual weight # , updation formula looks like

W W +a* (k! r"iW}|wrM where u= learning parameler between 0 and 1.

e

{Fansett, 1994: Haykin. 1999; Smith and Gupia, 2000}
«  Stopping rale

‘L here are two thumb-rules for stopping the iterations-

1. Stopif the decrease in total prediction error (since last cyele) 15 small.

2. Stopthe overall changes in the weights (since last cycle) are small.

(liausctl, 1994; Havkin, 1999; Smith and CGupta., 2000)
2.4 Application of Neural Network for Classification

ANNs have been used extensively over the past three decades for both clagsificalion

and clustering (Sethi and Jain 1991: Jain and hMao 19943,

Kaski and Kohonen (1996} used self-organizing ncural network to cluster the
countries on the basis of welfare stales and poverty level of the countrics based on
statistical data describing dilterent aspect of standard of living. The data set was
cheosen o reflect as many aspects of standard of living as possible A total of 39
indigators were chosen to describe the factors like health, education, consumpuion
and social services. The countries with similar quality of life factors were clustered

teocther.

Spielman and Thill {2008) presented application of geographic inlormation systems
by inlegrating them with a data-mining technigue to characterize populations
urban argas using large datasets. The self-organizing map algorithm was used to
develop a peodemographic classilication of a dataset containing 79 attribules
describing census tracts in MNew York City. Through (his classification, the
complexity of New York's social landscape and insight into the relationship between

geagraphic proximity and social similarity was ohserved.
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Lin and Chen (2006} applied the sell-organizing map 1o identify the homogeneous
regions for regional frequency analysis. Self-organizing map. k-means method and
ward's hierarchical method were ested to compare the cluster accuracy and SOM

was tound more robust than the traditional clusterng methods.

Feed forward-back propagation neural networks are so versatile and can be used for
data modeling. classification, forccasting, control, data and image compression, and
partcrn recognition (Hassoun, 1995). Heermann and Khazenic {1992) cxplored the
suitability of a fecd forward-back propagation neural network for classification of
multispectral image data and Kavzoglu and Mather (2003 uscd feed forward-back
propagaiion neural network for land cover classification. Henediktsson et al., (1990}
classificd multisource remote scnsing and  geographic data for cvaluating
performance of neural nebwork and statistical methods in a comparative manner.
Ripley (1994) wdenulied feed {orward-back propagation neursl networks are now
widely used in ¢lassilication problems, whereas nonlinear methods of discrimination

developed in the statistical field are much less widely known.

l'he literature shows that ANN 15 a widely apphied method Lot solving clustering and
classificahon problems. But no such study was conducled panticularly in Bangladesh
for classification of sccondary cities. Paurashavas, based on the indicators focusing
potentialitics of the urban areas. The research seeks o develop an ANN model for
classification of Paurashavas and the results of the rescarch would be supportive lor

the government for [ormulating policy.
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Chapter 3: Research Methodology

3.1 EIntroduction

Methodology illustrates the pre-scheduled, orderly steps ol entire working procedure
followed at different stages of the study 1o ohiain the objectives ol the research.
Methodology used for develomng the neural neiwork model through functional
classification of Paurashavas 1s descrihed in thig chapter, Ideniilication of research
prohlem, formulation of objectives, in-depth study ol hileralure on related topics.
sclection criteria of different variables, sampling and eollection procedure of data
and algorithm used for developing neural network model are depicted under the three

main phascs of the rescarch which are as lollows:

« {onceptual Phasc
« Dala Collection Phaszc

s Moedcl Development Phase

3.2 Conceptual Phase

The preliminary step of the research starms with identification of the research
problem, Research problem has been identificd by considering the existng
classilication system of Paurashava and available infrastructure and service facilitics
which accounts for devising an cxplicit and umambiguous classification of
Paurashavas marked by accelerating urbanization by means of widely used neural
network model. In order 1o develop a clear understanding of the {unclional
characteristics of Paurashavas as well as concepts of neural network and s
application for classification, an exiensive literature survey and rcvicw has been
conducted. in this stage of the research two objectives on the basis of which the

research work would proceced is formulated.
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3.3 Data Callection Phase

3.3.1 Selection of Variables

The aim of the research is to classify Paurashavas functionally on the basis of
infrastructure and service facilities. Some basic functions amid compulsory and
opticnal functions and non-agriculmural characteristics of the Paurashava arc
considcred te sclect variables for the research. Sclected variables are standardized in
terms of population, household or area in order to obtain accurate classificalion. The

description of variables is summarized in Table 3.1.

In Bangladesh faclors like (1) age of the Paurashava, (it) extenl ol people engaged 1n
110f1—ugricu11urul activities, (1) extent of revenue eaming and expendilure by ihe
Paurashava, {1v}) lotal length of road and percentage of paved roais, (v) exient of
water supply coverage and length of drainage, (vi) cxtent of clectrification, (vii)
cxistence of solid wastc management system, (viii} availability and extent of health
carc scrvices, (ix) community facilitics cte. indicate the relative inferionty or
superiority as well as serviccable cfficiency of Paurashavas. Bricf descriptions of

these indicators are given hercunder.

Dstabiishment Period

Functional efficiency of the Paurashavas is assumed to be incrcascd with their
establishment period so thal age of Paurashavas is considered as a variable for

functional classification.

Non-aericultural chavacterisfic

One of the major conditions to consider an arca as a Paurashava is, three fourths ol
~ the adult male population of the arca must be employed mainly in non-agricultural
occupations. Considering  the non-agncultural  characteristics  of  Paurashava,
percentage of population 10 years and over enpaged in non- apriculmural activilies

and commercial and indusirial land coverage are selecled as variable for the rescarch,
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Financial aspect

Revenue earming and operalional expenditure is vital for shaping f{unclional

ellectiveness ol Paurashava so that these factors arc incorporated for detenmining the

calegory.
Table 3.1; Description of Yariables

Parameter Variahle Definition
Establishment | Age Current vcar - Establishment, year
Perind
Non- WorPop % of population employed in non-agneultural activities
agricultural LandUsc | % of commercial and industrial land coverage
characteristic
Financial Rev Revenue (Tax, Rates. fees & others) per 1000 pop (Tk.)
aspect Exp Opcrational expenditure per 1000 pop (Tk.)
Road TotRd Total Road per 10000 pop (km)

Pavelld % of Paved Road in respect of total road

Water Supply | HH'lap % ol household having tap water lacility

and Drainage | IIHTube | % of household having tube well

SurDim surface Drain per 10000 pop (km)

Street Epole Na. of clectric pole per five km road

Lighting LCov Electrification coverage-Population (%)

Elinelen Line length of strect lighting per 10000 pop (km)

Sohd Waste | Dust Mo of Dustbin per 10000 pop
ConCov Conservancy Coverage-Population (%)
tHealth Hosbed No. of lospital bed per 10000 pop
Service [care No. ol Primary health carc facilily (Family planning

centre and Maternity centre)

Community Market Mo, of Marketing facilities per 10000 pop

Service
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Road

Construction and maintenance of roads, bridges and culverts is the responsibility of
Paurashava authorilies. For this research the tolal length of road network and

percentage of paved road arc taken to signify the responsibility.

Water Supnlyv and Drainaove

Major tasks of Paurashava reparding water supply and drainage are to provide and
regulate water supply system and to provide and maintain drainage system. Tn order
to classify Paurashava on the basis ol well-organized municipal services, households
having tap water lacilily and tube well and length of suriace drain are selected as the

indicators which reveal the availability of watcr supply and drainage facilitics.

Street Livhting

Number of electric pole, clectrification coverage in terms of populaiion and length of
electric line for street lighting are selected as variables to explain the functions of

Paurashava concerning provision and maintenance of street lighting,

Serlid Waste

Solid wasle management through removal, collection and disposal of refuse, wasie
and tubbish is one of major municipal serviccs provided by the Paurashavas,
Nuimbers of dustbin and conservancy coverage in terms of population related to this

sgrvice are chosen as variables for the research.

Health Service

In order to explain the availability of health care services in the Paurashasy as, number
of hospital bed and number of primary health care facility (Family planning centre

and Maternity centre) are considered as variables.

Commrity Service

Paurashavas are respensible for providing and maintaining community services
specially matketing facilities. Availability of markeling facilitics is preferred as

indicators for determining lunciional classification of Paurashavas.
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3.3.2 Sampling of Data

There were 234 Paurashavas (as of July. 2001} in Bangladesh (NILG. 2002). Due 1o
unavailabihily of data of all Paurashavas on the above mentioned variables, sample

data set has been selecied by following stratified sampling method.

In the stratified sampling method the sample is representative of the population so
that sample results can be generalized (Neuman, 1997, Sufian, 1998}, In the existing
classification system, Paurashavas are dinided into three mutually exelusive groups,
called strata {Class A, Class B and Class C). A random sample is drawn from cach
stratum and 125 Paurashavas has been sclected in such a way that proportional

disirnbution of Classes remains relatively same in the sample data set {Table 3.2},

Table 3,2: Stratified Sampling of Paurashavas

Existing Classification Sample data set
Class No. Percentage No. Percentage
A 63 24.8 35 28
B 36 14.2 22 17.6
C 155 61 08 54 4
Total 254 100 125 100

31.3.3 Data Colleetion

Available data on selected variables have been collected rom Paurashava Statistical
Year Book. 98- 99, published by National Institute of Local Government (NILG}
{Appendix A}

3.4 Model Development Phase

In order to develop neural nerwork model through ¢lassi(ication of Paurashavas, both
unsupervised learning and supervised learning algornthm of ncural network have

heen used.
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3.4.1 Sclf-organizing Neural Network for Clustering of Puurashasas

Self-Orgamsing Map (SOM) belongs to the category of compctitive leaming
networks and is based on unsupervised learning. SOM is used for clustenng data

wilhoul knowing the class memberships of the input data.

Altogether selected eighleen variables describing functional characteristics of

Paurashavas are used as input vectors. The complex joint effeet of these factors hag
been obtained by organizing the Paurashavas in three groups or cluster units using
the self-orpanizing map algorithm of neural network which perform categorization

by learning the trends and relationships within data.

Paurashavas that have similar values of (he variables arc clustered in group.
According to SOM algonthm. each Paurashava is in fact aniomatically assigned to a

cluster desenibing 1is lunchional charactleristics in relation to other Paurashavas,

NeuroXL Classifier sofiware by AnalyzerXL following sclf-organising neural

networks has been used for classilicalion of Paurashavas.
3.4.2 Development of Neural Nehwork Model

In order to develop ncural nctwork model, cluster memberships of Paurashava
acquired by using SOM algorithm is used as oulput vector Supervised learning
based ['eed forward-Back propagation algorithm of ncural network has been used for
lormulating neural network model using NeuroShell Classifier (Ward Systemns

Group. Inc) software packape.
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Chapter 4; Functional Classification of Paurashavas

4.1 Introduction

In Bangladesh the classihcabion ol Paurashavas into groups is made on the basis of
reverue eamed. This classilication recognized the taxable resources of a Paurashava
but failed to reflect the guality of life the Paurashava offcred to its citizen. The
superiority of any Paurashava depends upon how well the inhabitants can live there
There living conditions however, depend upon a nmumber of provigions and lacilities
provided by the Paurashava authorities. Some of these facilities and provisions are:
paved road, dranage, waler supply, supply of electneity, solid-waste disposal,
healtheare facilifies, market {acilities, non-agricultural activities etc. Needless to
mention thal no idea about these facilities can be obtained only through the amount

of revenue eamed by any Paurashava from the govermment classification system.

The Paurashavas of Banyladesh has been classified into the three classes as per
crilerion followed by the government (LGED, 2001). In this chapter atkempt has been
made to reclassify these Paurashavas by using Artificial Neural Network {ANN) on
the basis of cightcen eriterinns. Then the new classiication has been compared with
the government elassification to find out whether or how far these two vary. In case

of drastic varialions, cndeavors will be made to {ind out its possible reasons,
4.2 Government (Existing) Classification of Paurashavas

Rcvenue is colleeted mainly by means ol imposing tax, rates, fees on building, land,
utility and community facilitics ctc. Paurashavas levy taxes. rates and (ees lor
revenue €arning. Paurashavas impose tax on annual value of buildings and lands, on
transfer of immovable properly. on applications for the erection and re- erection of
buildings. on professions. trades and callings, on amuscements, vehicles, ammals,
advertisements and on hirths, marriages, adoption and feasts. Cut of these the first
three and vehicle tax constilule major portion ol revenue of Paurashavas (LGED,
2001). Rates are collecied from lighling, conservancy and water supply facilitics.

Fees are collected [rom markels, licenses for slaughter of animals, from fairs,



cxhibitions and from schools. Other revenues include rates and profits from own

property, interest from investment, lines elc.

Sclected 125 Paurashavas of Bangladesh have been classificd by the government of

Bangladesh on the basis of this revenue earning capability inlo three Classes. For our

putpose of study, these Paurashavas have been reclassified according to meural

network. In order to dilferentiate between the two, the traditional division by ihe

government of Bangladesh is mentioned as Class A, Class B and Class C, and that by

reural network as Class [ Class IT and Class HI Table 4.1 shows the classification of

selecled 125 Paurashavas as per Bangladesh povernment.

Table 4.1: Government (existing} Classification of Selecied Paurashavas as of July 2001

Class No, and %% of
Panrashavas

Name of Fanorashavas

28%

Bhola, Bogra, Brahmanbaria, Coxa's Bagar, Dinajpur, Fardpur,
Habiganj. Jamalpur, Jessore, Joypurhat, Kishorepanj, Madaripur,
Magura, Munshiganj, Mymensingh, Natore, Nawabganj, Pabna,
Firojpur, Patuakhali, Saidpur, Sherpur, Sirgjganj, Sunamgany,
Tangail, Bandarban. Bhairab, Chuadanga. Feni. Gazipur, Ishwardi,
Thenaidaha, Laksmipur. Nacgaon, Thakurgaon

17.6%

{raibandha, Mongla, Alamdanga, Bera, Gounpur, Hajiganj,
Kadam Rasul, Kaliganj, Khagrachhar, Kutigram. Laksam,
Lalmonirhat. Mohanganj, Nilphamari, Panchagar, Parbatipur,
Pativa, Shariatpur, Gopalpur, Gurudashpur, Nalchity. Shibchar.

54.4%

Banaripara, Daulatkhan, Bheramara, Darsana, Kalapara, Kalia,
Patgram, Shahjadpur, Shagstaganj Sharishabari, Barura, Betagi,
Bhanga, Bhuapur, Burhanuddin, Chandina, Chatfassion, Charghat,
Chatmohar, Chhatak, Chhengarchar, Damudya, Dewanpani,
Dianbari, Durgapur, (falachipa. Ghatail. Ghorashal, Gobindoganj,
lshwargan], Jibannagar, Kabirhal, Kalaroa, Kendua, Kotalipara,
Kulaura, Madhabpur, Madhupur, Matlab, Mehendiganj.
Mirkadeem, Mirpur, Manirampur, Nabiganj. Nalilaban, Nandail,
Naria, Paikgachha, Panchinbi, Pangsha. Pirgan). Ramegan|,
Raorzan. Rohanpur, Santahar, Santhia, Shahrasti, Shailkupa,
Sariakandi, Shibgary, Shitakundu, Singra, Swarupkathi, Tanore,
Trishal, Tungipara, Ulipur, Ullahpara.

Source; NILG, 2002
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4.3 Classilication by Self-Organizing Neural Network

In order to 1ake any investment decision and development policy regarding in any
Paurashava. it is essential lo explore its real functional characteristics as may be
manitested through available inltastructure and scrvice facilitics as well as non-

agricultural activities.

Neural networks are a proven, widely used technology to solve complex
classification problems. Sell-organizing maps {SOM) belong to a general class of
ncural nctwork methods, which are nonlinear regression techniques that can be
applied to find rclationships between inputs and oulputs or organize data so as to

disclose so far unknown patterns or structures (Khan et al., 2009).

In practical data analysis problems the most common fask is 1o search for
dependencies between variables, In such problems, SOM can be used for getting
nsight to the data and for the search of potential dependencies. Mangiamell ct al.,
(1996) comparcd SOM and several hierarchical clusiering methods, and found SOM

superior to hicrarchical clustering in both robusiness and accuracy.

SOM neural network algorithm is applied 1o group the Paurashavas based on the
eighteen independent variables (as mentioned in Chapler 3) into three classes or
ciusters: Class I, Class 1T and Class 1T (Figure 4.1). The prouping is done by
mimmizng the sum of squarcs of distances between dala and the clusters weight
space as the square crror of cach data point is calculated and clusters refommed such
that the sum of square errors is made W be mimmived. Delail algonthm of SOM is

given in Chapter 2.

In the SOM algoriihm, Kohonen {198%) proves that the value of the weights in the
weight space will converge to a unique limit. Learning rate in SOM algorithm s a
valuc between O and @ that affects the rate al which the network starts lcarning.
Smaller learning rales tend to slow ihe learning process while larger learning rates
may cause network oscillation and nen-convergence in the weight space (Zhang et
al., 1998; Bashcer & llajmeer, 2000} So, leaming ratc for classification of

Paurashavas is set (1.5 initially.
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in order to determine the relationship between inputs and outputs of a node and a
netwnrk, sigmoid (logistic) function is the most popular choice nmong the difTerent
activation functions (Zhang ¢t &l., 1998). There are some heuristic rules for the
selection of the activation function. Klimasauskas {1991) suggests sigmoid {logistic)
activation functions for classification problems which involve leamning about avernge
behavior. The sigmnid {Ingistic} ectivation function seems well suiled fnr many
classification problems (Zhang et ol., 1998). So, for this research sigmoid activation

function has been applied.

In order to classify Paurnshavas, NeuroX L. Classificr soAware {Figure 4.2) has been
used which implements self-organizing neurnl networks and performs categorization

hy learning the trends nnd relationships within data,
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Figure 4.2: lnterface of NeuroX L Classifier for Classification of Paurashavas

[Jsing the Log-Sigmoid activation function, the SOM netwark is applied to classify
Paurashavas with lcarning rate 0.5 and severnl jleralion cyeles. The classification of
Prurashavas is [ine tuned hy using more epochs or iteration cycles. There happens ao

change in ¢lass distribution for epochs {[teration cycles) over 500 (Table 4,2).
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Table 4.2: Percentage Distribution of Paorashavas for different

Epochs (Iteration Cyclc} at learning rate 0.5

Epochs Class
“tar:;l‘;}g ruate I I I
100 20.010 2480 5520
500 19.20 25.60 55.20
L 03D 19,20 2560 3320
5000 19.20 25,60 35.20
1000 1920 25.60 35.20

Ry applying sclf-organizing neural network Paurashavas are grouped into three
distinct categorics- Class I, Class I[ and Class III. The complex joint effect of the
selecled factors is obscrved by organizing the Paurashavas by using the self-
organizing ncural network. Paurashavas that have similar values of the indicators are
grouped together. Mautashavas with supenor condition of faclors as well as facilitics
are found in the upper class (Class [} and Paurashavas having poorer lacilities are
clustered in the lower class (Class III). In this classification, twenty four {19.2%%)
Paurashavas belong to Class [, thifty two (25.6%0) Paurashavas assign to Class 11 and

sixty nine (55.2%) Paurashavas belong to Class II1L

In order to make comparison betwesn the exisung classes of Paurashavas and those
obtained by sclt-organizing neural network (NN), the number of classcs (gradation}
have been kept the same which is three. Table showing comparison between neural
network and existing classification for selected Paurashavas has been given in

Appendix B

Afer applving self-organizing neural network the 125 Paurashavas have been found
to be different in point of gradation or class. The new distribution of Paurashavas is

rrovided ia Table 4.3,



36

Table 4.3: Classilication of "aurashavas by Applying Self-COrganizing Neural Network

Class
Using NN

No,and % of

Paurashavas

Name of Paurashavas

24
19.2%

Bhola, Bagra, Brahmanbaria, Cox’s Barar, Dinajpur, Faridpur,
Habiganj, Jamalpur, Jessors, Joypurhat, Kizshoreganj,
Madaripur. Mymensingh, Natore, Nawabganj. Pabna, Pirojpur,
Patuakhali, Saidpur, Sherpur. Sunamganj, Sirajganj, | angail,
Gaibandha.

32
25.6%

Bandarban, Bhairab, Feni, Gazipur, Ishwardi. Jhenaidaha,
Laksmipur, Magura, Munshiganj, I'hakurgaon, Alamdanga,
Gouripur, Kadam Basul, Khagrachhari, Kurigram.
Lalmonirhar, Mohangany, Mongla, Milphamar., Panchagar,
P'arbatipur, I"ativa. Shariatpur, Banaripara, Daulatkhan,
Galachipa, Ghorashal. Kalapara, Mirkadeem, Raozan
Shilakundu Tungipara.

I1L

oy
85.2%

Chuadanga, Naogaon. Bera, Gopalpur, Gumdashpur, Hajigan),
Kahigan|, Laksam, Malchuty, Shibchar, Barura, Betagi, Bhanga,
Dheramara, Bhuapur, Burhamiddin, Chandina, Charlassion,
Charghat, Chatmohar, Chhatak, Chhengarchar, Damudya,
Darsana, Dewanganj, Dhanbari, Iurgapur, (iharail,
Cobindogan], [shwargan], Jibannagar, Kabirhat, Kalaroa,
K.alia, Kendua, Komalipara. Kulaura, Madhabpur, Madhupur,
Matlah, Mehendiganj, Mirpur, Manirampur. Nabiganj.
Malitabari, Kandail, Naria, Paikgachha, Panchbibi, Panysha,
Patgram, Pirganj. Ramganj, Rohanpur, Santahar, Santhia.
shahrasti, Shahjadpur, Shailkupa. Shaestagan), Sariakandi,
Sharishabari, Shibganj, Singra, Swarupkathi, Fanore, Trishal,
LHipur, Utlahpara,

4.3.1 Performance Measures of Classified Paurashavas

Value of mean and standard deviation (i.e. roul mean square ertor) of each variable

has been used to measure the performance of classes of Maurashavas in neural

network classification and existing classification in a comparalive manner.

In the existing classification, the only critcria to determine the classification of

Panrashavas is revenue. such that Paurashavas in a particular group are homogenous

or compact with respeet to this factor. On the other hand, in Neural Network (NN)

niethod as many as eighteen variables expressing infrastructure and service facilities

have been considered, where revenue caming is one laclor only. Naturally, the

Paurashavas belonging ta each class of the NN category are homogenous or compact
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in respect of these variables. In Table 4.4 the values of mean indicating extent of
available facilitiss as well as superiority of wvariables for each class in existing

classification and neural network classificalion have been shown in a comparative

manner.
Tahle 4.4; Comparison of Mean Value of Selected YVarialles beilween
Existing Class and Neoral Network (NN) Class

Variables Mean Values
Class A Class I Class B Class I1 Class C Class IIIT
Age 913 120.54° EF RN 29.28 13.78 15.71
WorPop 37.09 37.35 35.41 35.85 30 31.48
LandUse 12.73 14.06 172 169 1327 12.2%
Paveld .96 63.3 37.44 63.6 3550 34,73
TotRd 1339 12.25 1561 14.58 17.4 17.9
SurDm 5.02 .53 434 4.57 23 285
HHlap 16.34 1588 678 11.7% £.49 7.83
I1Tuhe 75.59 77.48 6.7 T4.02 81.09 81.44
Epole 94.63 97.58 43.95 63.44 44.04 42.06
ECov 67.51 69.92 38.23 61.91 4894 47.99
Flinelen 7.43 8.16 4.68 5.22 4 4,14
Dusi 7.97 8.54 7a9l 9 688 6
ConCaoy 50.54 4.5 5077 53.1% 3n 3754
HosBed 19.91 21.5 14 73 115 171 14.2
Heare 2.94 321 214 2.1% .44 1.46
Market 217 .39 1.7 1.81 243 2.44
Rey 8827654 | 9946408 | 63007 36| 3TARIZA | ATTI6.57 | S0699.46
Exp 00439 | 10666663 | RI765 30| 7967175 | 5009578 | STI8.65

Note: * indicates bold numbers having larger mean values ol dilferent vanables in neural network

class ({Class [. Class 11 and Class L[}
" indicates walic numbers having larger mean values of diflerent vanables in existing
class (Class A, Class B and Clayws )

Paurashavas o the class having larger mean wvalue of vadables than other
corresponding ¢lass conlain improved facilities and are capable of providing grealer
urban services. From the Table 4.4 it is evident that ncural ncbwork classification

provides barger mean vatue for most of the variables than existing classification. For
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examplc, average conservancy coverage (ConCov) of Paurashavas in existing Class

A s 59.54%, whereas Paurashavas in neural nchwork Class [ has 64.5% conservancy

coverage. Also percentage of household having tap water facility in the existing

Class B Paurashavas is 6.78, whereas the same in the neural network Class [I

Paurashavas is 11.79,

In Table 4.5 standard deviation imdicating variability of data in sach class of (he

existing classification and neural network classification have been shown in a

comparative manner.

Table 4.5: Comparison of Standard Deviation of Sclected Variables between

Existing (lass and Neural Network Cluss

Values of Slandard Deviation

Yariables
Class A | Class 1 Class B Class I | Class C | Class 111

Age 46.68 29.97 18.59 16.1% 4.27 .04
Worlop 3la 4.46 T.62 6.0 6.2 6.1
LandUse 10.47 10,58 907 10.57 8.87 8.17
Paveld 17.04 14.96 19.26 16,32 2011 16.01
TotRd 7.09 5.48 1.36 7.09 7.6 7.51
SurDrn 3.21 316 4,16 3.88 2 6ai 2.49
HHTap 1417 13,31 1139 13.33 3 4,65
I Tube 16.45 13.35 21.64 20.6 8 54 9.57
Fpole 46.87 43.52 356! 46.17 24,16 24.03
Coav 19,28 17.26 20,26 16.83 7% 18.42
Llinclen 3.97 3.8% 3.85 2.80 i.84 2353
Dust 6.45 6.32 6,99 6.95 4,46 4,17
ConCuov 17.01 16,39 2074 16.14 15 14.25
HosBed 12.3 11.24 & 81 14.09 10.96 8.13
Hecare 1.28 1.18 1.31 1.25 0.74 074
Market 167 .86 1.08 1.03 2102 1.0
Rev 16003622 1941846 4202974 | 29684.84 | 235! ?.59= 2735462
Exp 50790.4] S477.89 3293445 | 48B33.56 | 2905743 32881.0]

Mate: * indicates bold members having smaller values of standard deviation ef different vanables in

nevral netweork class (Claws T, Class 11 and Class JL)

# indlicates italic numbers having smaller values of slandard deviation of diferent variables in
existing class {Class A, Class B and Class C)
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Standard deviation is the measure ¢f determining how data is distributed. or how far
cach data is from the mean. For each ¢lass of Paurashavas in both cxisting and neural
nerwork classification, standard deviation has been caleulated. Smaller standard
deviation is the indication ol dala compaciness, From the lable 4.5 it may be scen
thal in the neural network classification standard deviation s smaller lor most of the
varables, where as the deviation is considerable in case of existing classilication.
That indicates that the value of the variables lor the Paurashavas in different classcs
is more homogenous and compact in neural network classes, in comparison to thosc
in the existing classes. For example. standard deviation of Paurashavas in existing
Class A for the variable pereentage of paved road (Pavelld) 15 17.04, while siandard

deviation in neural network Class [is 14.96.

From the Table 4.6 it can be summarized that for top grade Paurashavas (Class A or
Class T). oul of eighieen variables, mean value of fifticen variables have found larger
m case of neural network classification than those in the existing classification, The
value of standard deviation in case of neural network classification has been {vund (o
he smaller in fiftecn variables. So. it is clear that neural network Class Tis more
compact thae cxisting Class A with respect 1o the selected variables. Fer the Second
gradc (Class B3 or Class [I} Paurashavas, 66.7% variables have been found 1o have
larger mean value and 72.2% variables. smaller standard deviation in neural network
classification. Similar depictiom 1s observed for third prade (Class C or Class LI}
Paurashavas. Thus the neural nenwork pravides better classification of Paurashava in

cases of mean value and value of standard deviation.

Table 4.6: Distribution of ¥ariables according to Difference in

Mean and Standacd Deviation

Exient af Change | Class I Class A | Class II Class B | Class 111_Ciass C
Difference in Mean
Mean NN'>Mean Exis" 15(83.3%) 12 (66.7%) I1{&1.1%)
Mean NN<Mean_[Exis 3(16.7%) fs (33.39%) F{38.9%)
Diflerence in Standard Deviation {51}
S NN<STY kxis 15 (83.3%) 13 {72.29%) 12 (66.7%)
STy WNN=ST2_Exis 3{16.7%) 5(27.8%) 6 (33.3%)

Note: *indicates NN = Neural Metwork Clawses of Paurashavas
# indicates Exis = Eaisting Classes of Puurashavas
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4.3.2 Characteristics of Classified Paurashavias

Paurashavas with similar characicristics in case of selecied variables have been
grouped together. Tn order to determine the characieristics of Paurashavas belonging
different classes in existing classification and nevral network classification, weighted
average (%} of cach variable has been comparcd ameng classes. Weighted average
(%) for each variable of any class indicates how many times larger or smaller it is,

compared to the weighted average ol this variable in all three classes (Appendix C).

Vor example, weighted average value of the variable of conservancy coverage
(ConCov) for the Paurashavas of all classes (Class A, Class B and Class C) is 43,4 in
the existing classification and average conservancy coverage of Paurashavas
belonging 1o Class A. Class B and Class C are 59.54. 51.77 and 36 respeclively.
Average conservancy coverage of Class A Paurashavas is 31.24 times larger, Class B
Paurashavas is 14,11 times larger and Class C Paurashavas iv 20.65 times smaller

than the weighted average value of the variable for all classes.
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Fizure 4.3; Comparison of Weighted Average (%) bebween
Existing Class A and NN Class |

The weighted average (%) of eighteen variables in case of neural network and
cxisting classitications for Class A and Class 1 have been shown in Figure 4.3, It is
evident that neural nctwork Class | contains Paurashavas having above average
values for 88.9% indicators and below average value for 11.1% indicators whereas

enisling Class A comptises Paurashavas with above average valuc for 77.8%
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indicalors and below average value Tor 22.2% indicators. Weighted average (%)
value of a good number indicators is Jarger in neural network Class I than existing

Class A.

Tn the above figure it is found thal Paurashavas under neural network Class 1 have
not only larger revenue caming, but also have larger provision of infrastructure and
urbart facilities {such as non agricultural land use, percentage of paved road, length
of surface drain. water supply facilities including both tap and tube well, number of
clectric pole and dustbin, clectrification and conservancy coverage, electric line
length, numbcer of hospital bed, healthcare centre and market facilities ¢te.} than
Paurashavas under cxisting Class A. It means that financial condition of the
Paurashavas under neural network Class | is satisfactory and they also play the

leading role for providing infrastructure and service facilities.

a0 (s
30 0°s
20 0F%
10 0%

000
10 D%
-20 D0%
-30 00%

-40 00% —-
Variahles

—— Exizting Cla-s_s B —8—HMHClass Il

Figure 4.4; Comparison of Weighted Ay erape {%) beowern
Existing Class B and NN Class 11

Weightad Avarags (%)

In Figure 4.4 weighted average (%) of cighteen variables for Class 1T in neural
network and Class B in existing classification has been compared. [t may be scen that
Pauraghavas in ncural network Class 11 have above average values for 72.2%
indicators and below average value for 27 8% indicators. whereas existing Class B
comprises Paurashavas with above average valuc for 535.6% indicators and below

average value for 44.4% indicators.



Although revenue earning of Paurashavas belonging to neural network Class H is
less than the Paurashavas belonging to existing Class B, provision of infrastruciure
and service facilities for the Paurashavas under neural network Class 11 is extensive
and better than Paurashavas under cxisting Class B. 1t means that the linancial
condition ol the Paurashavas under existing Class B is satistactory, but they fail o
provide infrastructure and scrvice facilities. Differences in weighted averape (%)
values ol indicators between two classes arc significant particularly for the lactors-
percentage of paved road, percentage of household having lap water facility, number
ol cleetric pole and dustbin, length of cleetric line. number of hospital bed and
healthcare centre and also elecirification coverage. Il indicates that Paurashavas
assigning to newral network Class 1T are able to provide sufficicnt urban facilities
than Paurashavas belonging 1o existing Class B. so that Class 1l Paurashavas are in

hetter conditions in terms of infrastructure and service facilities,
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Figure 4.5 Comparison of Weighted Average (%) belween
Fxisting Class C and NN Class 111

From the Figure 4.5, it is clear that both newural network Class 11 and existing Class
C contains Paurashavas having above average values for 16.7.% indicators (larger
length of otal mad, pereentage of household having tap water facility and number of

marketing facilities) and below average value for rest 83.3% indicators
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Figure 4.6: Comparison of Weighted Average (%o} among

F.xisting Classes of Paurashuvas

In Figure 4.6, comparison of wcighted average (%) among the existing classes of
Paurashavas has been shown. In this Ngure it is found that the average values of
variahles in case of three classes vary abruptly, However, Lhe variables in case of

three classes do not significantly express the hierarchy.
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Figore 4.7: Comparison of Weighled Average (%0) among

MM Classes of Paarashavas

In Figure 4.7, comparison of weighted average (%) anong the neural nerwork classes
of Paurashavas has been shown. [n this figure it s found that the average values of
variables in case of three classes vary gradually and follow distinet hierarchy.

| lowever, distinet dissimilarily can be seen among classes of dilferent grades.
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4.3.3 Extent of Class Change

Pa:urashavas thal belung o higher or lower categories than the corresponding classcs
are compared and reasons behind this have been explained wiith respect of vanation
of mean values lor each variuble. Variation of mean value has been calculated in
percent {Table 4.13). It can be inferred from this valuc that how many imes smaller
or larger average value of each variable for shifted Paurashavas from a particular
class of existing classification, compared to the gverage of each variable for the

carresponding class in neural nerwork clagsificalion.

For example, suppose ten Paurashavas are shifled [rom existing Class A to ncural
network Class II. In order to determine the reason lor net belonging of these
Paurashavas to the corresponding noural network Class I, mean variation between
average ol each variable for shifled Paurashava and ihat ol lor neural network Class |

1% determined,

Table 4.7: Comparison between Existing Class A and NN Class I, IT, IT1

Existing Class Classification by Neural Network (NN)
I 11 In
A BBhola, Boara, Brahmanbaria, | Bandarban, Bhairab, Feni, Chuadanga,
Cox's Bazar, Dinajpur, Gazipur, [shwardi, Wamrion,
Faridpur. Habiganj, Jamalpur, | Jhenaidaha, Laksmipur,
Iessare, Javpurhat. Magura, Munshiyan;,
Kishureganj, Madaiipur, Thakurgaum,

Mymensingh, Matore,
Nawabganj. Pabna, Pirojpur,
Patuakhali, Saidpur, Sherpur.
Sunamegan|. Sirajganj,
Tangail.

Table 4.7 depicts thal among thirty five existing Class A Paurashavas 67.5%
Paurashavas remain in same hierarchy {Class I3 and 34.3% Paurashavas fall under

the lower hierarchy (Class [T and Class III).

Reasuns for Shifting from Class A 1o Class ff

Bandarban, Bhairab, Feni, Gazipur. Ishwardi. Jhenaidaha, Laksmipur, Magura,

Munshiganj and Thakurgaon Paurashavas are the Class A Paurashavas in the cxisting
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classification but in ncural network classilication these Paurashavas shift their class

trom existing Class A to ncural network Class T1.

In order to find the underlying reasons behmd shilting of Class A to lower order (i.c.
not belonging to the corrcsponding neural nelwork class), mean values of ncurat
network Class | Paurashavas for selecied indicators have becn compared with the
mean valucs of these changed ten Paurashuvas (Table 4,15}, For 83.3% indicators,
thesc ten Paurashavas have lower average value than averape of Class [ Paurashavas,

These indicators arc given in Table 4.8,

Tablc 4.8: Reasnns for Shilling from Class A to Class 11

indicators having lower mean vulues

Lstablishiment period Electrification coverage

Percentage of non-agricultural land nse | Number of dustbin and electric pole

Percentage of working papulation Conservancy coverage

invalved in non-agricultural activities

Length of surface drain MNumber ol market facilities

Percentage of household having tube Mumber of hospital bed and healthcare

well facililies centre

Length of electric line Revenue

The table proves that these ten Paurashavas (hough have required revenue eaming

capability for being Class A Paurashavas but non-agricultural characteristics of

Paurashavas is not satislaclory and also they do not provide adequate utility and

communily facilities to the urban dwellers like a first closs Paurashavas.

Reasons for Shifting from Class A 1o Class fif

Chuadangz and Naogaon Paurashavas assign 10 Class A Paurashavas in the eaisting
classification bul the neural network ¢lassification suggests that they should be in

towest category (Class III).

For 83.3% indicators, these iwo Paurashavas show cxtremely lower average value
than average of neural network Class I Paurashavas (Table 4.15). These indicators

arc given in Table 4.9,
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Table 4.9: Reasons for Shifting from Class A to Class T

Indicators kaving considcrable lower mean values

Establishment period Electrification coverage

Percentage of non-agricultural land use | Number of dusthin and clectre pole

FPereentage of working population Conservancy coverage

involved in non-agriculrural activities

Percentage of paved road Number of market facilities
Percenlage of houschold baving tap MNumber of hospital bed and healthcare
water facilities pontre

Length of surface dram Revenue and Expenditure

These Paurashavas have very low average values for most of the indicaiors which
indicates that ihese iwo Paurashavas fail to provide adequate utilily and community
tacilities 1o ihe urban dwellers and also to prove the non-agriculiury] characleristics

of Paurashavas like other Paurashavas belong to Ciass L.

Table 4.10: Comparison between Existing Class B and NN Class E 11, 111

Existing Class Classification by Neural Network
I 11 I
B Caibandha Alamdanga, (fouripur, Bera, Gopalpur,
Kadam Rasul. Guridashpur,
Khagrachhari, Kurigram, Ilajiganj. Kaliganj,
Litlmenirhat, Mohangan), [.aksam, Nalchity,
Mongla, Nilphamari, Shibchar
Panchagar, Parbatipur,
Pativa, Shariatpur

Irom the Tablc 410, 1 is evident that among twenly two existing Class 13
Paurashavas 59.1% Paurashavas are in same hierarchy {Class 11). 4.5% Paurashavas
lift to higher class {Clasz 1) and 36.4% Paurashavas po down in the lower class

(Class II1).

Reasems for Shifting from Class B to Class {

Gaibandha Paurashava ol existing Class B upgrade to ncura! nciwork Class I It has
fairly higher average value for 77.8% indicators than average of Class [1 Paurashavas

which is the carresponding of Class B in (he existing classification (Table 4.15).
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Table 4,11: Reasans for Shifling firom Class B to Class 1

Indicators having larger mean values

Establishment periad Length of surface drain

Percenlage of non-agricultural land use | Number of dustbin and electric pole

Percentage of working popuilation Flectrification coverage and |.ength ot
involved in non-agricullural actis #ies electric line

Peicentage of paved road Conservancy coverage

Length of total road Mumber of market facilities
Percentage of hoeusehold having lap Expendilure

.| water facilities

‘The indicators for which this Paurashava has larger average values are given 1s Table
4.11. Tt indicates that though revenue earming ol this Paurashasva s not satisfactory
but the Paurashava has satisfactory provision ol inltastructure and service facilities

than other Paurashavas of Class 11

Reasans for Shifting from Class 8 to Class HI

Bera, Gopalpor, Gurudashpur, Hajiganj, Kaliganj, Laksam, Nalchity and Shibehar
Paurashavas are the Class B Paurashavas in the existing classification but in ncural
network classification these Paurashavas go down W neural network Class 111 lior
72.2% midicalors, these eight Paurashavas have extremely lowcer average value than
average of Class II Paurashavas (Table 4.13). These indicators are given in Table

4.12.

Table 4.12: Reasons for Shifting from Class B to Class TIT

Indicators having lower mean values

Establishment period Length of surface drain

Percentage of non-agricultural land use | Number of dustbin and electric pole

Perceniage of working population Electrification coverage and Length of
involved in non-agricultural activitics clectric line

Percentage of paved road Conservaney coverage

'ercentage of household having tap MNumber of hospital bed and healthcare

water facilitics centre
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These cight Paurashavas have f(ulfill the standard of being existing Class B

Paurashavas with respect to only revenue but non-agricultural charactenstics of

Paurashavas is not satisfactory and also they are not able to provide adequate utility

and community facilitics to the urban dwellers like the Paurashavas belong o Class

II.

Takle 4.13: Comparison between Existing Class € and NN Class L 11 111

Existing Class

Classification by Neural Network

I 1] III

C Banaripara, Barura, Betagi, Bhanga. Bheramara. Bhuapur,
Draulatlcharn, Burhanuddin, Chandina, Chartassion,
Cralachipa, Charghat, Chatmohar, Chhatak, Chhengarchar,
{Ghoerashal, Dramudya, Darsana, Dewanganj, Dhanbari,
Kalapara, Durgapur, Ghatail, Gobindoganj, Ishwargan].
Mirkadeem, Jibannagar. Kabirhat, Kalaroa, Kalia, Kendua,
Raozan Kotalipara, Kulaura, Madhabpur, Madhupur,
Shitakundu Matlab. Mchendiganj, Mirpur. Manirampur,
Tungipara Nabiganj, Nalitabari, Nandail, Naria,

Paikgachha, Panchbibi, Pangsha, Palgram,
Pirganj. Ramgan], Rohanpur, Santahar.
Santhia, Shalimsti, Shahjadpur, Shailkupa,
Shacstagan], Sariakandi, Sharishabari,
Shibganj, Singra. Swarupkathi, Tanore,
Trishal, Ulipur, Ullahpara

From the Table 4.13. it is evident thal among sixly eight cxisting Class C

Paurashavas, 86.8% Paurashavas remain in same hierarcly (Class TIT) and 13.2%

Paurashavas lifts to higher class (Class II}.

Reasons for Shifiine from Class O do Class £

Ay Bananpara, Daulatkhan, Galachipa. Ghorashal, Kalapara. Mirkadeem, Raczan

Shilakundu and Tunpipara Paurashava of existing Class € have higher average value

for 72.2% indicators than average of Class IIl Paurashavas, this Paurashava promole

to neural network Class IT (Table 4.135).

The indicators lfor which this Paurashava has larger average values are given in Table

4.14. It indicates that revenue eaming of this Paurashava is not satisiactory bul this

Paurashava has satisfactory provision of infrastructure and service lacilities than the

Paurashavas of Class [11.
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Tabhle 4.14: Reasens for Shifting trom Clags C to Class 11

Indicators having larger mean values

Percentage of non-agricultural Jand use | Number of dusthin and electric pole

Percenlage of working population Electrification coverage

involved in non-agricultural selivities

Percentaye of paved road [ength of electric line

[ength of surface drain Conservancy coverage

Percentage of household having tap Mumber of hospital bed and healtheare
water facilities contre

Table 4.15: Mean Variation hetween Shifted Paurashavas from Existing Class and

Paurashavas of Meural Network Class

Mean Varialion

Class 1 & Paurashavas Clasy 11 & Paurashavas | Class IT1 & Paurashavas

variables shifted from Class A shifled from Class B shifted from Class €
Class A ro Class A to | Class Bto | Class B in Class C to

Class 11 Class [11 Class | Class 111 Class 11
Ape -67.4 -5 57 193.72 24 M =19.35
WorPop -0.62 -9.481 3.38 -21 65 6,89
Landl)se -12.73 -To.8E 2349 -3 78 654
PaveRd 312 -51.98 {199 -35.16 100.58
TotRd 14.61 122.73 39.78 1828 -12.51
SurDrm =26 94 -22.97 29 54 -6].95 18.25
HHTap 1732 -t3.66 44,06 -T6.BH 22.73
HH l'ube -10.71 513 -1.35 11.84 17
Lpole -2.34 -51.83 1137 -51.18 145
LECoy -5 461 -24.91 24722 -26.3 12,29
Elinalcn -28.06 245 186.9 -46.33 14,73
Dnst -13.35 -29.74 3333 -37.3 T4 HT
ConCov -201.93 -24.81 33.48 3514 1¥358
IlosRed -16.28 60 77 -44.19 =35 R 112,82
Heure -28.358 2212 -B.68 -31.51 685
Market -19 67 52,53 2724 18.22 -27 035
Hew =133 -26.27 -33.5 32,38 1085
Exp 1323 -12.87 28.15 325 -32.17

Note: * indicates values are 1n Pereentage
{-) minus values indicates lower percentage than comresponding neural network Llass mean
{~) plus values inchcales higher percentage than corresponding neural network class mean
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In the Table 4.16 summany of the shilling of Paurashavas from existing class to

neural nelwork class is given.

Tahle 4.16: Comparison between Existing Classilication and

Neural Notwork Classification

En?sting: Classification by Newral Network
Classilication /
Class No I 11 11
A 35 23 10 2
{65.7%) | {3865} | (5.7%)
B 22 | 13 B
{4.5%) | (3% 1%) §36.4%)
C ol G 50
{13.2%) {86.3%)
Exisling Classifiealion
Classitication By Neural
Nerwark
A 15 4% I
(28%) o {19 2%
| fifg
0
B U gy 1l
[ 17.6%) 1 (25.6%)
7Y
C 47 2% 1]}
{54.4%) (55.2%)
Samo Claas
Loveer to Upper Cluss
Upper to Losser Class

Figure 4.8; Shilling of Paurashavas from Existing Class to Neural Network Class

From the Figure 4.8, it is clear that in neural network classification, Class I contains
23 (18.4%) Paurashavas of existing Class A and 1 (0.8%) Paurashavas of existing
Class B. Class 1I incorporates 10 (8%) Paurashavas of eaisting Class A, 13 (10.4%)

Paurashavas of existing Class B and 9 (7.2%) Paurashavas of existing Class . Class



51

III comprises 2 (1.6%) Paurashavas of existing Class A, 13 (6.4%) Paurashavas of

existing Class B and 39 (47.2%) Paurashavas of existing Class €.

Tablc 4.E7: Shifting of Pawrashavas from Existing Class

to Neural Network Class

Extent of Change No.of Percentage
Paurashavas of
Paurashavas
Same Class 95 76 Yo
Lipper to Lower Class 20 16 54
Lower to Upper Class 10 g %
Totak 125 100 %

From the Table 4.17, it iz obvious that among scleeted 125 Paurashavas for

classification by using neural network algorithm, 76% Paurashavas remain in same

higrarchy, 16% Paurashavas go down to lower hierarchy and enly 8% Paurashavas

lift to the upper hierarchy in neural neiwork classification.
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Chapter 5: Development of Artificial Neural Network Model

5.1 Introduction

Armificial Neural Networks (ANNs) has been used in solving a vanely of problems
specially pattern classification, clustering and lorecasting. In this research an allempt
has been made to develop an Anificial Neural Network {ANN) model to classify
Paurashavas of Bangladesh. Using various stavistical parumeters, the performance and

accuracy level of reclassified Paurashavas has been validated.
5.2 Development of Model

Both supervised and unsupervised learning procedure has been cmploved to develop
atificial neural network model (ANNY Jor classilication of Paurashavas.
Unsupervised learning method of neural network (L.c. Self-organizing neural network
algorithun) has been applied to cluster or group the Paurashavas based on similantics
of the selected independent variables into desired classes (Class [, Class 1I and Class

111) {as mentioned in Chapter 4).

By using the classes of Paurashavas defined through applving seli~organizing neural
network. supervised learning method of peural network (i.c. Feed forward-Back
propagation neural network algorithm) has been nsed 1o predict classes for
Paurashavas (Figure 5.1). The goal of the algorithm is to understand the basis for the
classification from a sct of labeled Paurashavas and build a predictor for iuture

unlabeled Paurashavas.

Tn order to develop neural notwoerk muodel, cluster memberships of Paurashava (Class
I, Class !l and Class III) acquired by using self-organizing peural network algorithm
has been used as dependent variable i.c. outpul and selecied cightleen variables has
been considered as independent variables i.¢. input. NeuroShell Classifier {Ward

Systerns Group, Inc) software package has been used to develop model.
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Figure 5.1; Feed forward-Back propagation Neural Network Structure for

Class Prediction of Paurashava
5.2.1 Drata set for the Model

For building the artificial neural network (ANN) ¢lassificr. the relevant data set has

been divided imto two separate subsets namely “training sct” and “1esting sel”.

The training set is used for ANN model development and testing set 1s adopted lor
cvaluating the ability of the model for predicting class. The selection of the tramning
and testing set affects the performance of ANN model (Mitra, 2008; Zhang et al.,
199%). Doth training set and testing set includes many sels of input variables and a
corresponding outpul variable, The raining data set should include a representative

sct of the problems likely to be encountered in the real world.

However, literature offers littie guidance in selecting the training and lest sample.

Most authors select them based on the rule of 90% vs. 10%, 80% vs. 20% or 70% vs.

-7



>4

30%. elc (Zhang et al. 1998; Bounds, D. & Ross, )., 1957). Granger (1993) suggests
that for nonlinear prediction model, at least 20 percent of any sample should be held

back as testing set for prediction evaluation.

The data set used lo develop the neural network model for Paurashavas in Bangladesh
consists of a sample of 125 Paurashavas, The two samples for training set and testing
set have been selecled in such a way that both of the set represent cntire dala sct. Thus
proportional distribution of classes remains relatively same in the sample data sets
compared 1o the entire data set (Table 5.1). To develop the model training set consisls
of 80% of (he Paurashavas and the rest used for predicting classes of Paurashavas as

suggested by Granger (1993).

Table 5.1: Number and Pereentage of Paurashavas in Entire Sample,

Training Sample and Testing Sample

Entire Sample Training Set = 8% Testing Sct = 20%
Class (125) (100 of 125) {25 of 123)
No. of % of No. of W of No. of %o of

FPaurashava | Paurashavas | Paurashava | Paurashavas Faurashava | Fanorashavay

I 24 1%.2 19 18 3 20
bi| iz 236 26 26 6 24
m 69 5512 35 35 14 30

Table 5.2 provides the descriptive statistics of the cntire sample and the two subsels
for training and testing From the table it is evident that there are no significant
differences hetween the training and testing data subsels and each is a reasonable

representaiion of the entire data set.

5.2.2 'erformance of the Modcl

The Neural Training Strategy uses a neural net that dynamically grows hidden
neurons 1o build & model which generalizes well. Performance of the model has been
determined considering percentage of correct classification of the Paurashavas by the
network. The network determines the comect classification by comparing its

classification with the calegory specificd for each Paurashavas in the training data and




a5

(hen summarizing the results for the entirc training set. The best model indicates

higher percentage of correct classification of Paurashavas.

Table 5.2: Descriptive Statistics of Entire Sample, Training Sample and Testing Sample

Mean Standard Deviation
Vaciables Cotire | Training | Testing | FEntire | Training | Testing
Sample Sel Set Sample Set Set
{125) (100} (25) (125) {100} {25)
Ape 3931 37.86 45.12 43.27 41.42 30.33
WorPop 33.73 35.8 33.43 6.44 6.483 4 .64
[.andUse 13.81 12.86 136 9.43 06 892
Paveld 4813 48.13 48,24 21.75 22.05 2093
l'otRd 15.96 15.3¢ 18.26 7.43 715 3.25
SurDrn KN 383 372 32 32 3.28
HHTap 10.39 10.82 3.67 9.96 10082 3
FIH Tube T8.T8 TR 22 31 14.12 15.1 914
Epole 58.19 62.35 41.56 40.66 42.36 26463
ECov 55.76 56.44 53.04 19.86 19.26 223
Elinelen 5.1% 532 4.65 3.27 332 31
st 7.26 6.93 856 5.57 5.43 6,02
ConCov 46.72 47.71 42.76 18.58 19.37 14.67
losBed 17.47 16.7 2056 1107 10.8 11.84
lcare 1.98 2 1.92 1.2 1.22 1.12
Market 2.27 2.11 2.89 1.79 1.35 242
Rev 6179804 | 65776.58 | 45888.4 | §9200.23 | 98610.71 | 2740631
?xp 7235026 | 71899 14 | 74154.72 | 45103.16 | 43979.93 | 30274 ¥4

5.2.2.1 Training set

Training a ncural network refers to (he process ol the model “leaming” the patterns in
the training data in order to make classifications. Training the nelwork involves
adding hidden neurons until the nct is able to make good classifications. A small
number of hidden pearons limit learning, It hidden neuron is set higher, the risk of

over-training or over-fitting (he model is experienced. The only method available to



determine the optimum number of hidden neurons i.e. the number ol hidden neurons
that hest solves the classification problem, 15 through tral and error {Worzala et al.,
1995). Therefore, lo find the optimum arilicial neural network model, trial and error

process has been applied.

‘T'uble 5.3: Neurul Learning and Performance of Training Set

| Model | Number of Dptimum vh of correct | % of incorrect
hidden ncurons | number of classification | classification
fraincd hidden neurons
1 40 iz Y 1
2 60 44 100 f)
3 80 44 100 0

Note: * indicates the best result

While network is learning for (he hidden neuron 40, network provides 99 percent
correct classification o Paurashavas and in this case number of hidden neurons gives
ihe best result is 32 (Model 1} But network can classify 100 percent Paurashavas
correctly for the optimum hidden neurons of 44 (Model 2 & 3) (Table 5.3}, Trained
network with optimum hidden neurons of 44 has been applied to evaluate the model

performance.
5.2.2.2 Testing set

The trained network with hidden neurons of 44 has been applied to the data ol testing

sel. Network categorizes 96% Paurashavas accurately and error classification is only

4% (Table 5.4).

Table 5.4: Performance of Testing Set

Total Number | Paurashavas | % of correct | Paurashavas | % of incorrect
of Paurushavas classified | classification classified classification
tested correcily incorrectly
25 24 04 1 4

For cach Paurashava in testing sei, performance of the network has also been

measured in terms of probability values of belonging in a specific classification
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category. In the Table 5.5, classification catepory and the network classification value

for each calegory has been shown.

Table 5.5: Probubilily Values of Classes for I'aurashavas

Predicted
Name of Aetual NNClass by | Class | | Class IT | Class I
Paurashavas | NNClass
the Network

Jessure I I 1 0 | 0
Bogra [ I I I )}
Jamalpur I I 1 0 i}
Gazipur | i1 g 1 | )
Magura II Il ] 1 )}
l.akzam 11 11 0 0 |
Ghatail I1! 1] 0 L |
Kabirhat 1T m ! 0 1
Matlab 111 I o 0 I
Pirgan; 111 i o 0 1
Sherpur 1 I {1.599 4] 0.001
Kishoreganj l 1 0.599 i .601
MNakigan] 1) I { u (.590
Paikgachha 1 11 0.001 4! 0.59%
Gopalpur I1I I11 0.002 4] (008
Darsana 11 [11 0 0.002 (1994
Burhanuddin 11 III 0 0.004 (1994
Panchagar I I .003 (1.595 0002
Lalmonirhat 11 I 0.003 (0.99] 0.006
Sunthia ul 111 0 1008 0.991
Shibchar " 11 0 0.072 0.928
Kotalipara i in 0 0.082 0.918
Chatmohar I I { (.25 u.741
Daulatkhan 11 1 { 0.687 0313
(Touripur® 11 1 085 | 0.003 0.147

Mote, * Faurashava classilied incorrectly by the network



58

The probability value is the neuron activation strength for each category based on the
sel of inpul values and the values for all catcgories add up to 1. When the value is
closc to 1 in a category, the network is more confident that the sct of inputs belongs Lo
that particular category. For example, the probability value of Sherpur Paurashava for
classification category 1 is 0.999. It means that the network is more cerlain in

assigning (hat Paurashavas in Class L.
£.2.3 Statistical Parameters of the Model

Slatistical parameters of the model rellect the neural network performance as to
compare {o the actual classifications obtained by self-organising neural network.

Thesc parameters apply to each output class scparately.

The Paurashavas are class?ﬁed by self-organizing neural network into three classes:
Class I, Class II and Class ITi. These are called actual classifications for the model.
Afterward a neural network model has been developed to make classilications for the
came Paurashavas. The neural notwork does not necessarily give clussifications which

completely coincide with the actual clussifications.

‘I'able 5.6 shows the network classifications and the actual classification in the testing
data file to which the nctwork has been applied in & comparative manner. The column
labels of the iable, Actual I Actual I and Acival TIT, refer to the category
classification in the data file. The row labels of the tahle, Classitied as L. Clasgilicd as

I1 and Classified as I refer o the network class predictions.

When the nelwork has been applied to 25 Paurashavas of testing data, there are:

. Five Paurashavas classified as Actual Class I, which the network has
confirmed.

«  Six Paurashavas classified as Actual Class IT but the network has classified
five of those Paurashavas as Class 11 and one as Class L

« Fourtccn Paurashavas classified as Actual Class III, which the network has

confirmed.

Periormance of the model for Paurashava has been cvaluated on the basis ol

sensitivity and specificiry.
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Table 5.6: Agreement Matrix of the Model

Actual | Actual | Actual Totul
HI!! i-iII!! ‘GI]"I"J? atd
C]asi::"::ed a8 5 I 0 G
Classified as
W ¢ 5 i 5
Classitied as
B 0 ] 14 14
Tutal ] & 14 25
True-pos. ratio 1.0 {).8333 1.0
False-pos. ratio | (.05 (0.0 (A1
True-nef. ratio | 0.95 1.0 1.0

False-negs. ratio AU f.1667 0.0

Sensitivity | 100.0% | 83.33% | 100.0%

Specificity 95.0% | 100.0% | 100.0%

In order o provide a clear undersianding of the Table 5.6, the parameters for the
Class 1 has been cxplained below from the comparison of the actual and neural
network classifications. The same logic has also becn applied to the definition of the

Class I and Class Lil parameters.

True-pos. ratio (Trae-Positive Rotio, alse known as Sensitivity)

The Paurashavas, which arc classified by the neural network as Class T. and these
Paurashavas actually belong ta Class 1. The neural network answers correctly in these
cases. The 1rue-pusitive ratio for Class I is a ratio of the total number of Class I true-

positive classifications to the total number of actual Class I class: {ications.

True-positive ratio for Class I, Class II and Class IIT is 1.0, 0.8333 and 1.0 thal mcans
neural network responses correctly for all Paurashavas actually belonging 1o Class I
and Class I1] bui in case of actual Class |1 neural network responses correctly not for

all Paurashavas.

‘r"--'.
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Fualse-pos. ratio (Faise-Positive Ratio)

The Paurashavas, which are classified by the neural network as Class I, but these
Paurashavas actually do not belong o Class I (they bclnng— 10 Class 11 or Class 11I).
The neural network answers incorrectly in these cae{cs; these are misclassifications.
The False-positive ratio for Class 1 is a ratio of the total number of Class I false-
positive classifications o the total number of actual classifications in all classes other

than {lass 1.

False-positive ratio for Class I, Class IT and Class IIEs 0.03, 0.0 and 0.0 that indicates
neural nctwork answers incorrectly for only one Paurashavas of Class [ which

actually belong to Class II and no misclassification is found for Class 1Y and Class L

True-neg. ratio (True-Negative Ratio also known gy Specificity}

The Paurashavas. which are not classified by the neural network as Class [ {they are
classified as Class 11 or Class D), and these Paurashavas actually do mot belong to
Class 1 (they betong to Class II or Class 1IT). The neural network answers correctly in
these cases. The True-negative ratio for Class 1 is a ratio of the total number of Class
I true-negative classifications to the total number ol actual classifications in all

classes other than Class .

I'rue-ncgative ratio for Class I, Class TT and Class I1I 15 0.95, 1.0 and 1.0 that mcans
therc is no possibility of having Paurashavas from other class in case of Class IT and

Class I[II in the network elassifications.

Fualse-neg ratio (False-Negative Ratio)

The Paurashavas, which are not classified by the neural network as Class [ (they are
classificd as Class 11 or Class 1IT), but these cascs actually belong to Class 1. The
neural network answers incotrectly in (hese cascs: these arc misclassifications. The
False-negative ratio {or Class T is a ratio of the total number ol Class I false-ncgative

classifications to (he 1otal number of actual Class I classifications.

Falsc-negative ratio for Class I, Class II and Class I1T 15 0.0, 0.1667 and 0.0, Only one
Paurashavas of actual Class 11 are misclassified by neural network but for aclual Class

I and Class I1I, neural nerwork does not provide any misclassification.
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Sensitivity and Specificity
Sensilivity is the probability of the mode! to detect the condition when it 1% present [or

a particular class. Specificity is the probabality thar the nctwork model will detect the

absence ol the condition for a particular class.

Sensitivity and specificity has been applied to an output class of interest. These are
ratios, calculated from the number of frue-posilive and false-positive ¢l assilications
for the specified class. Sensitivity and specifioly are usually expressed as
percentages, both ranging from 0% (very bad classifier) to 100% (perfect classificr).
The following formula applies to determine scnsitivily and specificity of specific

class:

Class | sensitivity = (Number of Class | true-positive classilications) / { 'otal number

of actual Class I classifications)* 100

(Class I specificity = 1 — {{Number of Class I false-positive classifications) / (Total

nutnber of cases - Total number ol actual Class ! classifications))* 100

The developed artificial neural network model for classifying Paurashavas providcs
hetter result in terms of sensitivity and specificity. Sepsitivity for Class I, Class 11 and
Class IT1 15 100%. 83.33% and 100% and specificity for Class I, Class 1l and Class 111
iy 95%. 100% and 100%. Sensitivity and specificity lor cach class are equal 10 100%

or closer to 100% which is an indication of perfect classilier.

The developed artificial neural network model is a betler classilier for Paurashavas
considering predicting correct classification of Pavrashavas as well as sensitivity and

speeilicity.



CHAPTER 6

CONCLUSION




Chapter 6: Conclusion

The study was designed towards understanding the functional classificalion of
Paurashavas bascd on physical infrastructure and service facilines by applying
Artificial MNeural Network algonthms. Tn Bangladesh ithe classification of
Paurashavas into vardous groups is made on the basis of revenue earned. But from
this classification, funcuonal characteristics of the Paurashavas cannot be known
because revenue earmng cannol and in fact do not reveal the status and level of the
cssential services. Paurashavas are established to provide municipal services and
physical infrastructure 1o urban dwellers. Naturally the existing classification system
failed to provide msight inio ithe pature and extent of various municipal service

facilitics.

The rcscarch cxplores application of neural nctworks, a proven. widely used
lechnology to solve complex classification problems for grouping of Paurashavas. [n
this mecthod the Paurashavas are clustcred on the basis of selected wvariables
expressing infrastructure and service facilities, where revenue earning is used as one
such factor only. The neural network provides better classification of Paurashava in
cases of mean value and value of standard deviation, For all classes of Paurashavas,
out of cighteen variables, mean value of most of the variables have been found larger
in case of neural network classification than those in the cxisting classification, The
valuc of standard deviation in case of ncural nelwork classification has heen found to
be smaller in most of the variables, which indicates that the value of the variables for
the Paurashavas in diflerent classes is mere homogenous and compact in ncural

network classcs in companson to those in the cxisting classes.

By comparing weighted average values in percent amnong various classes, it is found
that the average values of variables in case of the three classes of the existing
classification vary abruptly and do not signilicanily express the hicrarchy. But in
neural nctwork classification, the average values of variables in casc of the (hree
classes vary gradually and Iollow distinet hicrarchy as well as distinct dissimilarity
which is ehvious among classes of different grades. Among selected Paurashavas for

classification by using neural network algorithm. significant portion ol Paurashavas
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fall under the lower hicrarchy trom the corresponding class. U'he underlying reason
for shifting is, these Paurashavas fail to provide adequate utility and community
facilitics to the urban dwellers and cannot cnsure growth and development of non-

arricultural income sources like othor Paurashavas of same hicrarchy.

Finally, in order to understand the basis for the classification from a set of labeled
Paurashavas, neural nerwork model has been developed 1o predict clagses for future
unlabeled Paurashavas which are not included in the selected Paurashavas for the
rescarch. The developed artilicial newral network model provides better classification
of Paurashavas with respect o sensitivily and specificity, Value of sensitivity and
specificity is fairly larger for this model. By this ariiicial neural network model.
Paurashavas can be classilied based on avalable facilities and services provided by
the Paurashava authaoritics that wall reveal clear understanding of the status of these
services in various Paurashavas. This was an exploratory research providing basis for
reclassificalion of Paurashavas of Bangladesh based on the potentialitics of the
Paurashavas. In order to undersiand the underlying reasons for shifting of
Paurashavas from corresponding class as well as current investment paltern in the

Paurashavas, extensive survey 1y required that can be further studied.

In order o lake any investment decision and development policy in any Paurashava,
It is essential to explore its rcal [unclional characteristics as may be mamiested
through available infrastructure and service facilities as well as non-agriculmural
activities. The classification explored by applying neural nerwork algorithm will
provide the essentlial understanding necessary [or adopting planning approaches,
which would help w decentralize service facilitics and make available improved
facilities in the Paurashavas on (he basis of their potentialities and also to develop a

strategy for balanced development in various Paurashavas.
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Appemdix A

Table A: data on Selected Variables for the Selecied Paurashavas

Wor | Land | Fave | Taot Sar HEH HH Eline Con | Hos | H Mar
Name Age {Fop | Use Kd Rd Dra | Tap | Tube | Epole | ECov | len Dust | Cov | Bed | care | ket Hev Exp
Alamdanga 2413051 506 ) 785 | 1400 | 248} 1.7 ]| %432 T3 2] 323 1 n 17 2| 3231 AKE59 | 19030
Ranaripara 9] M9 11.25]6596 | 3762 451} 339 917 9 &0 4.01 1.1 &0 | 40 1| 3.208 | 84368 | 54209
Bamdarban 24 | 5066 | 39| 4281 | 1679 5435143 17.4% 6l 86 1299 2 34 15 2] 1,753 61799 | 121%0
Rarura 1411763 ) 1381 126921 1105} 023 0.9 E8.5 53 51 0227 1 11 3 21 1361 ] 37692 | 725G — -
Bera 213309 28468 Wl 15% 091 086 X555 5% 50| 5a%7 T 27 7 20 1128 | 10934 | 2033
Beuyi 19 ] 33.73 | 1.0 $0| 733§ 07711039 | IR.R 5% 56| SI%7 7 27T A LY O&K6T| 61799 | 126168
Bhairnb 51 ] 3828 2318072 4% 21 ] 221 | 71834 203 6| 5187 1 47 L3 21 LOSS| 59155 | 769460
Bhanga 1213373 832412454 | 1039 ] 004 | 1030 1578 5% 36| sa%7 7 4% Ll ] 1.307 | 22386 17753
Bheramarn 6| 31od | 1404|4613 24291 638 261 %128 10 891 2.121 7 47 e 1] MIB2ZE 62981 79488
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Chharak 12373019231 561611336 0271 10,39 ] 73878 | - 58 %1 5187 3 47 10 1 279 | 5X24% 117
Chhengarchar L4515 1.81 R&1 222 | DR 1039 | 458 51 56| 5.1%7 7 47 17 1| 0.239 | K179 | TI35%0
Chustanga 37 ] 1044 O4 | 2188132457 382 | 2301 1349 13 75 ] 17613 1 47 Li 2F 1.615] BDR13 | Li4395
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Appendix B

Tahle B: Comparison hetween Existing Classification and Neural
Nebhwvork Classification of Paurashavas

Name of Paurashavas Existing Nc"m]. Network
Classification Classification

Alamdanga i 11

Banaripara C II

Bandarban A 11

Barura C 11

Bera I3 11

Betagi C 11

Bhairah A Il

| Bhanga C IT1

Bheramara C 11

Bhola A 1

Bhuapur C 1]

Ropgra A 1

Brahmanbaria A I

Rurhanuddin C 11l

Chandina C 111

(Charfassion C 11l

Charghat C III

Chatrnohar C [11

Chhatak c I11

Chhengarchar C L1

Chuadanga A 11

Cox's Dazar A [

Damudva C 111 -

Diarsana - [ .|

Daulatklian C 1 '

Drewanganj & IT1

Dhanbari < 111

[inajpur A [

Durgipur { 111

Faridpur | A 1

Fent A II

Graibandha B ]

Galachipa C 1

Gazipur A 1

Ghatail C 111

Ghoerashal { 1 |

Cinbindoganj C IT!

Gopalpur B 11

Gouripur 3 1 .

Gurudashpur B 111 ‘




Name of Paarnshnvas

Falsting
Classificatlon

Nearal Networl
Classification

Habigani

Hajiganj

Ishwardi

N

Ishwargani

Jamalpur

Jessore .

Jhensidzsha

Jibannagar

Jovpurhat

Kabirhat

Kzdam Rasul

K.alaparn

Kalaroa

Kalia

K.aligani

1l

Kendua

Khagrachhari

Kishorcgani

Kotalipara

kulaurn

Kyurigram

1!

l.aksam

Laksmipur

Lalmonirhat

Madaripur

Madhabpur

Madhupur

Magurn

Manimmpur

Mallab

Mehendigang

Mirkadeem

Mirpur

i -

Mohanganj

I .

Mongla =

Munshignanj

Mymensingh

Nabiganj

Nalchity

Nalitnbari

111 .

Nandail

Naogron

111

Narin

1l ‘

Natore -

b kg el (ol el =] el gl A - (sl (el el lnl el bd (wl Iwl B A B3 - d vl vl Ed L e - Il ledind A (el bl Ll B ol R e d o =0 o

MNawabgani
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Name of Paursshayis ‘Existing Ncural Net\?-urk
Classification Classification

Nilphamari I 11
Pabna A [
Paikgachha C 111
Panchiagar B II
Panchbibi C IT1
Pangsha C il
Parbatipur [ II
Patgram C 1
Paliva B I1
Patuakhali A [
Piroani C 111
Pirojpur A I
Ramgan| C 111
Ranzan C [l
Rohanpur C II]
Saidpur A 1
Sanighar C 11
Santhia C 111
Sariakandi C 11
Shacstasan) C LI
Shahjadpur C 111
Shalhrasti C 111
shailkupa C [Tl
Shariatpur B [l
Sharishabari C I
Sherpur A [
Shibchar H 111
Shibgan| C I
Shirakundu C 11
Singra C i1
Sirajyan) A 1
SunamEanj A i
Swarupkathi C Il
Tangail A T
Tanore C 1T
Thakurgaon A 1
Trishal C 1
Tungipara C II
Ulipur C Bl
{llahpara C il]
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Appendix C

Table C: Weighted Average (%) of DifTerent Classes of Paurashavas

Existing Classification Classification by Neoral Network
V¥ariablcs
A B C I I 11

Age 138 6% -19.75% -64.95% 26.63% -25.52% -60.04%
WorPop 13.32% 2.53% -1.93% 10.74% 6.30% -6.66%
LandUse -7.82% 24.54% -3.91% 1.77% 22.3T% -10.99%
PaveRd 26.59% 18.28% -19.53% 31.86% 36.23% -27.88%
TotRd -16.11% 1 0 -2.21% 9.01% -23.28% -8.67% 12.12%
SurDm 42.23% 22.97% -29.17% 45.22% 20.18% -25.08%
1HTap 57.31% -34.73% -18.26% 32.85% 13.48% -24.63%
HHTube -4.05% -2.64% 2.94% -1.65% -6.04% 3.37%
Epale 62 62% -24.47% -24.32% 67.6%% o.01% -27.73%
ECov 21.08% 4.43%, -12.28% 25.3%% 11.02% -13.94%
Elinclen 46.26% -7.88% -21.26% 57.35% 0.62% -20.24%
Dust 0.81% #.99%, -7.96% 17.72% 24.04% -17.31%
ConCaov 31.24% [ 1 1%% =20.65% 38.06% 13.84% -19.66%
HosBed | 3.97% -15.68% -2.12% 23.05% 23.05% -18.71%
Hcare 48.25% T.91% -27.38% 61.71% [0.26% 260 22%
Market -2.63% -23.72% 9.03% 5.20% -20.34% 7 62%
Rev 42.84% 1.97% -22.69% 60.95%, -6.98% -17.96%
Exp 52.10% 12.19% -30.76% 47.43% 10.12% -21.19%
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