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ABSTRACT

In a surpl} chain a number or various busjne~s entities (iK. suppliers, manufacturers,

distributor~. and retailer,) work together in an effort to acquire raw materials, cOllver!

tile,e raw material<, into specified Iinal products, and to deliver these final products to

retailers. Surplv chain activities begin with a customer order and end when a satisfied

custolller has paid for the purchase. Bullwhip dIed of supply chain refers to (he

amplifications in orders in the supply chain. Industries with reliabk demand foreca,l~

waste million of dollars every year becau~c they are nut able to match the production to

demand, As a COll',equcncc of this demand variabilil} bullwhip effect re<;Lllts which leads

to the ineflkiencics in supply chain like qlllllily problem, o\'ertime expenses, mis~ed

production ~ehedule, inventory problem. poor customer ~eJ"\'iee, higher raw material

cost, shipping co~t, inventory cost, di ,tributioll cost, howcver an overall risc of the total

supply chain cost. 111is research intends to reduce bullwhip effect in a supply chain by

finding (he optimal ordering quantities for each member of the supply chain. This

resealdl ll,ed genetic algorithm with an objective function to minimize the to1.;11supply

chain cost by calculating: tolal costs for each ur the supply ch"in mcmber. TIle ohjcetive

function developed for the algorithm contains maximum live different types of costs for

each of the supply chain mcmbers. Later, the proposed algorithm was applied to analyze

a case which is a complex ~upply chain containing three retailers, one distributor, one

warchonse and a factory. A simnlation was conducted to lind the existing ordering

quantities for the case \'ihich \'iaS then comparcd with the results obtained rrom gcnetic

algorithm. In thi~ rcsearch various parameters of genetic algorithm were used and two

different ~cls of aiJa1)"i~ were conducted by changing thc pararneler~ mainly the

chromosome range. Finally. the result" obtained from genetic algorithm rcduced the total

supply ch"in eost of the con~idercd ease and thllS found the optimal ordering quantities

which llllmmized the bullwhip effect from the supply ch"in. It was also shown from tlle

results 0 r'hoth the analysi" of genetic algorithm that optimal ordering quantitics found

\vith the lower range of chromosomes reduced the bullwhip effect by lowcring ihe

supply chain eost cven more,
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CHAPTER!
INTRODUCTION

t.1INTRODLPCTlOJli

Intense competition in global markets, the shortening of product life cycle~ and [he

increased expectations of customers. have focused businesses attention on the need

[0 in\'e~! in their supply chain" At the same time, improvements in communications

and transport technologies have provided a major impdl.l~ I"or the continuous

evolution of the supply chain and of the jechnique~ to manage it Attempting to

match the supply of products with con~urner demand i~extremely dillienl!. As

product ,ariely has increa<;ed rinTI8 hav~ reacted by increasing inventol)' carrying

co~t~,markdown, and write-on,,> dlle to exce~~inventory.

ror a typical supply chain, materials are procured which are then produced into items

at one or more manufacturing liwililies. Sllb8equently, the finished products are

shippcd to distribution ecntcts for storage, before being shipped <)n to rdail outlets

for sale to the end customer. An effective supply chain strategy need~ to ra~ili(ale the

interactions at the various stagc~ in the chain. In managing a ~upply <:h;lina holisllc

approach is required to en~ure Ihal it i~ boLh efJkient and co~t eUect;,..e across the

\vhole system. rhus, the emphasis is not on simply minimiang the cos!:; il>1'd

specific entity. but rather on taking a systems approach to reduce the cost for the

overall wpply chain.

The p;lce of change and the uncertainty about how markets will evolve has also made

it incmlsingly important for companies to be aware of the supply chains they

participate in and to understand the roles that they play. Those companies that learn

ho\\' 10 build and participale in strong supply chains will have a substantial

competitive advantage in their markets.
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The effective management orthe supply chain requires close integration he/ween the

\ari()w> ~tage~ invohed in the delivery of the product to the con~",mer" An important

dement in this is the inl(>rmali()llOlldemand. This requirement is used h)' each entily

in the ,upply chain for production planning and control purposes. However, with the

aggregation 01"demand ini(llTIlation, distortion occurs as it pas<;e<;up.,tre<lln and

moves away from the end consumer. This demand variation has become referred to

a, the bull whip effect [I. 2].

Bullwhip Effect is a problem in forecast-driven ~upply chains, and careful

management n("this elTect is an important goal for Supply Chain Managers.

L211ACKGROUND OF THE STUDY

Rusine>ses loday are not separate entities; they are all working together in one supply

chain. which can improve the ,-]lilliityof goods and services across the supply chain,

Each stage in the supply chain need to rerlorm a different process and must interacl

\\(ith all other stage~ in <;uprly chain. The primary purpose of a supply chain is tn

satisfy the needs of the customer while generating profits.

131111whipclTeet rerers to Ihe amplific!ltions in orders in a supply chain. Indu~tries

\vith reliable demand forecast, waste millions of dollars every year because they are

not able to match productioll to demand, The bullwhip effed is a m,0()r cause oflhe

problem. Procter & Gamhle [I J "'ere one of the first companies to discover the

bullwhip effect when they examined Ihe ordering patterns for one of their products.

The retail demand was fluctuating ,lighU)', but when examining the upstream

members of the SC, there was a greater variahility or orden; [2].

This di,torted in/ormation from one end of the supply chain to the other Can lead 10

indficieneies, i.e. excessive inventory. quality problems, higher raw-material costs,

overtime expen,e~, shipping costs, poor customer service. and missed prodnetion

schedule [2].
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EtTectivc supply chain has already played a very impOliant and significant role in the

business area of all over the world, It has ~lw~ys been a \'ery popul~r topic for the

indllstrie, amI re,eareher:s of the de~eloped countrie~ 10 condlIc! more and more

researchcs to make their supply chain morc efficient. but for a developing country

like Bangladesh it is a nev.'ly emerging concern of the industries and there from the

author camc up with this rescareh,

In order to reduce bullwhip effect in supply chain researchers have uscd many

concepts mainly clas~lcal management techniques which include the information

,haring and foreea<;ting mainly. Very few researcher~ like Kimbrough et al. [3] u;.ed

artilicial intelhgence to sohe the problem of bullwhip elTed but not l'or a real supply

chain which also drll\'e the I'orce for thi~ research,

Ho\\'ever. this research is mainly aimed to study the supply chain in an industJ),

which is running in Bangladesh, It is conducted to find ~ll optimal ordering policy

which will redLlce hlIliwhip effect rOTthe indlI,try studied. To lind the optimal

ordcring policy for every memher of the slIpply chain, computer intelligence

techniquc genclie algorithm is used, Gcnetic algorithm will search exhaustively ror

the global op\lmUlTIordering policy and allocate thi, ordering policy to each member

of the supply chain, This research mainly investigates whether the optimal ordering

policies lor each member of a supply chain can be Jound u,ing a genetic <Ilgorilhm

which will reduce the hullwhip effcet and cost across the entire supply chain.

1.3 OB.IECTIVES OF THE STUDY

'I he ultimatc objectives of thi~ study are the followings,

1. Based Oil different theories study and analyze the history of the evolution

of the concept of bullwhip effect lind the main c~u,es responsible ii"r (his

in a supply chain \vhich are described in detail, in chapter 2 and in Ihc

following chapter 3,

3



11, Scarch for a computer intelligent lechnique ",hich has thc ability to

reduce the hllilwhip cffcet and to mitigate its consequences like exce,sive

co,ts or a supply chain.

111. Study the system of ~upply chain and develop an algorithm to reduce the

hlll1whip effcet.

1.4 OUTLINE OF METHODOLOGY

1. Identification of the search technique ",hich can redllcc thc hull\vhip

effect in a supply chain,

ll. D~\'~l()pment or the objective function for genetic algorithm to detemline

th~ redudion or bullwhip cffcet.

1lI, Ddenllining tbe kcy c1cments and parameters for the g~n~tic ~lg()rilhm.

IV, Developm~nl of th~ algorithm which can minimize the objective function.

v. Study th~ cas~ and determine all the parameters need to complete th~

algorithm.

v!. The perfomliUlce ofth~ algorithm is then measured by the case study,

va, An ~~lensi\'e analysis of the algorithm by changing the pllramd~r8 1~

condllcted 10 find thc best optimum ordering policy.

1.5 POSSIBLF. OUTCOMES OF THE STUDY

The possible outcomes of the research ar~ the rollowings,

1. Optimal ordering quantilie<; for all the members of II supply chain which

will reduce the bullwhip effcct as well as th~ ovenlll ~upply chain eOSK

a, An algorithm with suilable parameters for th~ syslem which will reduce

hliliwhip effect.

4 ..



1.6 LIMITATIONS OF THE STliDY

Supply ehain is a very complicated s}stem. It includes many parametcrs and

involvemcnt of many pcopk to run a supply chain effectively [4]. The supply ~h"in

model used here depicted a simplilkalion a, one industry has hundreds of products,

iI'not thousands, bm hundr~ds of retailers and suppliers, As <l~on~~'-luence the ~upply

chain becomes very huge. The ,upply chain for a single product is considered in this

rese<lJ~h. Sinee the product considcred here is supplied all over lh~ ~ountry to a

thousand of relailer~, it is not possible to collect the d'lla illr the research in ~uch

eXlensive level with limitations like sour~es of inl"omlation anl1 coopcration. A

limitcd but an important portion of cu,tomer region i" considcred to conduct the

study and to filld ",hether genetic algorithm can bc uscd to reduce the bullwhip

effect. The more th~ memher" are included in the model, the more the realisti~ polk}'

\\'ould h~ found with the hclp of genetic algoritJun, Thus by including more and morc

memher" and information ofthc supply chain. this limitation ~<lnb~ ~onquered.

5



CHAPTER 2
LITERA TURE REVIEW

2.1 INTRODUCTION

Recently there has been a surge of interest and research on the phenomenon

popularly called the bullwhip effect. This phenomenon refers to the amplification in

orders in a supp!)' chain which indicate, that the demand proc~,s se~n by <lgi\'en

stage of a supply chain hecomes more variahle a<;one mo\'c~ up the supply chain (i.c.

as one moves away from customer demand). In other words orders seen by the

upstream stages of a supply chain arc morc variable than the orders seen hy the

downstream stages, Numcrou<; researchc, have paid their attention to analyze

bull whip whip effect. Some of lhe areas of locu.s of the previoCls researches are lS1

a. ProvHling empirical evi<.knce ~upp(>rtingthe existence orlhe hull whip efTec!.

h. Analytically demon<;lraling the existence of the hull whip effect.

e. ldentifying the possible causes of the bullwhip effect and

d. Developing strategies to reduce the impact of the bullwhip effect.

2.2 HISTORY 01<'BULLWHIP E}<'}<'ECT

The phenomenon named bullwhip effect has its origin, in system dymmlics theory

developed by }orre'ster [6] where. in many cases, the variance in perceived demand

for a manufacturer Was 8e,eral order.,>ol'magnitude larger than consumer demand, In

addition, Forrester identi lied that this amplitication effect occurred at each stage in

the supply chain. One of the major faetol's which caused the buIl\\'hip was that the

information feedback loop between companies was too complex for mallager, to

resolve intuitively. Forre,ter propo,ed that the only way to I'esolv~ these eomple~

supply interactions \Va:; to treat th~ supply chain a~ a complete sy,tem, Manager,

could then model the complete sy~tem to determine the appropriate adioll to be

taken,

6



In an inventory management experimental context, Sterm"n [7J report~ the evidence

"I' hllllwhip effcet in the "Beer Distrihution Game", I'he experiment involves a

supply chain with four player:; who make independent inventory de~isions without

consult"tion wilh other chain members, relying only on order~ rrom the neighboring

players w, the sole source of eommunications_ The experiment shows that the

variances of orders amplify <l~one mo~es up the supply chain, confimling the

bullwhip effect,

Later. Lee et uJ. [1, 2J shows that a number of major compillJies also raced problem

due to the bullwhip effect. Procter and Gamhle were one of them. Logistic,

executives at Procter & Gamble (P&G) examined the order pattems for one or their

best-<;elling products, Pampers. its' sales at retail stores were fluctuating, but the

variability was certainly not ex~e,>~i~e_However, as they examined tbe di,tributor;;'

orders. the exe~utive "'ere SllTpri<;edby the degree of variability. When they looked

at P&G's orders or material to their suppliers. such "s 3M, they di,eovered that the

swings were even greater. Atlirst glance, the variability did not make ~ense. While

the consumers, in this case, the babies. eonsnmed diapers at a steady rate, the

demillJd order variability in the supply chain were amplified as they moved up the

supply chain. P&G lhen called this phenomenon the "bullwhip" effect.

Again when Hewlett-p"ckard (HP) l2J executives examined the ,ales of one of its

printers at <lm"jor re~dlcr. they found that there ,,'ere, a<,expected, some fluctuations

ovcr time. However. "hen they examined the orders from the resellers, they

ohseryed much bigger swings. Also, to their surprise, they discovered that the orders

from the printer division to the company's integrated circuit division had even

greater fluctuations.

In the past, \vithout being able to sec the sales of its products at the distribution

channel stage, I-lP had to relv on the sales orders hom the re~ellers to make produd

forecasts, plan ~"pacit y, control inventory, and schedLlIeproduction. Dig \'ariations in

demand were" major prohlem for HP's man"gement. I he common symptoms of

~llch vatiation could be exces~ivc inventory, poor prodllct rorecasts, insufficient or

excessive capacities, poor customer service due to llll<lvailable products or long
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backlop.s, uncertain prouuction planning (i.e. ex~es~ive revisions), and high ~osts fDr

corrections, such as for expensive shipments and overtime. HP's product division

was a victim of order swing, that were exaggerated by the resellers relative to their

sales: it, in turn, created additional exaggerations of order swing~ lO sllppliers.

Other industries arc also in a similar position. Computer faetorie~ and manufadllrer:<.'

distribution centers. the distributors' warehouse, and store warehouses along the

distribution ehmmel have thc inventory stockpiles bceause of the bull\vhip effect.

And in the pharmaceutical industry, therc arc duplicated inventories in a supply chain

of manufacturers such as Eli Lilly or Bristol-Mycrs Squibb, distributor;; such as

McKesson. and retailers such as Longs Drug Stores. Information distortion can cause

the total inventory in this supply chain to cxceed 100 days of supply. With

inventorics of raw matcrials. such as intcgratcd eircLlits and printeu circuit <; hoard~ in

thc computcr industry and antibodies and vial manufacturing in the pharmaccutical

industry, thc total chain may contain mOre than one year's ~upply.

To 801ve the problem of di,toned infoffilation which leads to demand variability,

emnpanics need 10 i'not llnderstand what creates the bullwhip dIect so they can

COllntenld it. In industries \\,here the entire SC can consist of numerous layers, this

means thJt the majority of information that managers use to makc dccisions is only

navailable to a fc\v participants and conccaled from those thrthcr up and down the

SC [2J. WitllOut a dear view of end-user demmld, companies must rely on only that

inf()mlation l() which [he} have access, Unfortunately_ thi~ information is usually

distorted by mnltiple layers of forecasts and transactions, This lack of coordination

Clill cause multiple problems, induding increases in manufact\ll'ing costs. inventory

cost8, replenishment lead times, tnlllsporLation costs, and labor costs a>soeiated \\,ith

~hipping, and damages to the level or product availability. Innovative companie, in

dilTerent industries have found that they can control the bullwhip effect and improve

their supply c1min performance by coordinating infOimation and planning along the

snpply chain,

8
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2.:1 TECHNIQUES TO REI}UCE THE llULLWIIIP EFFECT

In ~upply ehain the effeet ofbulJwhip has a great impact; numerow, researchers from

different backj,'TOlllldhave ~tll(.lieu it. Several authors have investigated techniques

I'or reullcing the hull whip ctfect through redesigning the supply chain. lmpronng

information flo\vs, reducing time delays and improving order pulieie~_

All the studies can be divi:Jed in to some major areas like,

\. Classical Management techniqu~>,

ll, Control Theory,

llL Computer Intelligence,

2.3.1 Cla>sical Management Techniques

Classical management T~chllique~ an; widely employed to reduce the bullwhip effect

in supply chain, It incluu~s informaLion sharing, foreea<;ting, vendor managed

inventory, scheduling problems. invenlory prohlems. Various researchers have

\\'ork~d 1u iu~ntijy the existence ofbLlllwhip as well and to quantity that.

2.3.1.11nformation sharing

Many industries have embarked on reengineering efforts tu improve the dlleieney of

their supply chains. The goal uf thes~ prograll1~ is to better match supply with

demand so as to redue~ the costs uf im~ntory and ~toek out~ and thus to eliminate

the bullwhip el1"ect, On~ k~y initiative that i~commonly mentioned is information

sharing betw~~n partners in a ~upply chain Igl. Sharing sales information has been

viewed a~ a major ~trategy to counter the "bulhvhip effect'" [1,2]. The bullwhip

effed i~es~entially the phenomenon of demand variability amplilieation along a

supply chain. from the retailers, distlibutors, manufacturer, and the manufacturers'

suppliers, and so on. f:ly letting the supplier have visibility of point- of-sales duta., the

harmful d1"ect of demand distortion can be ameliorated, TIle mo,t celebrated

implementatIOn of demand information sharing is \Val-Mart's Retail I.ink program,
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which provides on-line sunmmry of point-of sales dara to suppliers such us Johnson

and .Iohn~on, and Lever Brothers [9].

There has been more interest in quantifying the value of information sharing bet"'een

manufacturer, and retailers. Researchers like Cuchon ,md Fisher [10] show

analytically how the manufacturer can benefit from using information about the

retailer's inventory levels when the rerailers usc a batch ordering policy. Next.

Gavirneni et al. [11] consider the case in which the manufacturer has limited

capacity. In addition, they consider two cases of infonnation sharing bet\veen the

manufacturer and the retailet. In the fit,t case, the manllfaetllter obtain~ information

from the retailer about the panmleters or the underlying demand distribution and the

value of the (.I', S) ordering policy adopted by (he rdaikr. In the second case, the

manLlfactLlrer ohtains additional information from the retaikr uboLll the periud-lu

period inventory level. They compare the cost between the first and the second case

so as to evaluate the benefit of obtaining additional information ahoLlt the retailer's

inventory leveL By eon<;idering various types of demand di~tributions in their

numerical experiments, they examine the conditiolls under which gallllllg

information about the retailer's inventory level is beneficial.

Thus. the benefit of information sharing lies in the manufaetmer's capability to react

to the retailer's needs via the knowledge of the retuiler's inventury levels lo help

reduce uncertainties in the demand process faced by the manufacturer.

2.3.1.2 Forecasting

The use of demand lorecusling i~ one or the main live cuu,e, ol'the bulh\.hip elfect.

Appropriate foreea~ting ha, always been an important factor in order to teduce

bullwhip elle~l. Many researcher, hu\e sludied differenl raclor~ ur forecasling

method, to mit'ipte bLllh\hip. Chen et. 0.1[IlJ ~how how roreeasting is used to

reduce bun".hip el1ect as they quantify the bullwhip efTect in a two ~tage ,upply

chain cunsisting uf a single rdailer and a ~ingle manlLlactLlTer.The retailer docs not

know the true distribution of demand, und there lor uses a ,imple moving average

10 •
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1,)TCca.\(to es(imak the mean and the variance of demand. Hans~ens [13J shows how

a forecasting techniquc is Iinkcd (0 hul1\\.hip efl'ect; he quantifies the cffect and

show~ how the use of accurntc rctail information com improve the accuracy of ordcr

forecasting. Chen e! a1. [12] study the impact of cxponcn(ial smoothing and moving

average fOTCcasting algorithm~ on FlWE ,md eoncludc that simple exponential

smoothing: leads to larger variability amplification (han mvving average. They

eonfirm their analytical re~ults using simulation experiments. Chatlield [14J al~o

used forecasting to study hulh,.hip.

2.3.1.3 Vendor Managed 1I1ve"t(}~y(J-YI)

Vendor-managed invcntory (VMI) is one vI' (he most widely discusscd partncring

initiatives for improving multi-firm >upply chain efficiency and to reduce hlll1\\'hip

effect. Also known as contin1l0us replenishment or supplier-managed inventory, it

was popularized in the late 1980's by Wal-Mart and Procter & Gamble. VMI became

one of the key programs in lhe grocery industry's "quick response." Succes~lul VMl

initiatives have been trumpeted by other companies in the United Slales, induding

Campbell Soup and Johnson & Johnson and by European firms such as Barilla, the

pasta manufacture [15].

Many researchers intcrc<;led in bllllwhip effect have studied VMI 10jind OilLit~ el'l'ecl

on Lhe reduction of bullwhip. Disney and Towill [16J compares the bLllh,hip

propeTlie~ or a vendor managed invcntory (VM1) supply chain with thosc of a

traditional supply chain. The emphasis of thcir investigation is the comparative

impact the two structures have on the '"bull\\.hip effect"' gcncrated. In their re~eaTCh

parlkular attention is paid to the manufacturer's production ordcring activities a<;

demonstrated using a simulation model based on ditTerence equations. '1he stady

do~uments and considers each of the lour important sources of the bullwhip cffect in

turn. The tmalysis sho\vs that with YMI implementation two sources of the bullwhip

effect may be completely eliminaLed, Le. rationing and gaming or the Houlihan

el'l'ecl, and the order batching effect or the Burbidge effect. VMl is al~o sij,'l1ilkanlly

better at responding to rogue changes in demand dlle to Lhe promotion effect or to

II
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price induced variations. Howcver, the erred of YMI on demand ~ib'llal proccssing

induced bullwhip or the Forrester erl"ect is less elear cuI. This research cOllclude~

that on balance YMI olTers a significant opportunity to reduce the bullwhip effect in

real-world ~tLpplychains.

Some other re"eareher said that MI has been widely touted in recent ycars. Yet the

~uccessful implementation depend, heavily on sound bu,ines~ proccsses and

interpersonal relationships. Effective teamwork is required, with strong participation

by both manufactures and remilers in order to make YMI ~ucces<;ful [15]' Moreover,

trust bctween supply ~hain partners is critical. Buth mLlst experience (and recognizc)

clear benefits, or the relalionship is doomed. Waller et al [15] says organization

ineenti"es and metries must be aligned ".ith YMI goals. For example. ~ale<;bonuscs

arc often tied LOshort-tcrm salcs goals that are inconsistent with VML Clearly YMI

relationships ".ilI rail without necessary relationships, metrics, and organintional

"tructmc.

2.3.1A Scheduling problems

In many supply chains, the 'variahility of orders may considerably increase relutive to

the variability of the buyers' demand. rhis variability increase is largely an effect 01"

the ordering policy. Thi~ phenomenon. ,,,hich has heeome known a, the hull whip

effect, makes supply chain planning di rfleulL Many researchers have taken interest ill

this sector and investigated scheduling problems.

Re,earcher~ like Kelle and Milne [17J consider the fol1owing three basic elelllent~ of

a supply cham: the purchase orders orthe individual retailers, the aggregate order~ of

the H,lailers, and the supplier's ordering/production policy. A complex multi-echelon

distribution system can also be analyzed by comhining the,e elements. They

jnve~tigate how the (.I',S) policy parameters, the demand paranleler~, and the cost

coelJ:icient~ influence the variability of the orders. They also show how demand

correlation ean decrease the variability of aggregate orders, and how autoeorrelatioll

III buyer's ortlen; can smooth the supplier's ordering policy. However, the,e
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variability reductions are usually not considerable. Small frequent orders can reduce

the effect of high variability and the resulting uncertainty.

R~,eareher Cachon [1R.Istudies supply chain demand variability in a model \\'ith one

supplier and ,VTetai1crs that face ~tochastic d~mand. Retailer~ imp1cment sch~uu1cd

ordering policies. Oruer, occur at fixed intcrvals and are equal to som~ multiple of a

fix~d hatch size. A method is pr~s~nted that exa~lly cvaluates costs. 1his research

sho\\'~ that the ,upplier's demand variance will (gencrally) decline as the retailers'

order intcrval is lengthened or as their batch size is increased. Lowcr supplier

demand variance can ccrtainly lead to lower inv~nt(>ry at the supplier and red Lice

bullwhip elkel.

2.3.1.5 InVI'1jtory Problem~'

l]l"entory problem i~ also investigated by many researchers to redLice bullwhip

effect. Thc bullwhip effect is an important suppl}' chain phenom~non where small

variations in cnd item demand create oscillations that amplify throughoLit the chain.

'1hc varian~e of the orders at thc end u,er placed on suppliers or on mmlLiracturer

increases with the orders flo\\' upstream in the logistics chain. This creates hannful

consequences in inventory levels and all kind of inventory co~ts that may arfeet

added valne 0r activities along the logistics chain and iinally affect Net Present

Value of all activities in the chain [19].

Nll\\,adays, effecti"e and competitive COmpall}' operation can be achieved through

incorporating the concept 01' supply chain operation into company management.

Inventory control. as a critical part of th~ supply chaiu management, becomes the

second most rrequent application area for simulation technique in logistics (after

manufaelllring) [20]. The dynamics of supply chain operati0n is eharncteriled by the

bullwhip effect thaI reflects all increase in demand variabilily while moving Llpwards

the supply chain. The hulhvhip elTect can lead to holding an excessive inventory,

insullieient eapa~ities and high transportation costs, It i8 important to investigate the

magnitude of thi, eflCet by quantifying it. This researcher proposes an analytical
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model for the aoalysis ~md numcrical evaluation of the bullwhip dIed in supply

chains.

2.3.1.6 Others

Re~carcher S<lmuel and M<lhanty [21] h<lve idcntified problems with shortage

gaming. which is another major cause of the bulhvhip effect. Logistks problems

havc abo been identilkd with and m<lny researchers likc Sheu [22 J have taken

interest in this sector.

2.3.2 CONTROL THEORY

Control theory is another popular approaeh to cxamining and reducing the hulhvhip

effcet. Re,earchcrs applied ./-transforms to the problem (he bullwhip elleet, even

used transfer !imetion analysis to rcduce the bullwhip effect. Researeher McCullen

and Towill [23] invcstigate and prescnt an approach through agile manufacturing to

reduce bulhvhip. Thcse researcbers present four material flow principles ",.hich can

be employed to reduce the hullwhip dIect. They also pre~ent a ease study irom the

precision mechanical engineering section to illustrate the eiTeet of rapid response

manufacturing and supply chain intcgration. Analysis of six years of time-series data

indicates bull\\.hip reduction of Lipto 58 pcr cent. Thesc result, ,ervc to validale thc

four material now prindples of selecting appropriate control systems, timc-

comprcssion, infonnation transparency, and echelon elimin<ltion. l'hey alw raisc

intcresting questions concerning thc relationship between manufacturing agility and

lean supply. Rcscarcher Dejonckheere et a1. [24J also used control theon' to reduce

bullwhip cffect.

2.3.3 COMPUTER INTELLIGENCE

Mo~t ofthc researchers' main interest is on infoffilation and forecasting method, in

ca~e of reducing bullwhip. The~e tcchniques arc promi,ing if members of an SC

sharc infomlation. Howevcr, the majority of companics are still reluctant to do this.

Control theory presents a theoretical approach to rcduce the hullwhip effed but is
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inappropriate lor implcm~nting in ~omplex Supply Chain~. Vendor Managed

Inventory (\1M!) i~ an excellent method for reducing the bull",,'hip elfeet and has

be~n employed by many intematillnal companies such as Pructer and Gamble, and

Walmart II, 2]. The principal problem associated ",ilh this method is the sharing of

in1ormation betwe~n retailcr and factory. Computational intclligenc~ (CI) techniques

prcsent ~Wl alt~rnative approach to classical management t~~hnique~. C1 teehniqu~s

pro\'ide more computationally powerful algorithms, which provide the capability to

exhau~tivcly search complex ~itllations. Classical management teclmique, may find

the local optimum in<;lead of the globaillptimum. CI approaches are more rohust and

ha\'e b~ll~r gencralizations, i.e. th~ technique employed can be ea~ily modified to

optimi;re a ~imilar problem.

There arc thrcc main te~hlliqLlesthat may be used in a CI approach, a~ described

• Fun)' logic.

• Artificial Neural Ncl\vorks.

• Genetic Algorithm.

2.3.3.1 Fuzzy Logic

Funy logic (FL) is modeled on the reasoning pari of the human brain. It> main

advantage is that it can deal with vague and imprecise data, IIum,m, do not nc~d

precise num~ri~al data to make deci~ions, whereas computers do, and I'L is modeled

on a similar principle. The output> of the systems are not a precise mathemati~al

ans\ver but are ~till a 'good enough' answer.

Different re~earehcrs used FLln.y Log.ic to reduce bullwhip effect. Res~areher

Carbon and Fuller [25] is one of them, They consider a series of companies in a

~upj1ly chain. each or which orders froln it~ immediate upstr~aln collaborators.

Usually, the retailer's order docs not coin~ide with the actual retail sale~. '1hey sho\"

that ir the members of the sllpply chain share inrorrnation with intelligent SUppOit

technology, ami agree on better am] better fuzzy estimates (as time advances) on
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flllur~ sales for [he upcoming period, then the bullwhip effect c.1n be significantly

reduced.

2.3.3.2 Artificial Neural Networks (ANf\I')

An ArtiJicial ~cural Net\\'ork (ANl'i) is an information processing paradigm inspired

hy the way biological nervous systems sllch as the brain. pro~e~~ information and

l~arns from experience. In other wor<l~, ANNs focus on replicating the leal1ling

pf()ee~~performed b} the hrain. Humans have the ahility to learn new inrormation.

~lore it, and retul1l to It whcn needed, Human~ also have the ability to usc this

in(')CTI1ationvv'henfaced with a problem similar to [hat they have learned ji-om in the

past.

2.3.3.3 Genetic Algorithms

Genetic Algorithms (GAs) are a dass of algorithm, \vhich are powerful optimization

tools that imitate the natural process of evolution and D:mvin' s principal or .Survival

or the Fitwst", In the process of ~volution, weaker individuals tend to die off, and

stronger ones tend to live longer and reproduce. GAs optimize in a similar manner,

by simulaling the Darwinian evolLltionary proce>s and naturally occurring gen~tic

operators on chromosomes. GAs arc used to ~olve extremely complex search and

optimization problems which prove difficult using analyti~al or simple enumeration

methods. GAs do not ~aTTYout examinations sequentially but search in parallel mode

using a multi individual pop,J1ation, where each individual is being examined at the

same time. GAs provide an efficient and robust method oj" ohtaining glob,II

optimi/ation in difficult problem~. GAs do not require derivative infomlation found

in analytical optimization. A GA works wel! \\~th numerically generated data,

experimental dala, or analytical functions, and !la' the ability to jump OLltof local

ImmmUlll, l.e has the ability to lind the global optimum.

(,enetic algorithm has been ll~ed in many branches of supply chain. Researchers have

always been inlerested to use new techniques to solve the problems or supply chain.
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Re8ear~her Kimbrough tel aL 13] used genetic algorithm to solve the bulhvhip effect

found in MIT beer game. Genelk algorithms are ulse>heing used for planning of

supply ~hain, Researcher Merkuryeva et al. [26J used multi objective simulution

b""ed genetic algorithm (MOSGA) for multi echelon suppl), chain cyclic planning

and optimizalion. Thc problem involves a search in high dimcnsional \paec with

different ranges for deci~;on variable scules, multiple objectives and problem

specilied constraints. Lam et a!. [27] propose genctic algorithm approach 10 develop

a collaborative supply chain nehvork, i.e. a supply chain nct\vork with genelic

algorithm embedded ~o as 10 incre""e the efficiency und eficetivcncss of a supply

chain net\\'ork. Thcy show that Crt\. approach is capable of shortcning the processing

limc and reducing operating lime in the nct\vork. O'Donnell ct a!. [28] use genctic

algoritJun to redClce negative effect of sales promotion in supply chain. They ~how

ho\\' CrA can be used to as~ist supply manugers in prcdieting reorder quantilies along

the supply chain as \\'e11a~ can reduce bullwhip effect. Researcher Disncy et a!. [19]

descl;be~ a procedure for oplimizing the perl,mnance of an induqtially desib'lled

mverltory control ,;ystem using gendic algoritlun, Zhou tel aL 1301 used genetic

algoritJun for balancing lhe ullocution uf cuslomers to multiple distribution centers in

the supply chain network. This researcher model goes beyond lradilional

malhema(ieal progralmning; by incorporaling the geDe1ie algorithm which is effcctive

in dealing wilh complex prohlcms.
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CHAPTER 3
THEORETICAL BACKGROUND

3.1 INTRODUCTlO~

Supply chain mau<lgenlcnt has generated much interest in recent years Jor a number

01 reasons, On~ or the most common dynamics in supply chains is a phenomenon

that has been dubbed "the bullwhip effect." In thb chapter the det<lil~about supply

chain and bullwhip. the effect ofbllilwhip in supply chain has be~n discussed, The

inventory policy used in the solution approach has also been discussed in this

chapter. I.ala pOltion of (hechapter deals with the details of genetic algoritJun.

3.2 SUPPLY CHAIN MANAGEl\ffiNT

Supply chain manag~ment (SCM) is the teml used to describe the managemenlofthc

now of materi<lls, information, and funds across the entire supply chain, from

~lLpplkrs to componcnt producers lollnal assembler, (0 distribution (warehouscs and

retailers), and "ltimately to the eon~llmcr. In fact, it orten ineludes an.er-~a1cs scrvice

and retllm~ or rccycling [31],

A ~upply chain is an integrated proce~, \vhich inclLu.le, all activities ~sociatcd with

the now and transfonnation of goods lrom ra\v material stagc throogh \0 thc cnd

USeT.It also involves the integration of tran~formation of information which flows op

and down the supply chain [32].

The supply chain activities bcgin with a cu,tomer order and cnd when a ,atisfied

customer has paid for the purchase. Supply chain is a set of approache~ utilized to

elliciently intcgrate supplicrs. manufactures, warehooses, and stores so that

merchandise is produced and distributed at the right quantities, to the right locations

and at the right time in ordcr to minimi7c ~yslem wide eo~ts while sati,fying service

level rcquirement~ [33].
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3.2.1 Modern Suppl}' Chajn~

Supply chains arc networks of {inns who pool their capabilities and resource~ 111

order to deliver value to the end consumer. FinllS are no longer able to own or

control cOlllplele supply chains. Tnlormation tcdmologv and modcrn logistics

capabilities have created a global market where companies can take advantage of the

opportunity to source internationally. Companies have thus specialized and

"partnered" globally with other companies. l'hese companies have then to

increasingly locus on logistics and supply chain coordiillltion. Such coordination is

now an e,sential busincss process, Modem supply chain mailllgement starts with the

premise [hat "upply chain members are primarily concerned with optimizing their

own objectivc, and this self-serving fncus oftcn results in poor perfoffilanCe. Another

way of saying this is that a sequence of local optimum policies does not bring about a

globally optimum solution. Munson e( a1. l341 summarize it as fol1o\\'s "Whcn caeh

member of a group tries to maximize his or her own benefit "viiliollt regard to the

impact on other memhers of the gl'Onp. the overall effectiveness may suiTer. Sllch

incfficiencies often creep in when rational members of supply chains optimi7c

individually instead or coordinating their eflorts."

A well known example of such ineflkiency is the bullwhip dIed. This effect refers

to the tendency of replenishment orders to increase in variability as one moves up the

supply chain Ii-om retailer to manufacturer. A disintegrated material flo\\', combined

with distorted demand information and a lack of replenislmlelll rule alignment

inevitably results in poor supply chain dynamics.

3.3 HULLWIIIP EFFECT

The "bullwhip effect" is short-hand term for a dynamical phenomenon in ~upply

chains. It refers to the tenden~y of the variability of order rates to increase as they

pass through the echelons of a supply chain toward producers and raw material

suppliers [35). What happens is that small chunges in product demand by the
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consumer at the front of the "upply chain tram.late into wider and wider swings in

demand experienced by companies' furlher back in the supply chain. So. bullwhip in

short i, the amplification 0 r order variability along Ihe supply chain [36]

Now. if a ,upply chain is consists of 1'lur members (retaikr, di~lributor. manufacture

and sllpplier), then figllre 3.1 shows the pronounced variability in the relailers order

to the distributor. Orders to the manufacturer and 10the manufactures' supplier spike

e,en more where con~lLmersales do not seem In vary much.
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Figure 3. 1: Increasing variability of orders up the supply chain l37]
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3.3.1 Causes of Bullwhip Effeet

13ulJ\\.hip elTeet is often created lor mainly beha\';or ••] and operational causes. Now

details almUlthese cause$ arc described below,

I. Behavioral causes.

ll. Operational causes.

3.3././ Be1lavioralCam'es

The behavionll causes arc rather slraightrnrward. Supply chain managers may not

always be completely ratiolllli. Managers over-react (or Llnder"rcaet) to demand

changes. Ollen people are over oplimi,tie and confuse ti)ree~L\ls with targets.

Decision makers sometime over-n:aet 10 customer complaints and anecdote; 01'

negative customer reactions. Moreover, there arc cognitive limitations as supply

chain nel\vorks are orlen very complicated, operating in a highly uncertain

environment with limited access to data.

Croson and Donohue [381 and Stenllan [39 J found that decblOn makers consistently

under-weight the slIpply chain. This mean8 lhat they do not have a clear idea ofwhal

is available in the pipcline. This indLlce8 some form of deci8ion hias. This clearly

indicates thai behavioral causes have a great impact on bull whip effect with or

without the operational causes [40].

33.1.2 Operatianaf Cau~'e~'

Lee et al. [1, 2J identifY five major operational causes llrhullwhip. These factor,

interact \\(ith each other in different comhinations in different supply chains blIl lhe

nct effect is thai lhey generate the wild demand swing~ lhalmake it so hard to run an

efficieut supply chain. l"hese factors must he understood and addrcssed in order to

coordinate the aclion8 of any supply chain. '1hey are,
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• Demand 5igna! pr(Jce,uing

Demand ,ignal processing ~s the praetiee of decision rnaker~ adjusting the

pilnll11eters of the inventory repleni~hment mle. T~rget stock levels, safety stocks,

and demand fon=ca,ts are updated in face of ne" information or deviations from

targets [371. It is impOlt[lllt to reillize that most players jn ~llpply ehains do not

respond directl)' to the market but respond to replcnislunent demand from

downstream echelon~. This is why local optimization often re,ults in global

disharmony,

• Lead lime

A second major C<lu~eof the hullwhip problem is the lcad-time. The lead-lime lS a

kcy paramder JilTcalculating safety stock, reorder points, and order-up-to levels. The

increase in \'lIfjability is magnified with increllsing lead-lime f1, 2].

• Order balching

Order batehing occurs because comp<lnies place orders periodically ror amounts of

product that ViiI! minimize their uTder processing and tran,purl;Jtion costs [37].

Because of order batching, these order, vary from thc level of actual demand and this

variance is magnified as it moves up the supply chain.

• rriCfj!"clualiofls

The third major cause of bullwhip as highlighted by Lee et al [L 2.1has to do with

price fluctuations, Retailers often offer price diSC(llmts, quantity discounts, coupons

or in-store promotion~. This results in fOr\vard bllying where retailer, (as well as

consumers) buy in advancc and in quantities that do not reflect their immediate

needs.

• Product rationing 1m" shortage gaminli

A further cause of bullwhip is connected with rationing and shortage gaming.

lnllatcd orders placed b} ~llpply chain members during shortage period~ t~nd to

magnify the bullwhip elIee!. Such orders are ~ommon when retailers and distributors
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,u~ped Ihat u produd will be in sborl supply. Exaggerated customers (}rder~make it

hard for manufacturers to forecast the real demand leveL

Figllre 3,2: The causes of Bullwhip EiTeet [35 J

3.3.2 Problems caused II)'bullwhip

Dullwhip elTed is not harmful by itself. hut beeau,e of its consequences. As

unne~e~sary demand variability eompli~<ltes thc supply chuin planning <Iudexecution

pro~es<;es, following undesirable dTecls increase in their scvcrity as they negatively

impact opcrating perrnnnance [41].

• l';xcess;ve inventory investment: Since the hullwhip effect makcs the demand

morc unpredictahle, all companies nccd to ~areguard themselvcs against thc

\'ariations to il~oid stock out.
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• Poor CU.I'wmerservice li<vels:De~pitc the excessive inventory levels

mentioned in the first consequences, demand unpredictability may cause stock out

which cause poor customer service.

• Losl revenUe: In addition to poor customer service ~tock out may cause lost

reH'nUC.

• Schedule vwiahilily increases: Since demand variability increa~e, schedule

variability al<,oincreases,

• Copacily is overload~d and/or under-loaded: Bullwhip also causes

o\'erloading or under loading 0 I'~apaeity [42].

• e)'ele lim~s I~nglhen"Excess demand sometime increases the cyck lime.

• ()veroll cosls incrcas~.-To meet lip the demand yariability along with the

above mentioned consequences the uverall cost increases.

3.3.3 The link between bullwhip effect and supply chain eosts

Bull\\, hip creates unstable p'odudion schedules. '1hese Ullstable production schedule,

art' the cause of (! range 01'unnecessary costs in supply ~haills 135]. Companie~ have

to invest in extra ~apacily to meet the highly variable demand. This ~apa~ity i~ then

under-utilized when demand drops. Unit labor ~osb rise in periods of low demand,

overtimc, agen~y, and SLlh-eontract costs ri,e in periods of high demand. The highly

variable demand increases the requirements for safety stock in the supply chain.

Additionally. companies may de~ide to produce to stock in periods of low demand to

inerea,e productivity, II' thi, i~ not managed properly this will lead to ex~essivc

obsolescence, Highly variable demand also increases lead-times. These inllated lead-

times lead to Increased stocks !IIldbullwhip effects, Thus the bullwhip effect cun be

quite exasperating for companies; they invest in extra capacity, extra im-ento'y, work

over-time one \\'eek and stand idle the next while at the retail store the shelve~ or
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poplllar products lire empty. and the shelve~ with products that arc not selling are

full. A cau~e and effect dillgrum in figure 3.3 highlights the interaction het\veen

demand variance and cost gcncration.

•_______ ,oMolescen,,~
••

Demand ..•..
~verian~e .•.~Lead-tlllle

•
Slo"k-OOlS

Utilization

~.

•
Overtime I

Agenc;v work I
Subcontracting~--------~

l'igure 3.3: How bullwhip cffect cau,~s e0~t in a supply chain [3J

3.4 I)olVENTORY POLICY

rhe control and maintenance of inventory is a probkm common to all organintions

in anv scetor of th~ economy. Bullwhip elTeet rcsults in inerea~ed safety SIDek,that" s

why inventory policy ha~ a great influenc~ on bullwhip effect [43"1-In order to reduce

hullwhip effect inventory policy mu~t be such that which rcduees extra amount of

invenlof). There are many dirferent types of inventory policy_ In thi~ research Fixed

Order Interval Policy is used and the details about is \nillen helow.

3.4.1 Fixed Order Intcrval Inventory Policy

In iix~d ordcr interval ~y~tem. there is fixed order period and a varying order size. At

predetermincd intef\'ah. the inventory i~ revicwed and an order is placed [44]. The

charactcristics ol'thi~ model ~re,

• Orders are placed at fixed time intcrv~ls.

• Suppliers might encomagc fixed intervals

• May require only periodic checks ofinvcntory levels

• Easy, inexpensive to operate

•
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3.5 GE"KETJC ALGORITHM

Charles Darwin ~tated the theory of natma! evolution in the origin of species, Over

several generations, biological organisms evolve ba~ed on the principle of natural

selection "survival of lhe fittest"' to reach certain remarkable tu.~b. The perfect

shapes of the alhatross wring the efficiency and the siml1arity between sharh and

dolphin8 and so on. are be~l examples of achievement of random evolution over

intelligence. Thus. i1 ,,'orks ,0 well in nature, as a result it should be interesting to

simulate natmal evolulion and to develop a method, which solves concrete. and

,e<lreh optimization problem~. In nature, an individual in population compeles \vith

each olher for virtual resour~es like food, shelter aml so on. Also in the smne species,

individuals compete to attnlct male, for reproduction. Due to this selection, poorly

performing individuals have less chance to survive, and the most adapted or "fij""

individuab produce a relathel} large number of 01l8pring's. It can also be noted lhat

during reproduction, a recombination of the good ~haraeteristics of each ance~l()J'can

produce "best fif' ofl8pring \vhose fitness is greater than that of a parenL After a few

generalions, species evohe ~pontaneously to become more and more adapted to thcir

environment r45].ln 1975, Holland developed this idea in his book "Adaptation in

natura! mJd artificial system,", He described how to apply the principles of natural

evolmion to optimization problems and built the first Genetic Algorithms. Hollmld'~

theory has been further developed and now Genetic Algorithms (GAs) stand up "" a

powedill wol for solving sear~h and optimization problems. Genetic algorithms arc

based on the principle of genelies and e\'olution.

3.5.1 Biological Background

TIle ,~ienee that deals with the mechanisms respon<;ible for simi!<lrilie<; and

dirrerenees in a spe~ies is called Geneti~s, the science which helps LlS to differentiak

between heredity and variations. The con~epb or (icnetic Algorilhm~ arc directly

derived from natural evolution or genetics. The main terminologies involved in the

biologic~l background of spe~ie<;arc as follow>:
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3.5.1.1 Tile Cell

Every animal/human cell is a complex of many ",mall" factories that work together.

The cenler of all this is the cell nuc1ells, The genetic infOffilation i~ contained in the

~ell nucleus.

3.5.1.2 Cllromo,\'omeJ

All the genetic infomJation gets ~tored in the chromosome,. The ehromosome~ are

divided into se\'eml parts called genes. Gene, code the properties of ~pecie, i.e., lhe

characteri~ties of an individual. The possihi1itie~ of the genes for one property arc

called allele and a gene can lake di nerent alleles. ['or example, there i~ a gene for eye

color. and all the different possible alleles are black, brown. blue and green (~inee no

one has red or violet eyes). The set of all po~sihle alleles present in a particular

population forms a gene pool. Thi, gene pool can delennine all the different possible

variations for the fullire generations, The size of the gene pool helps in determining

the diversity of the individuals in the population. The set "fall the genes ofa ~pecilie

specie, is called genome. Each and every gene has a unique position On the genome

called lneus, In fact, most living orgatlisms store their genome on several

chromosomes, but in the Genetic Algorithms (GAs), all the genes me llsua!ly stored

on the same chromosomes [46]. TIlliS chromosomes and genomes are synonyms with

one other in G4~.

3.5.1.3 Genctics

For a pmticulm individual, the entire combination of gencs is calkd genolype, Ihe

phenotype describes the physical aspect of decoding a genotype to produce the

phenotype. One inleresting point of evolution is that sc!ection is always done on the

phenotype \\,hereas the reproduction recombines genotype. ThlL~ morphogenesis

plays a key role between selection and reproduction.
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3.-'.1.4 Reproduction

Reprodudion of species vi<l genetic information is carried out by. Mito,i~ <lnd

Meiosis. In Mitosb the ~ame genetic information is copied to ne\\' ori;,;pring, There is

no exchange of information. This is a n01l11alway of grovving of multi edl structure~,

like orgam. When meiotic di~i~ion takes place genetic information is shared between

the parents in order to create new offspring,

3.5.1.5 Seleelloll

The origin 0 I' species is based on "Preservation of favorable \'ariations and rejection

of ulllu~orablc variations", The variation refers to the dill'erenees sho\','Il by the

individual of a species and abo by offspring's of the same parents, I here are more

individuals born than can survive, so there is a continuous struggle for life,

Individual, with an advantage have a greater chance lor ~llrvive i.e .. the ,urvi,al of

the fitte,L. A~ a result natural se1eclion plays a major role in this survival process.

Thll<; the vanous biological terminologie~ 10 be used in gendk algorithms were

di~ellssed in this sedion.

3.5.2 Terminologies and Operators of GA

3.5.2.1 Key Elemellt~'

The two distinct elements in the GA are individuals and populations. An individu~l is

a single solution while the population is the ~et of individual, currently involved in

!be ~eareh process.

i individual

An indiYidual is a single solution,
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i, [',,['u/a/ion

A population is a collection of individuals. A population consbts of a number of

individual b~ing tested, the phenotype parameters defining th~ individuals

3.5.2.2 Gene.'

Genes are the basic "instructions" lor building a Generi~ Algorithms. A chromosome

is a ,equ~nce of genes. Genes may describe a po,sible ~olLltionto a problem, without

actually being (he solution. A gene i, a bit string of arbitrary kngths.

3.5.2.3 Fitnl!.n

The fitness of an individt:al in a genetic algorithm is the value of an objective

function for it> phenotype. For calculating fitness, the chromo~ome has to be firsl

decoded and the objective f,mction has to be evaluated. The litnes~ not only indicates

how good the solution is, hut also corresponds to how close the chromosome is to the

optimal one.

3.5.2,4 Encoding

Encoding is a process of repre~enting individual genes. The proc~'s can be

perfonned using bi ls, numbers. trees. alTay~. lists or any other objects. '1 he encoding

depends mainly on solving the problem, For example, ()n~ can encode dire~tly real or

integer numbcrs,

i. Binary Encoding

The mo~l common way of encoding is a binary string, \vhieh would be represented as

Chromosome 1 1 1 1 1 I U U I 1 0 I U

Chromosome 2 0 I I I U 0 0 0 I 1 0 0
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Each chromosome encodes a binary (bil) ~tring. Eaeh bit in the string can represent

some characteristk~ or lhe ~olution. Every bit string lherefore is a solution but not

nece~sarily the best solution. Binary encoding gives many possible chromosome~

,,,ith a smaller number 01" ~Ilele~. On thc other hand this encoding is not natural for

many problem, and somctimes corrections must be made aftcr genetic operation is

compleled [47). Uinury coded strinp with Is and Os arc mostly used. The length of

the siring depends on the accuracy.

Ii Octal Encoding

This encoding llse~ string Qadc up of octal number" (0-7).

Chromo<;omc I

Chromosome 2

03467216

15723314

iii. fkxlldedmal t;ncodlnr;

This encoding uses string; made up ofhex"deeimal numbcrs (0-9, A-F).

Chromosome I

Cluomosome 2

9CE7

mBA

IV. Permutation Encodinr; (Rcal Numba Coding)

Every chromosome is a string ofnumber<;, which reprcsents the number in ~e'-Juellec.

In permutation encoding, e~ef) chromosome is a string of inleger/real values. which

represents number in a seqllenee.

Cluomo~ome A I 5 3 2 6 7 9 8 ,,
Cluomosome B " 5 6 3 7 5 6 I 8

Permutation encoding i~only nscful for ordering problems Iikc traveling sales man

ctc.
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v, Value Encoding

lovery ehromo"ome is a string: of V<lllIe~and the value,> ~an he anything connected to

the prohlem. This encoding produces best results l'or ~omc special problem~. Direct

value encoding can be lI~cd in prob!em~, where some complicated values, such as

real numbers. are llseJ.

Use 01" binary encoding for this type of problems would be very diJJlclllt [47]. In

vallie encoding. every chromosome is a string of some values. Values can be

anything eOlllleeted to problem, form numbers, rcal numbers or chars to some

complicated objects.

Chromosome A l.0 5 3 2 6 7

Cluomosome FI A B D E 1 F

Cluomosomc C back right H~k left lett Right

vi, Tree<Encoding

'1his encoding 1~ mainly used for evolving program expre~sions for genetic

programming.

Every chromo~ome is a tree of some objects such Ol'> flinetions and commands of

programming language.

3.5.2.5 Breeding

The breeding process is the he<lrlofthe genetic algorithm. It is in this proces<;, the

search proc~,s creates new and hoperLllly fitter indiYidlials [47].

TIle br~~ding eycle consists or four steps.

a, Selecting parents.

b. Crossing the parents to cre<ltenew individuals (0 ffspring or children),

e. Mutation of the offsprings_

d, Replacing old individuals in the poplilation with the new ones.
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3.5,2.51 Se!eclion

Selection is the process of chalming two parents trom the population for crossing.

Af\er deciding on an enmding, the next step is to decide ho'" [0 perform selection.

The purpose of seledion is to empha5i,e litter individuals in the population in hopes

that their "IT springs have higher fitness, Chromowmcs are seleckd Itom the initial

population to be parents for reproduction.

Selection is a method that randomly picks chromo~omcs out of the population

according to (!leir evaluation function. The higher the fitness function. the more

chance an individual has to be selected. The various selection methods are disClL~<;cd

as follo","s:

i lI.oulelleWhee! Seleclion

Roulette selection is one of the traditional GA selection techniques. The commonly

u~ed reproduction operator is the proportionate reproductive operator where ~ string

i, selected from the mating pool with a probability proportional to the fitness. Th~

principle of roulette selection is u linear search through a rouletk wheel with the

slots in the wheel weighted in proportion to the individlml's fitness vall.l~~.A target

value is set, which is a random proportion of the sl.Im of the fit nesses in the

population [47]. The population is siepp~d through until the target value is reached

1his is a moderatc!y strong selection technique.

ii. Random Se1ecllOn

This technique randomly selects a parent from thc population. In terms of disruplion

of genetic codes, random ~eleetion is a little more disruptive, on average, than

l'Oulette wheel selection.
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,i;. Rank Selection

Rank Selection ranh the population and every chromosome receive.' filncss from the

ranking. The worst has fitness 1 und lhe best has fitnes> N. It results in ~Iow

convergence but prevents too 'luiek convergence. It al~o keeps up selection pre~sure

when lhe fitness variance is low.

iv, tal/marne,,1 Seieclion

The tournament seledion strategy provide8 ~eleetive pressur~ by holding a

lournament comp~tition among Nu individual8. The best individual rrom the

tournament is the on~ with the highest fi!ne~s, which is the \\,inner or Nu.

TO\ll'llilm~ntcompetitions and the ,,,,inner arc then inser!ed into the mating pool. Th~

tonrnament competition is rep~aleJ Clnlil the mating pool for generating new

offspring is filled. The mating pool compn8ing of the tournamenl winner has higher

average popul<ilion fitness. The fitne8~ difference proviJ~~ the selection pressure,

which Jrive~ GA to improve th~ fitne~~ or the succeeding g~n~~.

3.5.2,5.2 Cro.l','i()ver(lIecombinallOn)

Cro~~over is the proc~s~ of taking two parent solutions and producing from them a

child. After the ~eleetion (reproduction) process, the populalion is enriched with

better individuals. Crossover operator is applied to th~ mating pool with the hope that

it creates a hetter offspring.

Cro~<;o\'er is a recombination operator that proceeds in three st~ps,

1. '1he reproduction operator selects at nmdom a pair oftwo individual strings for lhe

mating.

ii, A cross site is select~d al random along the string length,

iii, Hnally. the position values are swapped belw~en the two string, following the

ero,s ,ite.
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I. Smgle j'oint Crossover

The traditional genetic algorithm uses single point crossover, where the two mating

chromosomes are cut once at corresponding points and the sections aftcr thc cuts arc

exchanged,

Chromosome I 1 I I 1 I 0 0 I I 0 I 0

Chromosome 2 0 I I 1 0 0 0 0 I 1 0 0

Offspring I I I I 1 I 0 0 0 I 1 0 0

Offspring 2 0 I I 1 0 0 0 I I 0 I 0

iI. TwoPmnlCro.l',mva

In two-pomt crossover, two crossover points are chosen und the contents lxtween

these points are exchanged betwccn two mated parents.

Chromo;ome 1 , 3 4 , 6 7 8 9 0 1 , 7

C'hromosomc 2 A C 8 E F 8 R T S E R G

Offspring 1 , 3 4 , 6 8 R T S .E , 7

Offspring 2 A C B E F 7 8 9 0 I R G

iii. Unifonn Crossover

Unifoffil crossovcr is quite dIfferent from the N-point crossover. Each gene in the

offspring is created by copying the corresponding gene from one or the other parent

chosen according to a random generated binary crossover mask of the same length as

the chromosomes, Where there is a 1 in the crossover mask, the b'ene IS copied from

the first parent, und where there is a 0 in the mask the gene is copied from the second

34

•



parent The number of effective crossing point is not fixed, but will average L!2

(where L is the chromo;ome length).

I Chromosome 1 I 0 1 1 0 0 I 1

Chromosome 2 0 0 0 1 1 0 I 0

Mask 1 I 0 1 0 1 I 0

IOffspring I I 0 0 1 1 0 I 0

Offspring 2 0 0 I I 0 0 I 1

IV.Three Parenl Cro,~.lOver

Tnthis crossover technique, three parents are randomly chosen. Each bit of the first

parent is compared with the bit of the second parent. If both are the same, the bit is

taken for the offspring othenvise; the bit from the third parent is taken for the

olTspting.

Chromosome I 1 I 0 1 0 0 0 1

Chromosome 2 0 1 I 0 1 0 0 1

Chromosome 3 0 1 1 0 1 1 0 0

IOffspring 1

3.5.2.5.3 MutatIOn

1°11010011

After crossover, the strings arc subjected to mutation, Mutation prevents the

algorithm to be trapped in a local IIllmlllUIll.Mutation plays the role of recovering

the lost genetic materials as well as for randomly disturbing genetic information If

crossover is supposed to exploit the current solution to find better ones, mutatIOn is

slJpposed to help for the exploration of the whole search space, It introduces new

genetic structures in thc population by randomly modifYtng some of its building

blocks, Mutation helps cscape from local minima's trap and maintains diversity in
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the population. There are many dirrerent fonns of mutation for the different kinds "f

reprc,entnticlIl. The important parameter in the mutation technique is the mutation

probabilny (Pm). The mutalion probability decide, how often parts of chrom"",me

will be mutated. [fthere i, nO mulation. ollspring are generated immedialely after

efO"over (or directl} copied) withoul any change

3,52.5.4 Rel'iacemenl

Replacement is the las! ,lage of any breeding cycle. Basically. there are lwo kind, of

method, for maintaining lhe population: generational updates and ,!cady swte

update,. The basic generational up{latescheme consists in producing N children fi'om

a population "f siLe]1'to form the population at the next time step (generalion), and

lhi, new population of children completely replaces the parent selection. In a steady

state updale. neW individuals are inserted in the population a, ~o()n as they arc

created, as opposed to the generational updale where an entire ne"" generation is

pmduced at each lime slep.

3.5.1.6 Seurdl Termillutioll

In jhon, lhe various stopping condition are Ii,ted a, [ollows:

• Maximum generations: The genetic algorilhm slops when the specified number of

gcncmli"n~ has evolved.

• Elapsed time: The genelic proeess will cnd when a specified time ha~ elapsed .

• No change in fitness: The genetic proce;s will end if there is no change to the

pc>pulatic>n',be,l filncss lor a spccitied number c>fgeneral ion,.
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3.5.3 Outline of Genetic Algorithm

An algorithm is a ,cries of steps for solving a problem. A genelic algorithm is a

problem solving: method that ules genetics as ilS model of problem solving. !l's a

search technique 10 nnd apprm ..imalc solution, to optimization and search prohlem<,.

Thc basic of genelic algorithm is as tollow>:

'" ",
Stopping Criteria mel SlOp GA

Create initial
popu lation Replace the ClIfrent with

the new generation

Evaluate filness
for each population Creatc new

population

Select parent
from lhe
population I Perfonn Mutation

I

Parenls arC ready Perfonn Cross over
tor ero<>over

Figure 3.4: Outline ofGendie Algorithm

3.5.4 Advantages and Limitations "fGenetic Algorithm

The ad'lIanl"IJeS of genetic a/gorirhm include,

• S"illlion spaee is wider.

• Tile fLtne» landscape i, complex,

• Easy to di,covcr global optimlllll.

• The problem has mulli objective funclion,

37

,



• Easily modified for different probiems.

• Handles nQi,y fundions weil.

• Handles large search space, easily.

• Very ",bus! to d[mclIities in the evalu"ti"n of the objective f\lncti"n.

• They arCrcsist~nt to becoming trapp~d in iocal optima.

• They perform very well for large-,~ale opt[miz~tioll problem•.

• Can he employed tor a wide variety of optimization problems.

The Ilmila/ions ojgenetic illWm/hm indude,

• The problem of identifying fitness function.

• Premat\lre ~onvergcnee occurs.

• The problem of ~hoo,ing the various p~ramete", lih [he size of the

p"pLLI~tion,mutation rate. ern" "vet tate, the selection method and its

strength.

• Cannot ea,i Iy incorporate probiem specific il1fonnation.

• Not good at identif)'ing local optima.

• 1\'0 effectivetellnina[oT.



CHAPTER 4
METHODOLOGY TO REDUCE

BULLWHIP EFFECT

4.1INTRonOCTION

Thcorcticall} the Bulh\'llip cncct does no! occur if all orders exactly meet the

dcm~nd of each period, otherwise result, in greater ",rely stock which can lead to

eilher inefficient production or cxccssi\'e illv~ntory as the producer ne~ds (0 fulfill

the demand of its predecessor in [he supply chain. Thi, also leads to a low uliiiLation

of the di,tribution channeL De'p;le of having ,arety ,locks there is ,lill the hazard of

,tock-outs which result in poor customer service. Furthermore. the bullwhip

effect leads 10 a row of Jinanclnl Co,ls. 1l Will increase the inventor;. co,l, backorder

cost, dl,triblltion co,t etc, In order!() reduce the bullwhip em'ct in ,,,pply chain a

<,ystcmaticapproach is applied in this resean;h.

4.2 SOLUTlO~ APPRAOCH

To reduce the hullwhip effect of ",ppiy chain a step by step procedure is adopted.

where at lirst the objective f(metion, are set, then different criteria to meet tho,~

objective functions ar~ set like inventory police" different types of co,L<needed cle.

and finaily an algol'ithm i, applied to gel the best I'esull,. So, the Iluliwhip ctfect

I'eduction proces< i, as foiiows,

1. Coliecti"g: demand d~ta.

11. Seuing a objecti,~ functions

Ill. Selling inventQrypoiices and cml, lor different purposes.

iv, Apply Genetic AIg:urithm,
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4.3 COLLECTING CUSTOMER J)F:MAND

The lirst step to reduce bull wbip dfcct and to find the optimal ordcring qu~ntities

lot the supply chain is to collect the forecasted customer demand for ~ p~rtieular time

period,

4.4 SETTI~G OBJECTIV.: FlJNTIONS

In ordcr to reduce the hulh. hip effect, the seeond step is to set the objective fllnction.

The main objcctive here is to reduce cost, of slIpply chain tor each member which

willliitimately redllce th~ total supply chRin cost. rhe logic works herc if the total

supply chain costs are lower~d. then automatically bllil whip ,~1I1be reduccd as to

muintain a I"wcr cost cach member will order less and lhus dcmand amplification

will bc reduced. In a supply chain di[Tcrcnt types of costs are as'>'lCialed. A member

of .<lIpply chain usually has to pay maximum [jve di[Tcrcnt types of cos! ",hich are

described details in below.

4.4.1 Inventory cost

Inventory cost [3] i., for holding inventory which depends on inventory level.

The LomlUla [or inventory cost is.

[NVC,(1)~ INV, (1)X H, (I). ifINVj (t)~ 0

Here,

TNVC, (t) ~ Tnventory holding cost for member i at time t.

INV,(!) ~ Invenlory level for member i at time t.

H,~ Inventory unit holding GOS!priee for mcmber i at time t.

4.4.2 Backordcr cost

Back order cost [3] is ~ type which rise; if any member's inventory is IlOten()ugh to

meet tile demand from downslream members of the supply chain.

40

1



n,e {,nmula for buck order cost is,

BKC; (t) ~ UFO; (t) X 13,(t),

RKC; (t)=baek order co~t for member i at lime t.

liFO, (t) = bac;k orders for member i at time t.

B; (t) = bac;korder unit cost price for member i al lime 1.

4.4.3 Ordering co~t

Third type of c;ost is ordering: co,l [48 J for placing; order~.
The formula for ordering eosl is.

OCi (I) = R, (t),

0,

ifO,P» 0,

ifO,j(l)=O

OC, (t) ~ ordering eosl for member i at time 1.

R; (I) = ordering cost at time t,

0;,1(t) ~ order lmm member i for memhcr.i at time t.

4.4.4 Distribution eost

Forth cost is distribution cos\. ", hich consists of shipping cost, item c;ost, and cargo

cost [491. arrivcs when a member of supply chain delivers items 10 the buyer and the

buyer pays for it.

The formula for distribution ~o~t is,

Here,

DC; (t)= {a'j (t) -'-bJt)} X xij(t) +
XII (t)

Q,
x VCij (I)

a'i (t) = unit shipping cost Irom member i to member j at time t.

b, (t)) = nnit price of the item for member i during time t,

Xi) (t) = number of units distribmed from member i to member j at time t.

VC'I (t) = eo~t of per cargo shipping from member i to member j in time t.

Q, = cargo capacity of the member i,
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4.4.5 Prodoction cost

Jiinally prodlletioo costs [50] v..hkh i~ applicd to only factory when is orders Ii-om

prllduCllOn line.

The formula for production cost is,

PC, (I) ~ DIJ (I) X CU, (t)

H~re,

PCj (t) ~ prodllction cost for factory,

D'J (I) = demand that member j recei\'es from member i in time t.

CU, (I) ~ productiOl: unit cost price for member i at tim~ 1.

4.4.6 Objectives

Now. if a supply chain is consists of <lretailer, a distributor, <lwarehouse and factory,

thcn to minimiz~ the total supply clmin cost, costs for each m~mber ~hould be

rcduced. The belov.. diagram shows a thre~ s1<lg~wpply chain model.

Rctailer rlnistribll;:;~l---{"War:house r---: Factory

Figure 4.1: Film. diagram of a supply chain

So. th~ objectivcs are represeuted bdov.-:

i. Minimize [he supply chain cOSI/ilr retailer ar lime I (Cdt)). A retailer's supply

chitin cos! consists oflnventllry cost, Backorder cos! <lodOrdering cost.

Minimi:ce.

C,(t)= ll\'VCj (tl + BKej (I) + 0(', (t)

= INV, (tl X H; (t)+ UFD, (t) X Bj (tl + OCj (t)
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ii. Minimize lhe !iupply chaill COSI ji,r dislribUlOr al lime t (Cdl))- 1\ distributor's

wpply chain cllsi consists or lnvcntory co,l, Backorder cost Ordering cost and

Distribution cost.

Minimize.

C2(t)= ll'iVC;(t) + BKC; (t) + OC, (I) -'-DC;(t)

= [NV, (t) X Hi (t) + UfD, (I) X H, (t) + OCi (t) +

(au (t) + b,(t)} X X'J(t) +
XII (t)

Q,
x VCy (t)

IlI_ ;Hinimize the supply chain w"'f'lr warehouse a/lime / (Ci(O) __1\ warehow.e's

~upply chain cost consists oflnvenlnry cost, Backorder cost, O[(kring cost and

Distribution cost

Minimize.

Cl(t) = INVC, (t) + BKCi (t) + OC, (t) + DC, (t)

= INVi (t) X H, (t) +UFO, (t) X B, (tl + OC, (t) +

XII (t)

Q,
x VCii (t)

iv. Minimize the supply chain costjor j(lc/ory ar time t (C4(t)): 1\ factory', wpply

chain cost consists of Inventory cost, Backorder cost, Ordering cost, Distribution cost

and Produdion cost.

Minimize,

C4(t)= ll\'VC; (t) + BKC; (I) + OC, (t) + DC, (t) + PC (t)

= INV, (t) X H; (1)+ UfO; (t) X H, (t) + OC, (t) +

XII (t)

(a;,(t)+b,(t))Xx;;(t)+ Q, XVCij (t) + D'J (t)XCU,(t)
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\'. ,"v!inimize the To/ul Supply Chain Cos/ (FSCC). TSCC is the sum of all co,ts

in\'Olved in the supply ehain.lh\.e as~ume the number ofw~eh i~M then the final

objective is to minimi/~ lhe lallowing.

Minimize,
M

TSCC = I (el (I) + C2 (t) + CJ(t) + C4(t)

"'
4.S SETTING lNVENTORV POLICIES AND COSTS

rhe third objective i, to set the inventory polices lind costs a~,oeiated with different

expendituTCs. To set the im'~ntoI)' policies, first need to fix which inventory model to

u~e. Alter that the lead time, ordeling policy and begimling inventOTYshould be set

according to the characteristics 01' ~lleh member of cach memb~r 01" the supply chain

network.

After setting the inventory polieie~, all the costs should be sd. These costs includes

unit holding cost, backorder co,t, p~r I.lnildi,ttibution eOSI,per unit production co~t

and many mOTe.

4.6 APPLY GENETIC Al.GORITHM

Wben all the inputs of the proces, is rcady, the final illld lust ,tep i~ the application of

genetic algorithm. To apply genetic algoritlmls lIll the pllrameters and operators are

set which 'I.lil the sy~tem most and ellll tind lhe oplimllm ordering policy for the

lowesl value of the objective fl.lnction ".hieh is minimization ufthe tolal sl.lpply chain

~OSl.
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4.6.1. Algorithm

Smrt

Problem Inputs

I. lkmand datu
2. Inventory policy (Beginning
invc,"tnry.lcnd lime. ordering
cycle)
3. Costs (holding COSl,h.1ckordcr
cost. distribution cost, ordering
cost. production c05l)
4. Cargo capacity .
S. Number of units distributed
from one member 10anothcr.

,
,,

GA inpUlS 1
I. Encoding type
2. Chromosomc
3. Sel~tion Mcthod
4. Reproduction
S. Termination
condilioo

r
rA-p-pc,-"CGC,-,-,-t.icalgorithms ~-r--R-,-,-,,-"--'.

_~. L __

I r-J~.~ Sctiing Objective
I L __f"_,_,_'_i"_ffi_~__

Fib'UTC4.2: Genetic Algorithm Approuch

4.6.2 ,\II:"rilhm struclure

Stcp I: Create N number of chromosomes (e~tru demands for each memhc:r which

nrc retailer. di5lributor, warehousc. fnctory) to create an initial population pool for

C\'cry week. A trpical chromosome is sho\\Tl in figure 4.3. The inilial populntion

number is llIken lIScomputer input for the progmm.

3 4 23 6

Figure 4.3: A t~T'iClllchromosomes

Step 2: E\'ahlllte thc objecti\'e function.

Stcp3: Cnlculate the probability p, and cumulative pn,hability q; for I chromosomC'll.

li is the population number]
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Step 4: Sekct the ehromOSOlTIe~with some selectiun mechanism. RouJelle wheel

mechanism is used.

Step 5: Selcet the chrolTIOMlme~as Parents which will undergo breeding to ereate

next generation,

Step 6: T<lke crossover rate Pc and mutation rate Pma, computer program inpld.

CrossO\'er rate indicates how many chromosomes will undergo the croSSO\'er

operation. MullJ.lion ratc indicates how lTIlJnyof thc bits will undergo In change

through mulalion. Crossover and Mutation operations are selected randomly.

Step 7: Selcet randomly the duomosomes for crossover. Apply single point

crossover, No. of X-Oyer points Ncp =L-I, where L= no. of members if L~3, thcn

thcre arc 2 points where crossover can take pl<lCe.

Slep 8; Seleet randomly the bib in chromosomcs which will undergo the mutation

pro~es~. The ~elceted bits will be swapped with the adj<lCen(bit (either earlier or

later).

Step 9: A gencration is complete and a new set of population (offspring) has been

created.

Step 10: Evaluate the fitness fimdion valuc for the new' population and save the

value.

Step II: Go 1'0~tep 3 until Stopping conditi011~are met. If there is no improvement in

solution for last G gencrations. then show the re~llit. G is an input j;jken trom the

pl'Ogrmn. Typical valuc of G = 50.

4.6.3 Encoding technique

To reduce the bullwhip eiTect value encoding technique is used. Here the numbcr in

each box of the chromosome represents is extra demand for cach member of the

supply' ch<lin,
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4.6.4 Initial population

Either heur;sti~~ procedures or random eriterions can be used to generate feasible

string, tbat form the initial population. The performance of GA ~eheme is not <l~

good as from the pre selected starting population as it is from a mndom start [51]. In

thi" research, a random generation is al1o\ved to create the initial population pool by

changing the po~itions of the bits in a chromosome stting.

4.6.5 Selection method

There arc several common techniques for selecting the chromosomcs from the initial

population ponl. Most common techniques are tournament selection, roulette wheel

selection. rank selection etc. In (hi" algorithm, roulette wheel selection is used. This

strategy is rather elitist and make~ it hard for low cbromosomes to survive whcn

there are big fitness difference8 among the chromosome".

4.6.6 Crossover operation

In crossover operation the ~hromosomes are cut in one or more point, and the cut

pmts are interchanged. In case or bit representation it is easy. In case of value

encoding ir the point is selected randomly then there is a chance of creating a

repetition of operations in the new generated chromosomes. Partially matched

crosSOver leehniques solve the problem but the proce~s i~ complicated.

Crossover rule pc ;s used to control the number of chromosomes. Crossover rute p, is

the percentagc of total chrolTIosomes that should undergo crossover. A random

number is generated between I and L-I to locate the crossover points ror each pairs

01' ,elected chromosomes. If even numbers are selected then it's e<l~Yto create pair,

of ~elected chromosomes. In case of odd number of chromosomes deduct one

chromosome from the selection,
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4.6.7 Mutation operation

In the proposed algorithm. a variant of scramble mutation operator is u~cd 16]. In this

method. a hit is selected randomly and then ~wapped with the adjacent bit either

predec~"sor or successor, A mutation rate Pmis used to control the percentage of bits

on which mutmion is applied,

4.6.8 Objective fnnction

In GA the best fit solution survive over generations. Fitness of a solution hence

should reneet the qUlllity of the schedules generated in dilJerent generations applying

th~ GA operators to regarding the objectives. The roulette whed selection ensures

the better fit solutions to surviv~_ In the analysis, multiple objectives are considered

"heh arc aggregal~d to a single objective function value. The chromosomes are

selected on the basis of the value of the objective function.

4.6.9 Stopping conditions

In this algorithm there are \","0stopping criterion,

'- No of generation

II. No 0 I'generations withoul better result.

The program is temlinated if any of the above two criteria occurs.



CHAPTERS
A CASE ANALYSIS TO JUSTIFY

THE METHODOLOGY

5.1 INTRODUCTION

Supply chain management is relatively a new concept in most of the business

indll~!rics of Danglade,h, bm the good part ;<;. management of different companie,

,m~nnw being inlere~led to achieve an dfectivc supply chain. Since supply chain is

relal; wly new here in OLlrcountry, people arc unaware of the prohlems like bulh\, hip

effect as well. In order to study the bullwhip effect in the context of Banglade~hi

industries, this re~earch is performed on the basis of collected dam from Ne<;llc

13angladesh Ltd. and a superstore named Nandon Thi~ research includes one

particular product ofNcstlc Bangladesh r.id which is Maggi noodle.

5.2 SUPPLY CHAI!'i NETWORK FOR TIlE ASSIGNED PRODUCT

:Vlaggi noodle j~one of the very recent mandatory food~ for our urban society. As

pcople are heing busicr, the demand for thcse 80rt or foods is incre..,;ing day by day.

As a result the production, distribution and retailing of the<;eproducts are being very

vast and complicated.

Nestle has its OVvTI strategy to produce and complete the supply chain of this product.

1l ha~ it, o\vn central distribution center (named warehouse in thi~ research) from

where the distributors coming from the whole counlr}' take~ the products_ Thc

distributors then go to the retailer shops to ~upply the produet~ and from there the

prOdllet reaches 10 the end customer. There are a number of retailers and a l111mberof

di8lributors, In order to make the stud)' more applicable, the chain superstore named

"Nandon" i~ considered <IS retailer and the ,tlldy was eonduckd on the basis of that

shop,
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Nandoll is a \vell known super store of Bangladesh. It has several branches in the cit}

Dhaka. In this rcsearch thrcc main branchcs of Nandon situated in Dhanmondi,

Dallani and Uttara arc considered. So, the supply chain network studied in this

re<;careh consi~t<; of 6 member;;: one factory, one ware housc. one di~tribUlor IUld

threc retllikr:<;. It is II multiqagc supply ~hain where the products go from factory to

wareh"u~c, from warehouse to di,tribmor and From distributor to three retailers

v.,hieh arc basically thrce super~torcs

Rctailer 3

Retailer I

fACTORY

figure 5, l: Supply Chain Network of the a~~igncd product

5.3 DATA FROM EXISTING SYSTF:M

]n order to compare thc approach proposed in the research with the exi~ling situation.

demand dllta 01. thc customers have been collected in thc form 01" a ranch of data fiJr

particularly year 2008.

5.3.1 Collectin~ Demand Ilata

To reduce the bullwhip effect and to find an optimal ordering policy thc demand data

of customer, arc rcquired. The customer demand for a pm1klllar timc period which is

52 v.'eeks of year 2008 is collected, Table S.1 show~ the customer demand for the

threc above mentioncd retailen; which are randomly gcncrated [52].
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Table 5.1: Customcr demaud tilT Rctailer 1, Retailer 2 and Retailer 3

Customcr Customer Customer Customer Customer Customer

Demaml Dcmaud Denlllnd Demand Demalld Dcmaud
Week Week

for '"' fo< fo' fo, '"'
Retailer 1 Relailer 2 Retailer 3 Retailer 1 Retailcr 2 Retailer 3

/ 10 17 17 17 15 17 1"
2 11 14 16 28 12 15 19
.1 1) 15 15 29 11 14 13
4 14 16 16 .10 10 17 12
5 11 17 17 3/ 12 18 15
6 15 1" 21 32 13 19 1)
7 12 19 1) 3.1 14 15 15
8 10 14 17 34 13 14 16
9 13 16 15 35 10 16 14
10 15 1) I1 36 10 15 17
II 13 15 12 37 12 16 13
12 15 14 13 .18 14 15 15
13 10 16 15 3' 13 15 16
14 11 17 13 40 12 16 16
15 12 14 17 41 I1 17 13
J6 14 15 12 42 12 15 15
17 15 19 11 43 14 16 13
JO 12 18 Ij 44 11 17 14
19 11 15 14 45 12 14 13
20 10 16 16 46 15 15 12
11 11 17 14 47 12 16 16
22 10 16 17 48 13 17 14
23 11 18 11 4' 14 16 15
24 12 20 10 50 10 16 14
25 13 14 14 5] 12 17 12

I 16 I 14 I 16 13 52 13 15 1I
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5.3.2InHntory Policies

To find the ordering quantities for the existing data, information "hout the inventory

policies are essential. Here all the members of the ';UPI'll' chain have their o\vn

inventory policy except the customers.

Table 5.2: Inventory polides for each member (lrthe supply chain

Elements
I I ~
I Retailer! Retailer! Retailer, ' I

1 2 I 3

Ilistributor I \\'archouse ["'actory I
! Beginning
nventory( units)

Lead lime(week) I
! Ordering cycle !
! (week)

! RepIcnishment
i ,I POUlt(cases)

20

1

1

10

20

10

20

1

10

75

60

90

1

1

100

100

100

1. To lind om the ordering policy for the members of the supply cb"in. a fixed

amount of beginning inventory for each member of the ,uppll' chain is

assumed.

2. Ordering eycle time is set according to the real scenario.

3. Lead time is also collected from real data

4. Repleni~hment point is different for different members. Each of the retailer

keeps stock equal to one weeks' minimum demand. Distributor keeps 2 \veek

demand of the retailers as a stock. Warehouse also keeps a twice of the avewge

demand of the distrihutor and the factory keeps the stock what ever the ware

house keeps.
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5.3.3 Existing ordering p"li<-j'

13ased <)n the collected clistomer demand and the invcntory policy, ordeJ1ng

quantities are calculated for each of the member or the supply ch"in hy a simubtion

in Microsoft Fxcel 2003 on the basis of the following equation, 131.

Ordcrji,r each mcmher =Max (0, Indicated order)

indicated order = [)emmul Jrom the immediate downstre<llTI+ Adjusted In~entory

Stock + Shortage quautit}

Adjusted inventory Stock = Replenislunent Point-Inventury level

Table 5.3 shows the ordering quantities for each of thc supply chain mcmber of the

existing system caleulated from the simulation.

Table 5.3: ~.xisting Ordering Pattcrn for one year for the <lssigned product

- " " •, M • •
" ~ " ~ " Z' ~ '"

,
~

C ~
3 " • 3 ,

.~
~

• ,;j 0 , 0 0Week E ]
~ " .E " 0 • •• 0 ., , •• ~ " 2 ;{ ~ • ~ " • ~• - • - • - " • -• • • >- 0 ~

1 10 24 24 58 WI 212 424
2 12 II 15 ]8 18 0 0

3 15 16 14 45 52 10 0
4 15 17 17 49 53 54 0
5 8 18 18 44 39 25 0
0 19 19 25 63 8' 125 15
7 9 20 5 34 5 0 0
8 8 9 21 38 42 7 II

9 16 18 1] 47 56 70 22
10 17 18 7 42 ]7 18 0
11 11 13 13 37 32 27 2
12 17 13 14 44 51 70 J13
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13 5 '" 17 40 36 21 0
14 12 18 11 41 42 48 47
15 13 11 21 45 49 56 64
16 16 16 7 39 J3 17 0
17 16 23 10 49 59 85 131
18 9 17 19 45 41 23 0
19 10 12 13 35 25 9 0
20 9 17 18 44 53 81 109
21 12 18 12 42 40 27 0
22 9 15 20 44 46 52 50
23 12 20 5 37 30 14 0
24 13 22 9 44 51 72 100
25 14 8 1" 40 36 21 0
26 15 18 12 45 50 64 77
27 16 18 23 57 69 86 112
25 9 13 20 42 27 0 0
29 10 13 7 30 16 0 0
30 9 20 11 40 50 76 64
31 14 19 18 51 62 74 72
32 J4 211 11 45 39 16 0
33 15 11 17 43 41 43 28
34 12 13 17 42 41 41 39
35 7 13 12 37 32 23 5
36 III J4 20 44 51 70 117
37 14 17 9 40 36 21 11
38 16 14 17 47 54 72 95
39 12 15 17 44 41 28 11
40 11 17 16 44 44 47 50
41 III 18 10 38 32 20 11
42 13 13 17 43 48 64 101
43 16 17 11 44 45 42 211
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44 8 18 15 41 38 31 20
45 13 11 12 36 31 24 17
46 18 16 1I 45 54 77 130
47 9 17 20 46 47 411 3
4" 14 15 12 44 42 37 34
49 15 15 16 46 48 54 71
50 6 16 13 35 24 0 0
51 14 18 10 42 49 74 94
52 14 13 III 37 32 15 0

A further simuhttion was conduded to sec what lruppens in the ordering policy for

years 2009 just by duplicating the customer demand of 200R for the analysi" purpose.

Th" ordering policy i~shown below in tahle 5.4

Table 5.4: Ordering policy for year 2

'"-0 " 0- N -. "- 0 "
" ~ " ~ " Z "l ~ - ~ , ~ C ~

~
3 0 "

~
N, 3 ,

;~ 0 " 3
\"eek ~ ]

~
~

~ '2 ~0 • is - 0 • 0- ~
~ " • - 2 " 2 • 2• ~ • ~ • " • •" " " ~ ~-0"

53 7 19 23 49 61 90 121
54 12 11 15 38 27 0 0
55 15 16 14 45 52 711 50
56 15 17 17 49 53 54 38
57 8 18 18 44 39 r.7 0

58 19 19 25 63 82 125 2'l
59 9 20 5 34 5 0 0
60 8 9 21 38 42 7 0
61 16 I" 13 47 56 70 22
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..•" -- I"61 17 18 7 42 37 0
63 II 13 13 ]7 32 27 2
64 17 ]] 14 44 51 70 113
65 5 IS 17 40 36 21 0
66 12 '" II 41 42 48 47
67 13 1 I 21 45 49 56 64
68 16 16 7 39 D 17 ])

fi9 16 23 10 49 59 85 131
70 9 17 19 45 41 23 0
71 10 12 13 35 25 ]) 0
72 9 17 18 44 53 81 109
73 12 18 12 42 40 27 0
74 9 15 20 44 46 52 50
75 12 20 5 37 30 14 ])

76 13 22 ]) 44 51 72 I 06

77 14 , IS 411 36 21 0
78 15 IS 12 45 50 64 77
79 16 I' 23 57 69 "' 112
80 ]) 13 20 42 27 ]) 0
SI 10 13 7 30 IS 0 0
82 9 20 II 40 50 76 64
83 14 19 18 51 61 74 72
84 14 20 11 45 39 16 0
85 15 II 17 43 41 43 28
86 12 13 17 42 41 41 39

87 7 '" 12 37 32 23 5

" 10 14 20 44 51 I 70 117
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89 14 17 9 40 36 21 0
90 16 14 17 47 54 72 95
91 12 15 17 44 41 28 0

92 11 17 16 44 44 47 50
9., 10 18 10 38 32 20 0
94 13 13 17 43 4R 64 101
OS 16 17 11 44 45 42 20
96 8 18 15 41 38 31 20
97 13 11 12 36 31 24 17
98 18 16 11 45 54 77 130
99 9 17 20 46 47 40 3
Ion 14 18 12 44 42 37 34
101 15 15 16 46 4R 54 71
102 6 16 13 35 24 0 0
103 14 18 10 42 49 74 94
104 14 13 10 37 32 15 0

Note: 1 unit = 20 singk packel~of :"laggi noodles.

TI'e detail about this simulation is ghen in Appendix A.
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5.4 ANALYSIS OF Tim GRAl'HS OF EXISTII''G DATA

I. The ahme drawn graphs 5.2 and 5.3 show th~ ordering qu~ntities ~nd

customer demands for ~11six memher, ol"the concerned supply chain.

II. The g:r~phsshow that there is a variation in dem~nd tor e~ch member "I"lhe

supply chain. Order varies in every week for all of the members as il muves

toward the lIpstrc~m of the chain which implies. order varies in greater

numb~r from the remllers to the tactory.

111. In week 1 f",m fig:ur~5.2. ~1Ithe members order a large amount 10 lillfill the

demand and inventory policies. However, after week 1 ,,,\r~ huuse orders

nothing for the second w~~k. On the other h~nd tactory ~Iso does not ord~r

anything for several weeks. j{~u'>(>nLorthis is th~t they have ordered so much

on the first ,,~~k that they don't need to order anymore to Luifill the dem~nd

Ii,r the li;;,vweeks afterwards.

iv. In few other week> lik~week 31~nd 32 demand amplificali,m is reduced. then

ag~in it starts and it ma~imiz~Onweek 64 (from graph 5.3).

v. ]n many weeks lite week n\llnber 16, 19, lhe f~etory docs not order anything,

but Oll lhe n~xt week it orders a great amount to the produdion line, which

indicate, lhe pre,enee of order amplifLcati"n,. Again in few other weeks the

ordel' "ariahi lily is increases between distributor and war~ house too.

VI. It shoukl he clearly noticed that orders do not vary th~t much in the d",,"

streams of the supply chain which are the rdailers. but it v~ries in a greater

ll1lmber in tbe up ,lreams of the supply chain, which i, ele~rly ~ ,ymptom of

bullwhip eff~~t.

Vll. After the analy,is orthe demand data for ~a~hmember of the supply chain, il

i> clearly visible that Bull Whip F.jjecl;.I' present in tbe studied supply eh~in.
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S.S I'ROIILEMS ASSOCIAn:1) WITH BULLWHIP EFFI,:ef

.\5 unnece.,,,,ry demand variobility complicaleS the Sllpply chain planning and

execution procc"es, the same happened in Neslle Bangladesh and Nandon too. The

tollnwing unde,irabk dfects increase in their severity as bull whip effect negatively

impact' operating pcrfonnances of each memkr or the supply chain,

1. SchedLLI~variability increases.

11, Capacity ror each member of the supply chilin (rctailer J, retai ler 2, ,-"llliIcr 3,

distributor, "'a,-"hou'>€,and factory) is somelime under loaded, sometim~

(lverlo",kd,

Hi. final and th~ most severe problem of i, that the overall costs of s\lpply chain

increases.

S.t> SOLtiTIO;.l AI'I'IWACH FOR THE CASE

To reduee the bullwhip ~ITocl a demil solution techniques have already been

proposed ()n chapter 4. Based on th()~e techniques, the bullwhip elTcet of this

company hal been studied.



5.(,.1 S~ttiog objeclive function

The supply chain of the existing case co",i,l, of three retailers. a dislributor, a

wareh<JlI;eami a lactary.

The main objective is 10 mlnlmize lhe total sllpply chain cml (TSCC). So the

"hjedive function Z is minimi7ing the total slipply chain c",I.

M

Z = I (CII (t) H'" (t) +C
"
(t) +Cz (t)+ CJ(I) + C.(l))

,=)

'1he above objective is Ihe sllmmalion oflhe ,ix other objeelives \\,hich are,

i. Minimize the supply chain co:,1R,r retailer I at week t (Cu(I)): Retailer l's supply

chain co"l wnsi"ls of invenlory cost. backorder cost and ordering cost.

Minimlze.

CI1(t)= INVC(I) + BKCi (t) + DC, (I)
~ INV, (I) X II, (1)+ UFD, (t) X B, (t) ~ DC; (t)

ii. Minimize the supply chain cost for rclai1cr2 al week t (Cdt»: Retailer 2's supply

chain eo,,1consists of inventory c<>"l,backorder cosl and ordering cost.

;\linimi.oc,

CI1(t)~ INYC, (t) + BKC (t) + OCt (I)

= INVi (I) X H, (t) + UFD, (I) X B; (t) + OC, (t)

iii. Minimize the "upply chain cost for relailer 3 at week t (C,,(t)): Relailer 3's

.,1Ippl1'chain cost consists of invent<J!)cost, backorder c",t and ordering cost.

Minimize,

Cu(t) = INYC, (t) + HKC, (I) + OC, (t)

= lNY; (t) X H, (t)+ UfO, (t) X H, (t) + OC, (t)
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iv. Minimi7e Ihe ,upply chain cost for di,lriblilOr at "'eek t (C,(l)): Distribut(lr'~

11Ipply chain cosl consists of inventory cos!, backorder co~l. ordcring CO~I and

dislribution cost.

Minimi7e,

C2(t) ~ INVC, (t) -I-BKC, (t) + OC, (t) + DC; (I)

= INV, (t) X H, (t)+ UFD, (t) X B, (I)+OC, (t) +
~" (t)

{a'J (I) + h,(l)} X xlJ(t) + x VC" (I)
0,

v. l\linimi7e the sllpply chain eml for warehouse at week t (C,(I)): Warehouse',

11Ipply chain cosl consists of inventory cos!, backorder cosl, ordering co~t ami

distribution wst.

l\linimizc,

CJ(t)= lNVC, (t) + BKe, (I) + OC, (I) + ne, (I)

=lNV,(t) X Hi (t)+ UfD, (t) XB, (t) + OC, (I) +
x,, (I)

la, (tl + b,(I)} X ~'l(t)+ XVCIJ (t)
0,

V'. MinimiLC the supply chain COSIfor tactory al wcck I (C,(t»): Factory's suppiy

chain cost con,istl of inventory cost backorder cast, ordering cost, distribulion cost

and production cost.

Minimizc,

Colt) = INVC, (t) +BKC, (I) +OCi (1) -i- DC, (t) -+- PC, (I)

~ INV, (t) X II, (I) + UFO, (t) X fl, (t) +OC, (t) +
x" (I)

la'J (t) + b,(t)} X x'l(t) + ~VC" (I) + Do (I) X CU,(l)
Q,
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5.6.2 Setting Invcntory Policic' and Costs

5.6.2. I In)'enlllTY Policy

1'0 reduce bullwhip dTee! a detail inventor) policy mu,t be scI. In order to reduce the

order amplltication Fixed Order fnrerw,z Mudci for inventory pol icy was chosen, In

fixed order interval model, orde" arc placed at a fixed interval.

S. 6.2.2 A,'."'Jciated co~'t",determination

Arrer setting lhe inventory p()licies the next step i, to Ii:;: different costs and ()tber

values associated with lhe supply chain lor each of the member. Table 5.5 has all the

values needed lor the eml functions. These eo<,ts and other parameters are colleded

trom e~tensive study ()feach member of the supply chain network.

Table 5.5: Differenl costs ~ss()ciated in the supply chain, ,
Elem~>[lIS I Retailer! Retailer 2 Retailer 3 ()i<tributor Wareioou,e I Factor)'

Unit , ,, ;
Holding Hi=2 Ili~2 Hi=2 Hi= 1,5 J-li= I Hi= 1

Co,t Tklcasc Tkfcase Tk/ca,e Tk/casc 'J klcase Tk/ca;e,
(Hi)

- , ,
Unit I20 20 20 20 20

Back order 20
Tkfcase Tklcasc Tklca>e I TlJcase Tklca,e

cost(O,) Tkfcase

Ordcring I
cosl

I

35"1k. 37 Tk. 40 TI" 35'1 k, 38 Tk. 80 Tk.

(R,) ,
Unit price

,,
h2~ 220 b)-200 b-l=180

of the item -- -- --
Tklcase TlJcase Tklcase

(b,) I,
I I,
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unit I
shipping I

11<4 Tk.4 Tk.11
,-- -- --
I

cml

{a"l
curg<J

i
capacily -- -- -- 400 units 400 units 200 unils

(Qi)

cost of per

I
,

corgo
1100 Tk, 400 Tk. 60 l'k.-- -- -- ishipping

(VC'Jl
i

I prod\lction I
160

unit cost -- -- -- -- --
price(CU) ! i

Tk./casc

5.6.3 Apply Genetic Algorithm

5.6.3.1 Setting Chromo,mme,,'

In order to apply genelic algorithm, the chromosomes first have to be set. Figure 5.4

.,hows a typical chromosome for the supply chain consists of three retailers, one

distributor. one warehouse, and one factory for one week Here chromosome imkate

the extra demand, which arc ordered by cach of the member "f the ,upply chain in

addition to their real demand.

Retailer I Retailer:? Rdailer 3 Distributor Warehouse Faclory

3 2 3 10 14 10

Figure 5.4, A lypical chromosome lor week I
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Genetic algorithm is applied for 52 "eel«.. So;ehromo.somes for 52 weeks whieh are

the inpu! to the program ~re sho"n in Tahle 5.6.

Week

1

2

3,
,
<1

,
9

10

11

12

13

U

lJ

16

19

20

11

11

23

N

25

I'able 5.6: Chromosome inut, for 52 weeks

Retailer I Retailer 2 Retailer 3 llistributor Wanhouse J<'actory

3 2 , 10 14 10

3 5 3 15 5 6, 5 2 8 6 5

6 4 2 7 5 4

4 4 6 8 0 10

] 6 ] 5 10 12

2 5 J 4 5 10

2 2 5 2 5 5

2 2 6 9 5 7

0 6 9 13 10 3

7 9 5 13 14 11

9 8 7 20 7 1

II 5 J 8 9 <1

9 10 4 7 9 6

4 4 <1 8 0 10

] 6 ] 5 10 12

2 5 3 4 5 10

7 8 <1 9 10 5

6 7 7 8 15 10

10 8 9 II to 13

3 2 5 0 " 10

3 5 J 15 5 6

4 5 2 8 I, 5

I, 4 2 7 5 4

4 4 6 , <1 10
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26
r.'

"
"
"
32

33

34
35

36

39
39

'"41
42

43

"
45

"
48

49

50
5/

52

J 6 9 5 10 "
2 5 J 4 5 10

9 " 7 12 5 9

2 2 6 9 5 8

5 6 9 13 9 3

3 2 5 10 14 10

3 5 3 15 5 (,

4 5 2 S 6 5

6 4 2 7 5 4

4 4 6 8 0 10

J (, 9 5 10 12

2 5 3 4 5 10

2 2 5 2 5 5

2 2 6 9 5 7

(, 6 9 13 10 3

3 2 5 10 14 10

3 5 J 15 5 6

4 5 2 " (, 5

6 4 2 7 5 4

4 4 6 " (, 10

3 6 9 5 10 12

12 15 J 6 8 10

2 2 5 2 5 5

2 2 " 9 5 7

9 6 9 13 10 J

3 2 5 10 14 10

3 5 J 15 5 (,
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In order to find the optimal ordering poliey a n\llnher of ,il11l1lationsarc conducted

where the extra clemand of each member should nol be mOre than 25 units. Jt implies

that tile extra amount can vary Jium 0 to 25 \\l1it(_)alol1g"ilh the acllml demand of

each memher. A fmlher an~lysis is eondllcted where lhe extra demal1d is allowed 10

vary from 0 to 10 unit(s).

5.6.3.3 Genetic Algorithm Parameters

Three ditterel1t gel1eralio" numocrs (J000, J0000, 20(J00) are te;ted where various

combinations of other parameter sueh as initial populatiol1 (40. 80), crossover rate

(0,25, 0.5) and mutation rate (0.5, 1) are al>o used.
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CHAPTER 6
RESULTS OF THE ANALYSIS

6.1 INTRODlJCTION

The anall"" is conducted with the help of DEV C++ version 4.9.9,0 and Microsoft

Excel 10113. Di ITcrcnt parameters of Genetic algorithm have been applied, a number

of combinations have been tried to f1ndout the optimal ordering policy which will

na,c the minimum cost. (;ellelic algorithm finds the extra ordering quanlilics for ~11

the six members and costs for each week.< as well as the total supply chain cost for all

lh~ six members.

6.2 RESliL TS OF THI': A~ALYSIS

T"" ciirIhcnt sets of analysis are done "here in the tirsl analysis chromosome, can

vary from 0 tC\25 and in lh~ second analysis chromosome, vary from 0 to 10, which

are cal~gorizcd as

i.Analysis 1 (Chromosome, between 0 -25)

ii. Analysis 2 (Chromosomes belween 0-10)

6.2.1 Result~ "f analysis I

The tollowing table 6.1 shows the value of Z obtained by applying genetic algorithm

with various cc>mbination, ofpatameters and where lhe chromosomes are set 10 vary

from 0 to 25. In this analysis the parameter arc set to generalion (1000, 10000,

20000), population (40, 80). crossover (0.25, 0.5), mutation (0,5, 1).
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Table 6, 1 Value, ofl' with dirferent GA parameters and chromosome" from 0-25

Valuc ofZ
(Total Supply

Allcmpt Generation Population Cross over Mutatiol1 chain co,r for a
ycar)
Tk.

1 0.25 0.5 I 21,64,627

2 1 I 21,06,70140 I3 0.5 20,98,964,75

4 0.5 1 I 20,94,602.5
1000

5 0.25 0.5 7,13,728.9

(, 1 6,60,109.8125811
7 0,5 6,93,917.3125

I 8 0.5 1 7,08.283.125

9 0.25 0.5 21,55)19.25

10 40 1 21,32,412.25

11 0.5 20,'J2.085.75

12 0.5 1 21,07,950,5

13 10000 0.5 I 7,53,025.6875
0.25 I14 1 6,79,613.875

RO
15 05 6,74,297

16 0.5 1 6.71,1687.115

17 0.25
0.5 22,55,772.25

18 40 1 21,37,603

19 0.5 22,03.070

20 0.5 1 21,21,408,75

I 21 20000 0.5 7,29,551.375
0,25

~

1 6,96,976.580
23 0.5 6.95,449.75

I 24 0.5 1 6,72.637.5
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6.2.1.1 \le,t Result of Ana!y,i, I

The best resu It of lhe eombinalions for analysis I is the f()llowing one. where

Generation: 1000

NLLmberoflnitial P()puialion: 80

Seledion Melh()d, R()lIleUe wheel method

Cross over Iype, Single point erOsw,er

Cross Over value: 0.25

Mutation vallie:]

Value of Z: 11. 6,60.109.8 j 2S per year

Stopping condition wh~rc best value did not change is G: 50

6.2.1.2 Ordering policy obtained from analysis 1

To tind out the oplimal ordering qllantilie' for each member of the ,upply chain. the

resull' of genclie algorithm (required extra ordering quanlities for each member) are

obtained from the program.

rhe ,allies of the e~tra ordering quantity required for eaeh member obtained from

the genetic algorithm are 8h""n in (able 6.2 when,

Table 6.2: i'xlm ordering quantities "hlained from genetic algorithm tor analysis]

Week Retailer Retailer Relailer Dislrihlltm Warehouse i'aclory
1 2 3

1 , I 3 I U 4

2 I U I U U 18
3 a 2 2 0 3 12
4 0 , 0 0 5 I
5 5 U 4 U 6 0

" 0 U 3 1 6 12
7 U I 4 2 3 0
8 3 I 1 4 1 9
9 0 3 0 1 7 0
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10 2 n 6 2 4 5
II 3 n I , I 4

" 2 2 0 0 4 10
13 2 1 3 0 6 "

" 0 6 J 0 1 0

" a 1 4 1 0 11
'6 1 2 1 1 2 4
17 4 I 6 1 3 n
18 I 0 0 1 1 0
19 1 0 J 2 4 0
20 0 J 1 2 J 1
21 0 0 0 J 2 15
22 0 , 2 I 2 2
2) 1 I 2 1 Y J
24 0 0 5 I 6 4

" 2 0 0 2 3 I
26 1 0 2 2 a 0
n 3 4 3 0 4 I

2" 2 0 0 4 9 4
29 7 0 1 2 3 2
30 0 I I 4 3 12
]I 0 I 5 0 J 10
52 0 0 7 0 7 7
33 7 2 2 a 1 3
34 0 , 0 0 5 11
35 1 n 0 0 5 15
J(, 0 8 0 0 1 4
37 7 0 0 1 0 8
38 1 2 1 I 0 16
59 4 0 0 0 3 1
40 0 1 2 0 5 I
41 0 0 I 3 3 21

" 3 1 3 2 0 12
45 2 4 2 0 I 12
44 0 I 2 1 6 4
45 2 5 2 I 5 6
46 0 0 4 0 0 4
47 U 2 I 0 1 0

" 2 1 1 0 4 I
49 4 2 5 I 0 ,
50 4 0 0 2 6 3
51 0 , 0 1 8 12

52 6 8 0 0 13 17
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Based ()" the above extra ordering qLLa111ili~sand cxpccted customer demand data,

the oplimal urdering quantities for each supply chain member has been cakuliltcd by

putting thclc values in to the simulalion ,hown in table 6.3.

Tablc 6.3 Optimal ord~ring qUilntilicsfor supply chain m~mb~r ror analysis j

IT: " , 0

.~ • • 0,I , " ~ •, > >
~.-

i ~
, 0 ••> ~i >

~• " 0 '- •
1 I •~ ">

" " ! 1 "f;~,
~ I • , ."~ , ~I~", > • • J! I ."• 0 i • >

" > • ~I-,, ,, .' ,
> • , • "I ~I0 0 > - "0 ] j j

,
• • I • "

,
• • • , • .-g "I , , , I .~ E , ,

I, @ >
> > > > • > >

~] ! I~~~ ", > ' " > .' " > , ~ , •
I ." , > ."~::{, , ~~ • •> • >0 ~ " > 'Iu 0 0.2 ~,,_.~ o~~Le.~Oc ~ 0" E~O!Co""_":"" ,- - ,, '" , '" " I " " ; '" " I " , " ; ~ 1461P.\, " I " " , " '" I " ;; " " , " '" •• 79J4..\

; " " " " , " "
, " " " " ; '" " ! <;2 I nS7.70!J2, " " " '" , " •• '" " •• " " '" , " I I 52 ' 5.\20.79n

~- " , , •• " " g. " , " " " " , •• , '" 114JJ,25
, ,• " " " •• , 0 '" " , " " ! 1 ;;H " "' " ''" 10741.6, " " n " I '" " , " " , " ; " , " 91~525

" '" ; " " I " " I '" '" ; '" I ~.9 •• 1143'.45--_.

" " " " '" ; " " , " " I '" , 55 0 ~ 9'04),299~ '

I '" " , " " " " " , " " , ;; , " , •• 12697.2

" " ; •• 1:i " " " I " " , " I 52 , " P 102.05

" " , " " , •• " " " % " •• , " '" •• 10'50.4
'" 'M" '" ; " ", I " " , .- Oil " " , '" " 13925,6;;

r t 4 . , ' " -
" " " " , n " , '" " , '" I " , " 105JO,75

" " " n " I " " , " " I '" " " u W 10476.6

'" " I " " , " " I " " I '" , " ; " 94:'4,0.ln

, " " , " " I 120 " " " '" I " , "" " W lJ520 ..\•l'" " I " " "
,.

" " " ;0 I " I '" " '" 65~4.J~'19

h9 " I " " " " " , " " , " , '" " '" 104.10.5

20 W , '" '" ; '" ", I " " , " ; " ; , 52 1043'5

" " , " " " " " " " " , " ; '" 15 ' G5 , 12141.15
n '" " ," '" , In " ; '" " I ~ , 5;; ; I" 129.15,7

" " I " 1 '" " '" " , " " " " , " ; " 12871.85

" " " n '" , " '" ; " " I '" " " , ~ 1258~..1

! 25 , " , " " " " " " " " , " , ~ I " 11645.9
,

" " I " '" " •• " , " ., ; " , " " " 10902.4
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, ,
! '7 " , '" " , " '" , " ". , "" , " , ., , 14030

I 2& " , " "
, i IS " , •• '" , " , " , ., 14265,2

, '" " , " " , !...!!.. " , " '" , " , " }~" 140n
; 30' W , '" " , '" " ; u " , " ; " n "" 136j7~

" " , n " , I " " • '" ' 51 , " ; " w " 131932

" U , n " , , •• " , '" ;;2 , " , •• , "' 1.\1~455;,

33 " , " " , '" " , " " , ss ; 156 , •• 14579,75

H U , U "
,

: 21 '" , •• '" , •• ; " " •• 15298,15

, )5 W , " ,. , 1 16 " , " " , " ; '" u "' 12'10~'()5
~ I 55)(, W , '" 1; , n " , " '" , •• , " , lJ2!N,9, ,.i 17 _ !:- , •• •• , •• U , " '" , " , " , " lJ66.1,S

, ,

, 3& " , " " , " " , " '" , " , " '" ., lJJ9j OS

"' " ~17 ,. , " •• , " '" , " , " , 52 111;:1.4

'" " () 12 H, , " " , •• " , " • " , " 1144795

" , " , " " , " U , " '" ; " • " n " 1,259,4

" " ; " " , " " ~, '" " , " , " " ~ 15572.05-i- , .... ,

" , " h, , '" " , " " " " , " " M jjU5.J

" " , " " , •• " , •• ;; , '" , " , " IJ45~.2
;; " , " " [. •• " , " " , " • M , '" 1730~.~OI

;; " , " " , " " , •• " , '" , " , : SO 11300.4
, 47 " , " " , " •• , " '" , ;; ; " , ! 51 1'353.6,"'.
r~U , " " , •• " ; •• " " '" , " , i 53 , 125497

'" " , •• " , "" " , '" :i6 , " , " , '" 172"2699
, ,

-T1650 '" , " '" , " , " " , " , " ; 55 152)7

51 " , " " , " " , " " ; M " " ;; M 16011.15

" 13 , " " " " " " " " , " " 1M " M 2j9n.69'!
________________________ c"c'c'c' 'c",~p!, cham co>1Ok) -660109.8

The above table show, [he best optimal ordering policy for the combination "hell

~mcm(ion IS I ono, population is 80. eros,; over rate 0.25 and mutation rate Is I. The

others ordering polki,,, for sOme other combinations are shown in Appendix Il.
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6.2.I.J Gl'llphlal prruntlltlon ohnlll)'~~ 1

The ftboveordenng quanlifies uc plotted in the follov•.i~g figure:6.1

I ) , 1 9 II IJ II 17 19 21 D ~ n N )1 JJ Jl n ~ .) ~).1 ~ ~ '1
__ R<tIl'rrl 2__ J •..••••RNwl)..l_DIl 1V_. __f

Weclt.)

Figure:6, I: GnIpllial p=Jll11lion of ordering policy for lllllI)'$b I

6.2.2 Results ofllnal)'sls 2

In anlIlysis 2, the >-aluesof Z uc obtained 11)'IIJ'I1lyinggmttic lllgorithm with Vl\rious

combinations ofplll1lIIldcn and where the chromosoll1C$a.reset 10VlIryfrom 0 10 10.

In Ihis llnalysis the punmeter uc set 10gcnCl1l.tiOll(1000, 10000,2(000), popullllion

(40, SO),(roSSO''er (0,25, 0.5), mUlIllion(0.5, I) 000 chromo~e limil from 0-10.

Follo"';ng table 6.4 shows the vll1llts of Z for dilfc:rn1t combinlliions of the

pammtttl'li,



Table 6.4 Values ofZ with different GA parameler:; and chromosomes from 0-10

Value ofZ

Cmss
(Total Supply

Alkmpl Generation Population Mulation chain cost for a
over year)

'Ik.

,
0.25

O:i 1852475.6

2 I , 1813773'0 I 11815220.753 0,5,
1000

0.5 , 1788508.5

5 0.25
0.5 428484.875

" , 413134,8125

I NO
7 0.5 419791.03

" 0.5 I 434006.56,
0,25 0.5 1812650.75

'0 , 1787057.5

I '0

" 0.5 J791674

12 0.5 I , 1803785.375

'3 10000 0.5 447339.53
0.25

" , 4i997680
" 0.5 435795.75

" 05 , 412732.31

" 0.25
0.5 1830956

18

'"
, 1800699.37

I I19 0.5 i808307

21) 05 , i803682.62

21 20000 0.5 427885.2
0.25

22 , 411746.9688O
23 0.5 424322.28

" 0,5 , 40398J.J5
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6.2.2.1 Best Result of Analysis 2

The best resLLIl"rthe eombinati,,"s for analysis 2 is the f"llowing one. where

Generation, 20000

;\umber of Initial Population: 80

Selectioll Method: Roulette wheel method

Cross o.cr type: Single point crossover

Cross Over value: 0.5

Motatic," valu~: 1

Valuc oiL Tk. 403981,15 pcr year

Stopping condition where he,! vaillc did not change is G: 50

6.2.2.2 Ordering policy ohtained frolll analysis 2

The e"tra ordering quantity obtained from genetic algorithm for 52 weeks are gi\'en

in table 6.2. "hen,

Table 6.5: Extra ordering quantities for analysis 2

Week
Retailer Retailer Retailer Distrihutor Warehouse Faclory

1 2 3

1 0 1 0 0 0 3

2 1 0 0 1 1 2
3 0 0 0 0 0 6
4 0 1 0 11 0 1
5 1 0 0 4 4 0
(, 1 0 0 0 0 4
7 1 1 0 0 0 6

8 2 0 0 0 0 1
9 0 0 2 0 0 0
10 0 1 0 2 2 1
1 1 1 0 0 0 0 0

12 0 3 0 1 1 0

13 2 0 11 1 1 0

14 0 1 0 0 0 1
15 0 1 0 0 0 2
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" 1 1 0 0 0 0

" 1 0 0 0 0 11
18 2 1 0 0 0 2
19 0 1 0 2 2 2
20 0 0 0 0 0 5
21 0 0 2 1 1 1
22 1 0 0 1 1 5
23 1 0 1 1 1 1
?.4 0 0 1 0 0 1
25 0 0 0 1 1 1
26 0 0 4 0 0 0
27 0 1 0 1 1 1
2M 0 0 0 0 0 0
29 0 1 0 1 1 4
30 1 0 0 2 2 2
31 1 0 0 3 , 2.'
" 2 0 0 1 1 2."
33 0 0 0 1 1 7
34 1 3 0 0 0 3
)' 0 0 0 2 2 2
36 0 0 0 4 4 1
37 0 0 0 0 0 3
38 0 0 0 1 1 2
3') 1 1 0 0 0 3
40 0 0 0 1 1 3
41 0 0 1 2 2 0
42 0 1 0 2 2 0
43 0 1 0 1 1 2
44 0 0 1 3 3 3
45 0 0 2 0 0 2
46 1 0 0 3 3 0
47 2 1 0 1 1 0
48 0 0 0 4 4 2
49 1 0 0 2 2 0
50 1 0 1 0 0 1
51 2 0 0 0 0 7
52 1 4 2 1 1 2
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These values of the chrOIl]()';(}rne,ar~ lhun put into (he simuimioll [531 ,hown m

tabic 6.6 to calc\llat~ th~ oplimal ordering poiie}'.

.[abl~ (,.6 Oplimal ordering quantities for suppl) uhain member from analysis 2

K.lail.r t R.t.iler 2 Rol"lIer 3 Distributor "'oro F"'lory

C- . ~.. -
°

h""'~
jI •I ,
~

"
,

~'C
I " " ~ • -,:.cw 0 < ,
I i" • • , , .~
I , , •

° f , r """' ~ , '~i,I Q ,
~, i ° . 0

~
• " 0 02", • ?'
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; " CI " " I CI
,
" " , " 44T%l44 " " I ~ 50578501, " CI " " I " " , " 4804R " '" I " 47793999, " , " " CI " " CI " " , " , ~ " '" 5(,~8.25

I' -t~I " " , ,
" " , " ;;5 " " CI " , " 4n3.25

;-:, -
" , " " I '" " " " '" " '" , " " " 6(114,8'19')

I W ; " " " " " " " " " " , " , " 1104,3~'~)

" " " " '" " " " " " " , " , '" CI " 5000.1001

" " " " " I " " I " " CI " - " I '"
,

6117

" ~
, " " CI " " , " " , " " " ,.g.. ! " 5nU499._-_. ~- -

" " " " " ; " " " 45 , " I " , " 649>-4502

" W ; " " " •• " , " " " " I " " " ,~98 1999

~ " CI " " , " " , " " , " " " I " 5')J6.J~9~

"
--;~-

CI " " , " " I " " " " " " , " 622~,70(l2
, " " , " " I '" " , " " " " CI " " " ,~74,I(I(l1,
I" " , •• I~ " " " I " " " " " " " " 6(l16,1O(l1

'" " , " " I " 15 " " " " " , '" - '" 7210.75

I" " " " " I " " " " " " " , " , " (,907.25-
" w " '" '" " " " " " " " " , " ; " 6250,5

" " " " " " " " " " " , " , " , " 7'15.7002

" II , II II, CI •• " , .- " " " I '" ; ,
" 8lnU999,

'" " , " " " " " CI II " , " I " I " ' 7417.7002--g.. " " " '" " '" II , " " , " " " I " 7106.3999

" " , " " , " " " " " " " , " I " 6JSI.MOI

I~ " " " " " •• " , " " , " , " " " &395,2002

n " " " " I " " I " ;; " " I " , " 7818.7002

'" " , " " " " '" I '" " " " " " , , " 7935.8501

" " " " " , " " " " '" , " I '" , i " I 8(140.5498
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" ," -, nTi7 , " " , " " " " , " , " 9449.J496

" " , " " , '" " , •• "' , "' , '" , " 9J3~,;;9'!6

" " , " , ," , " " , " "' , "' , " , '" S65J

;; " , " " , " " , " " , " , " , " 8155.4004

" " , " " , " ", , •• "' , "' , "' , '" 9S7'!.IN'J6
,5 W , '" , ", , •• " , •• " , "

, " , '" 932S.?9'JR

;0 W , '" " , " " , " " , " , " , "' gROS.S

n_ c"
, " •• , •• " , " " , " , " , " ~.110_9502

•• " , " " , " " " " " , " , " , " 7950,8999

)9 " , " " , •• ", , " " , " , " ; '" 9718,0193

'" " , " •• , •• •• , •• " , " , " ; " Kl(,02002
..

" " " " " , " " , " " , " , " " " 95497002

42 " , " " , •• " " " " , " , " , " ~)34 6504

"' " , " •• , " " , " " , " , " , " 9112,9,02

" " , " " , " " , " " , " , •• , " 10188.85
, 45 " , " lh.Y ._~~" , " •• , " , " , " 95267002

.", " , •• 15 () " " , " "' , " ; •• , .- 98409502

"' " ,
" •• , , " •• , •• " , " , " , i " 1(J4~-~

" " , " " , " " , " " , , " , " , '" 10214.8 ,
, .

" " , " w , •• 15 , •• "' , " , " , " ]1)39(,.7

150 W -' " ie, , •• " , " " , " , " , " 9953.4004

" " , " " , ,
" p , " " , " , "

,
'" 11232.2

, 52 " , " " , " " , " " , •• , " , " 13908.25.
_______________________ ._'"_"_,_,_",pp:ychain cos[ err)- 4.03.931,1 <

The above table shows the heBloplimal ordering, policy for the eomhinalioLl when

generation i8 20000, population is 80, cross o~er rate 0,5 and mlltation rate is 1. I'he

"tilem ordning policies for some other combinations are shown in Appendi>.C.
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6.2.2.3 GmphlCllI prnt'ntlliion of nnlll)'~B2

~ above ordering qUllntilies arc plotted io Ihe followiog figure 6.2

"
"
"
j",,,,
"
"
•

I" '''''''''''III'lI''l'OlIlIll"l'O''''''''''U1---' ..•-•...•.,~-, _•...•.,,1) ---- •• --~.- --..,1
~._}

Figure 6.2: Gmphicnl presenlDtion of ordering policy for 1I111llysis2

6.3 COMPARISO~S BETWEEN RF_<;ULTS BEFORE AJ'Io'DAFTER GA

Comparisons between the results obtained by ~ie .Igorithm for both lhe analyses

IIlld from the resull! of simulalion of the existing S)"Stertlare sho"ll in this section.

In order 10 find out which is the best ordering policy, II detail comparison has been

conducted between lhe e:o;isting ordering policy llDd the onlering polky obtnined

fll)lT1generic algorithm from malys.is 1 and nnalys.is 2.
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6.3.1 C(lmpariSfln on the h"sis (If cost

Th~ main b~sis ofcomparisol1 is the tolal supply chain eo,t (TSCC). rhe CD<tsofon~

year of the existing 'y,tem considering ~11the costs of holding, ordering, back ordcr.

distribution, and prod\lction are ,hown in lhe following table 6.7. A detail calClll~tion

oj"ordering policy and cost, are ,hown on appcndix A.

Table 6.7: Ordering policy for the e~i,ling syslem along with the total supply chain

co,l

~
~ ~ '" .~

~ ~ •" 1 ." ~ •0 0 ".•• 0 0 • • ~ ••• • .,::.E-:~ .!!X ,
~N e 's] ~

• "Week - , " • ,. "" , ~ &!! •
~

= t;, • • , .
~

:;
~

0 ~U
~ ~

, •0 • • ~• • • - ~

, '" 24 24 58 '" m 424 124329.6
2 " " " 3R ,8 0 0 9567.5

3 I " " " 45 52 '" 0 12993.25
4 " n n 49 53 54 0 22222.95

5 8 '" '" 44 I 39 25 0 15553

I 6 " " 25 63 82 125 " 41233,25

7 9 20 5 I 34 5 0 0 8472
8 8 9 " I 3" 42 7 0 10643,6

9 " '" U 47 56 70 22 2R197.75

'" 17 '" 7 42 37 '" 0 13582,4

" " " " 37 32 27 2 14533.35

" 17 " " 44 " 70 113 41986.5

" 5 '" I n 40 36 " 0 13694.3

" " " " " 42 48 47 26607.(,5

15 D " " 45 " "6 64 31746.55

" I " " 7 39 I 33 n 0 12698.35 I
n H, 2J 10 49 59 85 '" 48851,25

'" 'l n 19 I 45 " 23 0 15224,65

19 10 " " 35 25 9 0 10286.95
20 9 17 18 44 53 81 '09 43453.8

" 12 " 12 42 40 27 0 ]5293.6



22 , 15 20 I " 46 52 50 28530.6
23 12 20 5 I 37 30 " 0 11673.45
24 13 22 , " 51 72 106 41256.1

" 14 8 18 40 I 36 21 0 13696.3

I 21, 15 18 12 45 50 64 77 35343.45
27 I 16 I• 23 57 60 88 112 48219.15
2. I 0 I 13 20 42 27 0 0 10181
29 I 10 I 13 7 30 18 0 0 7445.5
30 I 9 I 20 II 40 50 76 64 34432.8
31 14 10 18 51 62 74 72 37816.95
22 14 20 II 45 39 16 0 13889.55
33 15 II 17 43 41 43 2S 23089.15

I 34 12 13 17 42 41 41 39 24227.3
35 7 18 12 37 32 23 5 14245.15
3(, 10 14 20 44 51 70 117 42622.5

I 37 14 17 0 40 36 21 0 13694.3

I 38 16 " 17 47 " 72 95 40188.35
I 39 12 15 17 44 41 28 0 15929.9

I 40 11 17 16 44 44 47 50 27577.1

Hi::: 10 18 10 3. I 32 20 0 13031.5
42 13 13 17 43 48 64 101 38705.95
43 " 17 11 44 45 42 20 21848.1
44 8 18 15 41 3. 31 20 j 9066.55 I
45 13 II 12 ]6 31 24 17 16116.7
46 18 16 II I 45 54 77 130 46253.35
47 9 17 I 20 46 47 40 3 19216

'" 14 18 I 12 44 42 37 34 23121.1

" 15 15 16 46 '" " 71 32707.7
50 6 16 13 35 24 0 0 8537.75
51 14 1& 10 42 49 74 94 39277.2
52 " 13 10 37 32 15 0 11881,75

Total supply chain cost (Tk.) = 13,34,995

The ordering quantities and cost~ calclLlal~dlront genetic algorithm of analy,is I tor

one year is shown in table 6.3. Now from table 6.7 and from table 6.3, it i.1clearly

vi,,]ble lhal the IOlal supply chain cost reduces from Tk. 13,34,995 to 'I k.6,60. 109.8

after applying genelic algorithm, which is a reduction ofTk.6,74,285.2. This red\lced

amO\lnt b almo,t 50.5% of the existing cost. So. the value of totai cost of supply
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chain e,idcmly shows that genetic algorithm has the ability to red\lce total supply

chain cOst as well as the bullwhip effect

1" analysis 2 ,h, hest optimal ordering qlwntity ha, total '\lppiy chain cost of

TkA,03.98I .15 ~ho,,'n m table 6.6. Ie has 'h, s\lpply chain co,l less ili., Tk.

9.31,013.S5 from 'h, exiMing ordering policy. .Ihi, red\lced amO\lnt " ahno<;l

69.74% of the existing supply chain cost. I"able 6.8 '\lmmarizes the difference

benNeen costs "f mtal supply chain before and after applying genetic algorithm.

Table 6.8: Total S\lpply chain cosls bcfore and after applying genelic algorithm

Existing Analysis 1 Anal),i,2
System

Total Supply Chain Cosl 13,34,995 6.60,109.8 4,03,981.15
[T1<.)

So, both the analysis .,h"w, thai genetic algorithm is capable of reducing tolal supply

chain cost and thus the b\lliwh ip effecl i, ai,,, reduced.

6.3.2 COlllpari,on on the ha,i. of \'llriubility of ordering quantity

Table 6.7 ,h(l"s lhe ordering pallem for all the six member:; of the '\lpply chain

before applying genetic algorithm. 'llie variability in the mdering pallern in each

member is distinctively visible ill lhis case. Again in table 6.3 the order pauem i,

displayed after the use of genetic algorithm of analysis I and in table 6.6 lhc order

paltem is shown from analysis 2. Now, in order 10 find the ditferences between

variability in order pattern in for all the cale, table 6.9 shows the highest and the

lowest order quantities for each member of the s\lpply chain before and after

applying genetic algorithm
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Table 6.9: Highest and I.•)we,l ordering quantity hefore and aller Gcnetic Algorithm

Retailer Retailer RClailo, Distributor War, Factory, , " house

lkfore HighcMOrdor

'" " " '" 212 ".Applying quantity
(;o"elic Lowest onkr
Algorithm qllOtltlty 0 e , ," " "

Afkrarplying Highest Order " " " W M ""GenetLc quantity
Algorithm in Lowest order " " " '"analysis 1 quantity '" "
AI1.cr"ppl, irlg Highest Order " '" " " " "Genetic quantity
Algorilhm in Loweslorder '" " " " " "analysis 2 q'latltity

Though the demand of CU8tomer" beginning inventory, lead time, ordering cycle are

same for bOlh lhe cases of before and after apply ing genetic algorithm. the variabil ity

of ordering pattern i:, more in the ,upply chain member, before u,ing genetic

algorilhm. In lhis case the variahility increa~e, in the up ,treams oftbe supply chain

nelYmrk and tbe bighesl variabiiily Is in the last member "f the ,upply chain wh icb i,

faclory.

11owever, in lhc ordcring policy after gendic algoriUun, the ordering quanlily

variali"n decrea,es I~rgely than the ordering policy found before applying genelic

algmilhm shown in table 6.9.

Thus after applying genetic algorilhm the ordering patterns for each week ~re much

more slahle lhan thc ordering pattern of lhe ni,ting case, wh ieb actually impl ic, the

redllction of bullwhip dTee!.

6.4 CO~IPARISON BF.TYilU:K ANALYSIS I AND ANALYSIS 2

In order to lind the he,t oplimal ortlering qll~ntities for each ,,[lhe six members of

the '>lIpply chain genetic ~lgorithm is 1I,ed "ith v~rjous combinations. In analysi,
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chromosomes vary from 0 to 25 ~nd in analysis 2 chromosome, v~ry lrom 0 to 10. In

both the case the total supply ch~in cost is reduced than the existing ordering policy.

Ilo,,"ever, in analysis 2 the total supply chain co,t is lower Ihanlhc result of analysi>

I. Again in analysis 2 the variability of demand is also reduced more than the results

of analysis I. This difterence is distinctively visible in figure 6.1 and in figure 6.2.

Thi, re.,earch shows that with a lower limit of chromo,omes, genetic algorithm i,

capahle to reduce the total supply chain co,t more and thus to mitigate the bullwhip

eftect largely.

Thi, re,eurch also shows that variation of the value of limit to the chromosomes has

a great impact 011the reduction of bullwhip effect.

6.5CONCLlJSIO~

.[ he results of the above analyses show that genelic algorithm is capable ofredLLcing

total supply chain eo,1 as well as bullwhip eITed from a complicaled supply chain

netVvork,The.,e analyses also show that limit set to the chromosomes is important In

order to redllee the bullwhip ncn more. Lmver range chromosome, provide a better

result lhan the range sel in higher limit.
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CHAPTER 7
CONCLUSIONS AND
RECOMENDA nONS

7.1 CONCLUSIONS

This re~earch has u,ed genetic algorithm a, a technique to find the optimal ordering

quantities for the members ofa real supply chain. The objedive function used here

for genetic algorithm is to minimi7<' the total supply chain cost. Genetic algorithm

searched c"lcn,ivc1y fo, lhe global optim3 where the costs would be Ihe lo"esl for

the total suppl} chain. In the objective function ma"imum five types of costs are

considered. Costs of each mcmocr arc considered separately. In order to lind out the

lolal COSl" all Ihe relevanl HlllOLLnlof wsl, like holding wsL ba~k order co,l •

distribulion cost, produdion em! dala are prmicied,

~ince bullwhip effect occurs fm the order amplifications "hieh implies to the wmng

ordering quantitie. of the membe,.:; of supply chain, To reduce that an approach i,

(aken •••here the ehrom'lsome, or genetie algorithm or (hi, research represent the

extra demand themselve:;,

Though there havc occn many researches (0 tind the techniqucs (0 reduce the

hullwhip effect, thi, re8earch di8ti",:ti~el} show8 thai genetic algorithm ha, the

ability to reduce lh~ bullwhip err~ct b} finding the optimal ordering quantili~s ror th~

suppl] chain members on the ha,i, of minimizing total ,upply chain co,l.

In pa,1. none or lhe re,~archer, used genetic algorilhm 10 find Lheoptimum ordering

policy that will reduce bullwhip in a real :;upply chain; neither had they u:;ed a

complex supply chain model having more than one retailer In (heir study. TIlis

research has involved a more complex ;upply chain network conl<lining three

retailers in a supply chain with a total of:;ix members.
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Th~ COltfunctions used in the researeh requires different cost data. All the data used

in lhi, r~s~arch arc dilTcrcnl for each member of lhe supply chain. They vary

rclcvanlly from one member to each member. None of the researches before used

varying ~ost dala which alw makes this rcsemdt uniquc and diflerenl.

Howcvcr, this researeh must also admlt the limitations. ln order to mitigate the

bullwhip efte\:! in a rcal supply chain all the data are collected from real supply chain

10 mitigate lhe bullwhip cffect. These collected data relied mostly on the

management of each member, of the supply ch~in. To find a more accurate optimum

ordering policy pr~'Cisedala providing a, input is a musl.

7.2 RF.COMMF,NOATIONS

To tind out the optimal ordering quanlity which will reduce bullwhlp, a number of

cost functions are u;~d to minimiz~ th~ cost of total ;upply chain. ln future som~

olher cost criteria can be included to make the costs more appropriate.

In this re,earch though lhe con,id~r~d cost, are diff~r~nl fi,r each m~mb~r, bul fi,r a

pmticular m~mb~r th~y ar~ constan!. FutLLr~r~s~arch can b~ ~arri~d out by varying

the cost, for each member Oil the hasi, of time or quantity.

In !hi.1rescarch mainly two dilTcren! sets of analyses arc conducted by varying !he

chromosome, from 0-25 and from 0.10. Limiting chl'Omosome; hav~ provided very

dilkrcnt re~ulls. ln future furlher, re.\carehcs can be conducted by varying !he

chromo,ome, in different other range,

In this re,earch single point CrQSSQ~erand roulettewheel mechal1i.,m for .,election

have been used. Some other erosSQverpoints like t\-VQPQint cross Qver, multipoint

crosSQverand some QtherscTcctiQJ\processes can be used to ,ee the re,ults.
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Appendix B

1.Optimal ordering polieic~
Wilen.

Po ulatioo
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4 59 363119.1')9
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" " , •• ..- , " " , " " • " , " , g 41892,75

" " , " -;; , " " , " •• , " , " , " 41l!49.5

" " , " -;;- , " " , " " , " , •• , " <43JJI.9oI9

" " , " ~ • " " , " " , " , " , " 42234.301

" •• , " t- , " " , " " • " , " , " 42719.602

" " , •• T.- n " " , " " , •• , " , •• 44733.199

" " , " fo- , " •• , •• •• , •• , •• " " 4I1JU99

" " • " -;;- , " " , " " , '" , " , •• 41767.801

" " • " " , " " , " •• , •• , " " " 41511.699

" •• , " " , " " , " " , 55 , " , •• 4214H;98

" " , " " , " " , " " , " • " , " 433385

" " , •• " , •• " , " " , " , " " " 4)212,699

" " , " " , " " , " '" , " ,
~
, " 4224\1,148

" " , •• " , " " , " •• , •• ,
~ " " 4400),199

" •• , " " -'c " " , " " , " " •• , " 43948 &IS

•• " , " " -'c " •• , •• " , " , ~ " " 3915Ll9S

" " , " •• -'c " " , •• " , " " f,- , " 408&6,75

•• " , " " -'c " " , " " • " " f,- , " 44168 699

" " , " " • " " , " " • " , ~ " " 421<47.199

•• " , " " , " •• , •• " , " , M " " 4)750 S9lI

•• " , " " • " " , " •• , " , •• , " 43265699

'" " , " " , " •• , " " , •• " •• , •• 4-l580.Un

" " " " " , " " , " " , " , " , " 43232648

" " , " " " " " , " " , " , " n " 50694 398

ToW Wl'P1y chain cost (1'1<). 2164627

GRAPHICAL PRF.SFAvr AnON

'.
•
•
••
•
!•• ••
~•
•
••
•

1331 g lln\S\7112\n~'ZI2ISl:l33537:m.,.l"01.1"1 ' 1 _ •••••••l __ i\:,IJ.J __ v..o_ •._w_ -+-'''"3
w••• (.)

Figu~: GmphicnJ presenllltion of ordering policy for gencmtion 1000, population
40, cross over 0.25, mutlllion 0.5
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2, Optimal ordering policies
When,

Rnail.r 1 RetaUrr 2 R.laile.3 Diltributoc Wore
Factorybon.e

~
" I0 0 0

~
, "• • • '." • F • • • ,~
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! ,

~
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" ~~" " " " ,., Q ." Q " . , 2Q g -EE ! -EE g 'E~'" g ". g ! " ~~
£j .~o •,

~
,
~ • ~ ~

.,
~ " . •0;3 • •, C.s , 0", 0, o • • O~, 0 ,

~ ~
, 3

~ ~
~

~
2 • ,!, gU U U Q

, W , U " , " " , " " '" " " " '" •• 81869.852, U , " " , " " ; " " , " , % , " 37440.852
; n , " U ,

~ " • u ;; , " , " " " 38951.25

• " • " " , " " , " " " " , '" '" '" 38G91 898, U , u n " n n , " '" , " " " , " 32434.75, U , n u • " " , " " " " , " , '" 36243852, " , " " , " n , " " ; " , " , " 40156051,
"
, n " " " n " n " , " n " , " 37410,199

• n , " " , " U " " " , " " " " n 38464,051
W U , n n " n u , u ., , '" , " , " 35650.398
U n " u " , " " , " " , '" " " • ;; 37240,801

" " , " " , " n , " ;; " ;; , " • " 40G46352

" W ; u " ; " " , " " , •• " " • " 38810852

" U , u n • " n " u ., " •• , " , " 37779699

" U , U " , " " ; " '" • " , 55 • " 37970352

" H • " " ; " " " U •• ; " " " , " 3547975
n U " " " , " U , n " , " • " , " 43757.898
U " • " U , " " , " " " ;; , % " " 38660102

" " , " " , n " " " " ; •• '" " • " 36659.352

" W , " " , " U , n " , " , " " '" 39733 801

" U " H n • " " , " '" • ;; " " " " 37187.551
n W " W " ; " n , " •• , '" , " ; " 38262.75

" U , " " , '" U , U " " " , " H ., 38193 852

" " , " " , " W " '" " , '" , " N n 41711.102

" D • " " , " " , " " , '" , " , " 38332.699

" '" , " " , " U , " " " " , " " " 39875602

" U " " " , U '" " '" ;, , " • " " ., 37502602

" U , U " , " " " " " , " " " ; '" 4205625

" n , " n " " U , '" " , " , •• " " 3612LJ99
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" " 0 " " , ". " , " " , •• , " T " 41)204 SOl

" " , " " , f,- " , •• " , " , " T " lM7J.)9l!

" " 0 " " , f,- " , " " 0 " " " -;- " 41789.449

" " , •• " " f,- " , •• " 0 •• 0 " T " 41SS6.I02

" " 0 " " , f,- " , " " , •• 0 •• T, " 39917.199

" " 0 " •• , f,- " , " •• , •• , " "j- " 37971.«9

" " , " " 0
~ " 0 " " , " 0 " ii " 39177.699

" " , " •• , .g- " 0 " " 0 " , •• ~ " 4lMSl.352

" " • " " 0 .g. " , " " , " , •• 4- •• 4J.(l6.449

" " , " " ,
~ •• 0 •• " 0 " , •• + " <411911.148

•• " , " •• 0
~ •• , " •• , " , " , " 42218.449

" " , " " ,
~ " , " " 0 " , " , " 1773!.OSI

" " , " " , .g- " , " " , " , " 0 " 39199,801

" " 0 " •• 0
~ " , " " , " , •• • •• 44936,)01

~ " , " " ,
~ " , " •• , " • " 0 " 41310.102

" " 0 " " ,
~ " • " " 0 •• , " , " 4)706 3Gl

" " , " " ,
~ " , " " , " , " 0 " 41714.69'9

" " 0 " •• , .g. •• , " •• 0 •• , " , " 37634.449

•• " 0 " " 0 .g- " 0 " ~ , " , " , " )B746,SS2

" " , " •• " " " , " " , •• 0 •• H " 47315.25

" " , " •• , " " 0 " •• , " , " , " 42306.352

" " , " " , " E.- O " •• 0 •• , " H M 42471.199

" " " " " , " 2'- , " " 0 " , " " " Som,OSI
Tout supply chain COS!(Tk,)oo 2106701

GRAPIIlCAL PRESENT ATIO~

'00

"•
"

••
•

___ , 1 __ •••••••, __ '.1) _""'''''''' •• _ •••••.•••__ r.....,.

Figure: Graphicnl presentation of ordering policy for generntionl000, population 40,
cross over O.2~.mutation 1.
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3. Optimal ordering policies
When,

[=~Go5"~orn~hEo,"~!=P~o~o~'~"Ei'""~3=SC~'30~"~O~'"C'==EM~o,,,,,'~iO~"~R~".~11000 80 0.25 0,5

Rel~jl"rI Retail.r 2 Rna;I •• 3 Di,tributor W,.
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• • • i " I,
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~" • •
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~ ~

• ld •g • • 0

~

., 0 ! ' ,,~.~ g , , i; •• ~~.::;.g 'EE ." <n .::;-g• , • 'E "5 'M " •• ~ ., • • ~ .l:: ••• > '.~ •• •, 0'6 , 0>6 , Ooa < o , O~ o~ .,•
~ ~ ~ ~ ~ ~

, B " •• , , gu u u •0
, W , H H , " H , " '" , " , " , '" 2257815, H , H H , H 10 , H " , " H " , .- 9201 25, B , H " , " " , " " , ~ • " " " 1091435, " , H " , " " , " ;; , " ; .- , " 10259.35, H , H H , " " " H " , " , " H •• 11486.45, " " " " , " " , " " , •• , " , " 11739,2, H , B " , " B , B " ; '" , " , " 103417

• W , H " , H H , '" ~ , '" '" •• • •• 1444L2S, B , U 10 " " " , " •• , " , " , " 73665
W " , H " , " " • H " , " , " , " 132343
H H , " " , " H , H " , " , " , " 12943.8
H " • " H , " H , H '" , " , " , " n24
B w , H 10 " " " , '" " , " , " , 55 11775.95

" " , " H , " B , H '" , " ; '" , " 152308

" H , H H , " H , " " , ~ ; " , •• 1065585

" " , " " , " " , H " , " , " , " 9149 15M
H " , " W , " H , U " " " , " , .- lI037 05.- H , U '" , " " , " " , " , " , •• 146969

" H , H " , H " , " " , '" , " , " 149482

'" 10 , " '" , " " , .- " , " , " , '" 12540.4

" " , " H , " " , " " , " , " , " 1055795
n '" , " " , •• " , •• '" , " , '" , " 12214
" " , " " , " " , " " , " • " , " 1264445

" " , " '" , " '" , H " , " , " , '" 8758.7998

" B , " " , " " , " '" , " , " , " 14225,35
% " , •• '" , '" " , " '" , '" , " " " 13576,15

" " , •• " , '" " , " " , " , " , " ]]415.8

12"- " , " •• , " " , " " , .- , " , •• 15%5 J

~ H , " " , " " , " " , " , " n " 15316
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" " , " " ,- '" " , " " , ~ • ,,- , ~ 15542.)

" " • " " -;- " " , " •• • •• ,
""" " " 1203025
~" " • " " -i- " " • " " , " ,
~ " •• 13247.05

" " , " " -i- " " • " " , •• , " " " lJ692,2

" " , " " -;- " " , " " , " , ~ " " 14693.85

" " , " " -i-
" " • " " • " , " , " 1]82835

" " , " "
-i- " " , " " , " , ~ , •• 1720ll6S

" " , " " • " " , " " • " , " " " 1$141.95

" " • " " , " " , " •• , " , " , •• 14134.8

" " , " " • " " , " " , " , " , " 16147.4

" " " " " • " " , " " • " , " • " 17S2S.1S

" " , " " , " " • " •• , " • " , ~ 141SO.1

" " • " " , " " • " " , " , " , " 12687.6

" " , '" " , " " • " " , " " " , " 1748-4.301

•• " , " " • .!.'. " , " " , •• , " , " 13492

" " • " " • !!. " , " " • •• , •• , " 11074.75

" " , " " , .!.'. " • " " , " , " • " lH92.7S

" " , " " • .!!. " • " " • " , " " " 13600 35

•• " • " " • .g. " , " " • " , " • ~ 12525.95

" " • " " ,
~ " • " " • " , " -T •• IS9llS.J

" " , " " , .g. " , " " , •• , ~ " 16287.1

" " , " " , .g. " , " " , •• , " -#- " 176604.25

" " , " " • .!.'. " , " " , " " " 2!. " 30904.15.

GRAPHlCAl,PRESENT Ano:>!
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Figure: GrophiCIIIprcscntlltion of ordering polic)' for l,'cnerulionlOOO, populotion 80,
cross over 0.25, mutzltion 0.5
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TolOI aJPPIy chain cmI en>'"' 21,37,603

" " ," " , " " , " " , " :I " " " ~Cl6OS.391

" " , To " , " " , " " , " , " , " 39781,JOI

" •• , To " , " " , " •• , •• -.!,- " " M """" " , -ii •• , " " , " " , " , " , " 19423.m

" " , -ii " , " •• , •• " , •• To " , " .(09083911

" " , To " , " " , " " , " , " , " <40138.4<19

" " , To " , " " , •• •• , " , " , " 41055.199

" •• , -;; " , " " , " " , " " " " " "3529.398

" " , -;; " , " " , " " , " , " , " "5315.602

" " , :jj " , " " , " " , " , " , " 41041.25

" U ,
~ " , " " , •• " , " -.!,- " , " 42799.949

" " , -!! " , " " , " " , " -4- " , " 42715,352

" " ,
~ " , " " , " •• , " -.!,- " , " 39929.199

« U , -!! " , " " , •• •• , •• , " " " 40516.391

•• " , -!! " , " " , " •• , •• , •• , •• 36961.891

•• " ,
~ " ) " " , " •• , •• , " " M 42177.89S

" " )
~ " , " " , " •• , •• , " , " ]8]95.949

•• " )
~ " , " " , •• " , " , M " " 45701,JOI

•• " ) -'-' " ) " " , " " , " , " , " 42282.801

" " , -'-' " , " " , " •• , " ) " " " 43804.301

" " , -!.! " , " " , " " , " ) " , " 40709.0S1

" " " ~ " " " " , " " , " " •• " '" 66653,602

I

GRAPHICALPRESm.'T ATION
.M

'M
i ..
, M,,.

• ".' ."""""" .. "" .. """" .. ,, .... ,, .. ,,_-~_,--.....•.., _ •..•., _ •.•.•.,..., --...._ .. _ •.- -' .....••..•,.,
Figure:: Graphical presentation of ordering policy for generation 20000, popuLation
40, crossover O.2S, mutation 1.
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Results

I. Oplimal ordering policies
When,

Appendix C

Retail~r I Retailer 1 Retail~r 3 Di,tributor W,.
Factoryhon.e

!
" I" " " " "• •

~
• ,

~
," • • • • iiro

ffi ,

~

, ; " ~"• • • •" • • • • "• 0

~

0 ~ 0 ~ '" ~

" 0

~

• 0

~
•• ~~~]-EE .< ~& .-• " ~

, "
..,.gj • I ." •" • 0' O~ ct -, l " , " 0,

~ •~ S @ • ~i ~ •• -• • • gU U U 0

, w ; u " , " " , " " m •• u " m •• 81869.852, n , " " " " '" " " " " " , " " " 29375.1
; B , " " , " " , " " , •• , •• , " 30892,5, " , " " , " '" , •• "" , '" " '" , " 309525, n , n " , •• " , " " " " " " , " 29300.5

" " , •• n , •• " , " " , " • •• , •• 32092 9, " , " " " " B , " " , "' , "' , " 29667,051, W , " " , " " " " "' , " , " ; •• 31437.35

• B , " '" , " " , " " , •• , '" , ~ 31689199

W " , " " " " n , n " , " " " , " 305848S

n B , " " , " n , n " , " " " , " 316585

n " , " " , " n , " " , "' , •• , " 3174Ll5

B W , H '" , " " , " " ; "' , "' , " 32167801

" n , H " , •• B , " " " "' ; •• , " 32061.301

" n , " " , " " , " " , " , '" , " 32615,801

" " " " " , " n , u " " " , " , "' 32528,801

" " , '" " , " n " n '" , " , " , " 34637,051

n n , " n , •• " , •• " " " , " , " 32373 199

" n , " "
, " " , " " , " , " , " 33907398

'" W , W " , " " , " " , "' , " , " 32440,301

" n , n " , •• " , " " , •• , •• , " 33771.699

n W , n '" , " " , " " , •• , •• , " 32873.051
n n , n •• , " n , H " , " , " , '" 33705,5

" n , " '" " '" W , W " " " , " , " 33046.75

" n , " " , " " " " " , " , " , '" 32042.1
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" " 1+ " " , •• " , " " , •• , " , " 3411)2.39&

" " " " , " " , •• " , -=- , " , " J3886,SOI,
~" " , " " , " " , " " ,
~
, " , " JJ059,I~S

" " , " " , " " , " " ,
~

, " , " 3)210699

" " , " " , " " , " " , f.!!. , " , " HB84,n

" " , 2!. " , " " , " " , •• , " , " 352!4 949
n " ,

* " , " " , " " , " , " • " 35610,301

" " ,
~ " , " " , " •• , " , " , " 36359.5

" " , .g. " , " " , •• •• , " , " , " JS2<l9.5S1

" " , .g. " , " " , •• " , •• , " , " 3689),949

" " ,
~ " , " " , " " , " , " , " 3s<cOO.9C9

" " ,
~ " , " " , " " , •• , •• , •• 3~S28199

JS •• , .!!. " , " " , " •• , " , " , " 3~9001852

" " ,
~ " , " " , " " , •• , •• , " 33826099

" " , " " , " " , " •• , •• , •• , " H91L199

" " , " " , " " , " •• , " , •• , " 36300

" " , " ~
, " " , " " , " , " , •• 36005.352

" " , •• ~
, " " , " " , " • " , " l6SSO SOl

•• " , " .'.'. , " " , •• •• , •• -'- •• , " 35254301

" " , " ~
, •• " , " " • " , " , " 37575.1J.l9

•• " , " *
, " " , " •• , •• , •• , " 364lJ.398

" " , •• ~
, " " , " " , " , " , " J6SJS_I~B

•• " , " .g. , " " , " •• , •• , •• , " 36028.6018

" •• , •• *
, " " , " •• , •• , •• , •• 35775.199

" " , " " , " •• , " •• , " , •• , •• 375-41.«9

" " , •• " , " " , " " , •• , •• , •• JS.lJS,148

" " , " " , " " , " " • " , " , " 43]81,199
Total suwJychain COS![n)" 1811773

GRAPHICAL PRE.."E.'ITATION

'""•
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~(J),-
."0

'""
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I J , 7 I' II lJ II 11 1921 D 15 l'I 2\1 II II lJ n 39 <I " ., <7 09 '1
l--~I __ Rtuier2_lleIa.bl _l/.l:Iailo<l)J_Oiollbll« _w •••_ -r ••iOI)l

w••l.{.)
Figure: Gmphieal pre$rnUllion of ordering poliC)' for geneTlllion I000, popuhllion 40,
cross over 0.25, mllUllion 1 far nl\lllysis 2
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'" " 0 " •• , " " 0 " 39 } " } " , •• J4.419.648

~
To- , " " 0 " " 0 " •• 0 " 0 " , " n127.3~

8- ~
, " " 0 " " , " •• 0 •• , " , " 359&0.199

e¥.- .g. } " " 0 " " , •• •• , " 0 •• } " 35049.852

K!- ~
, " " 0 " " , " " , •• , " 6 " '''''-''" .g. 0 " •• 0 •• " 0 " " } " 0 " 6 " ).4l24.S9lIr,,-

~
, " " , " •• 0 •• •• , " 0 " , " 35726.«9IT.

~
0 " " 0 " " } " •• , " , " 0 " 36271.148r,,- .g. , " " 0 " " } " •• 6 " } " , " 3n93.852IT. •• , " " 0 " " } " " 0 " , •• , " 3S76J.699

~ .g. , " " 0 " " 0 " " , " , " , " 3S2lU9lI

~ E.- O " " 0 " " , " " 0 " , •• , " ).4145.699

~ .g. , " " , " " , " " , •• , " , " 310911.)01

~ E.- O " " , " " , " •• , " , " , " 3705H49

~ ~ } " " } " " , •• •• 0 •• , " , " 37S«.7S

•• +:-
, " " 0 " •• , •• " , •• , " , " 37526.75

~ .g. , " •• 0 •• " 0 " '" 0 '" , " , " 36198.102

~

.g. 0 " " 0 " " , " " 0 •• 0 " 0 •• 36695.301

.g. , " " 0 " " , " •• } " 0 " , " 37218.15

~ .g. 0 " " , " •• , " " 0 •• 0 " , " 364S0.J9lI

~ ~
} " " 0 " " , " " 0 " } •• , " 36m,OS!

" ~
, " " 0 " •• 0 •• " , " , " , " 37056351r,;-

E.- O " " } " " , " " 0 " 0 " 0 " 33SS,r.i" .!!. , •• " 0 " " , " " 0 " 6 " 6 " 41340.5=
GRAPHICAL PRF.5ENTA T10~

'00.,.,
_ro

i"%~ I','"o~1
I

"
'",

13 S 191113ISI7191In~21~31333S3739414J454749S1
1 Retan.t1-- _a.r~ __ R<tan...3_RrtdIo<1,2,)_0&_,_ WOftbcnn.-Foctol)<i

W<d(.)

Figure: GrophlClll presentation of ordcringpolicy for geJK'l1llion 20000, population
40, cross o,'u 0.25, mutation 0.5 for lll\Dlysis 2
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3. Optimal ordering policies
W>~

RefJlil~rI Retailed Relftller 3 D;"tribllror W•• Factory
bolL'l~

l
" .,

] , " 1 .,, •
~ I

•
" • B • .~ '5""

~

, ! ! " ft-• ., " . •• .,
0 j ~':50 • •• 0

~
~':5,~1 "~ 's ,~l, " ~ q " ~~ 1i! 1i~ "o~• • o,g • •

~
, 0,,- , " ~ >

@ • ~
, ~; @ ,;, , •• • !!u u u 0

, '" , B n , " n , " " m " u " m " 81869.852, U , n " , " •• , •• " , " , " , " 30714.1

3 " , •• U , " " , " " , " , •• , " 29983.5, •• , " " , " •• , " " , •• , " , " 30'100.301, U , u n , " n , " •• , •• , •• ; " 31416.1, U , " " , " " , " ;; , " , " , " 31099.35, n , n " , " U , B " , " , " , " 30288.1

• '" , " •• , •• " , " " , " , " , ., 30562.801

9 U , B •• , •• U , " " , " , •• , •• 30649.801

" U , " " , " U • " •• , •• , •• , •• 32316.85

U D , B U , •• " , U " , " , " , " 32166.801

" " , •• " " •• U , B " , " , " , " 32108.051

U " , '" " ; " u , •• " , " 3 •• , •• 32971.102

" U , n " , " U , B " , 43 , " " " 31823.9

U " , •• " , •• n , " " , " , " , " 31786.449

•• •• , •• " , " " , n " , " , " , ., 32267,6

n U , •• " , " U , U " , " , " , " 30974.1

" " , n " , '" U , " ., , ., , •• ; " 32893.898

" U , U " , " •• , " " , " , " , " 32403,449

'" " , '" •• , " •• , " " 3 " , " , " 33344.25

" U , n n , " •• , •• " , " , " , " 32989.5

" W , " " , •• n , " 43 , " , " , " 34071.699

" U , " " , '" U , U " , •• , •• , •• 35059.g98

U " , n " , " " , " " , " , " ; •• 31795.949

" n , •• " , •• •• , " " , 43 3 •• , " 32874.801

" •• , •• •• , " n , n " , " 3 " , " 33195.102

" " , •• n , " " , " " , " , " ; " 32737

" " , n u , " " , " •• , •• 3 " , " 34230.301

'"



,
,
l
•

-~ ,-~--, -,..r

J

..

..

,

" " , " " , " " , " " , " , " J " 33616.1m

" " , " " , '" " , " " 1 " , " , " 319040.051

" " , " '" , " " , " " , " , " , " ~2~.648

" " , " " 1 " " , " •• , •• , •• J " 327S0.~9
)) " 1 •• " , " " , " " , " 1 •• , •• 33679.699

" " , " " , " •• , " •• , •• , " 1 •• 33151

" " , " " , " " , '" •• 1 " , •• , " 36985.25

J6 " , " " 1 " " , " •• J " , " J " 36626.301

-¥.- " , " " , " " 1 " •• 1 " , " , " 3S.S9.5S1

~ " , '" " , " " , " •• , •• 1 " , " 359)2.551

~ " 1 " " , " " , " " , " , " 1 •• >48-41.051

" " , " " , " " , " " , " , " , " 35961.6.(a

•• " , " " , " " , " " J " , " , " ~l04.l.(8

" " , " " , " " , " " , " , •• , •• 32935.301

~ " , " " , •• " 1 " •• , " J •• , •• 35265.301

•• " J " " , '" " , " " , " , " , " 35411.5

•• " , " " , " " , " •• , •• , " , " 33989.5

" " , •• " , " " 1 " •• , " , " , " 3S44S.199

" " , " " , " " 1 '" " , •• 1 '" J " 35152.602

•• " 1 " " , " " , " " , " , " , " 35366.148

•• " , " " , " " J '" •• , •• 1 " , " 36095,898

'" " , " " , " " , " •• , " 1 •• , •• 3681~.!J.49

" " , " " , " " , " •• 1 " , •• , •• 371166.5S1

" " , " " , " " , " " , •• , •• , " 3US4.699

ORAPlIlCAL PRf~<;Jo:NTATlON
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