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Abstract

Cyclic-prefixed multicarrier communication systems like orthogonal frequency di-

vision multiplexing (OFDM) and discrete multitone (DMT) are popular transmis-

sion formats for emerging 4G mobile communications and currently standardized

in Wireless LAN/MAN and asymmetric digital subscribe line (ADSL) and very-

high-bit-rate digital subscriber line (VDSL) modems. In ADSL receiver, a time

domain equalizer (TEQ) is generally employed to shorten the long channels to a

predefined length to compensate for channel dispersion. Various eigenfilter-based

channel shortening methods have been reported in the literature. However, most

of them introduce deep nulls in the frequency response, leading to suppression

of some potential sub carriers and bit rate fall. Besides, optimum minimization

of delay spread of the channel in noise is also not addressed in the literature so far.

The main focus of this work is twofold: the primary goal is to propose and

analyze several non-adaptive and adaptive algorithms for the TEQ design. A

number of unaddressed issues such as removal of spectral nulls in TEQ frequency

response, minimization of delay spread in noise and optimum shortening with

reduced transmission delay sensitivity are incorporated in the proposed modifica-

tions for optimal bit rate and interference performance. The secondary goal is to

extend one of the low complexity single channel TEQ design algorithm to jointly

shorten multiple input multiple output (MIMO) channels. Extensive simulations

are carried out to compare the performance of the proposed methods with several

state-of-the-art techniques.
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Chapter 1

Introduction

1.1 Channel shortening

The capacity of reliable information transmission over any physical communi-

cation channel is limited by non-ideal characteristics of the channel. Among

those impairments encountered in a discrete time channel, intersymbol interfer-

ence (lSI) due to channel memory corrupts the current received data by previous

data symbols. Severe lSI significantly downgrades the achievable bit rate. Some

form of channel equalization is typically employed by a digital transmission sys-

tem to mitigate the lSI.

The goal of equalization for single carrier transmission systems is to design an

equalizer such that the convolution of the channel and equalizer is a Kronecker

delta, i.e., an impulse at some delay {:,.and zero otherwise. In multicarricr trans-

mission systems [7]' such as for DMT based ADSL system or OFDM for wireless

communications, the problem is more general. The delay spread of the transmis-

sion channel must be within a predefined length, and the equalizer is designed

such that the convolution of the channel and equalizer produces an effective chan-

nel that has been shortened to this length. This design problem is referred to as

channel shortening.
The goal is to shorten the long channel impulse response to a reasonable length

(rather to an impulse) by the aid of a receiver filter (i.e., equalizer) under some

criterion and constraints. See Fig. 1.1 for illustration. This thesis concerns chan-

nel equalization for DMT based wireline ADSL communication systems. First,

an overview of baseband DMT system will be given which will be followed by

discussion on channel equalization for multicarrier systems.

1



(a) Channel

-
r-"--"-I..•.. W .. ! •

L-" I
(b) Shortened/Equalized channel

____Jho 9 " ~ G " &---

Fig. 1.1: Illustration of channel shortening with a receiver filter. Here, hand w
denote channel and equalizer, respectively.

1.2 Discrete multitone modulation

lSI is a major problem associated with broadband channels. This undesirable

effect is caused by the spectral shaping of the channeL In other words, variation of

magnitude and phase responses of the channel over frequency causes neighboring

symbols to interfere with each other at the receiver. Two approaches to combat

lSI are full channel equalization and multicarrier modulation (MCM).

Full channel equalization undoes the spectral shaping effect of a channel us-

ing a filter which is called an equalizer. Although linear equalizers are easy to

implement, they enhance noise and thus degrade the performance of the system.

Therefore, more complicated nonlinear equalizers such as the decision feedback

equalizer, have been proposed. One of the drawbacks of nonlinear equalizers is

their high computational complexity, especially under high sampling rates.

MCM is one possible solution for high-speed digital communications. In con-

trast to single carrier modulation, MCM,

G avoids full equalization of a channel,

o uses available bandwidth efficiently by controlling the power and number

of bits in each subchannel,

2



, subchanncl

,. ~~'_ ...•... ",
-,__.carner ....', .... ~.'.

frequency

Fig. 1.2: Channel Bandwidth and Multicarrier Modulation. DMT Modulation
has subchannels that are 4.3125 kHz wide in ADSL [1].

• is robust against impulsive noise and fast fading due to its long symbol

duration, and

• avoids narrowband distortion by simply disabling one or more subchannels.

MCM has been standardized for G.DMT and G.lite ADSL [1] as well as digital

audio/video broadcasting [8]' [9] and also proposed for 4G mobile communications

and VDSL applications.

In multicarrier modulation, the channel is partitioned into a large number of

small bandwidth channels called subchannels. If a subchannel is narrow enough

so that the channel gain in the subchannel is approximately a complex constant,

then no lSI would occur in this subchannel. Thus, information can be transmitted

over these narrowband subchannels without lSI, and the total number of bits

transmitted is the sum of the number of bits transmitted in each subchannel.

If the available power were distributed over the subchannels using the SNR of

each subchannel, then high spectral efficiency could be achievcd. See Fig. 1.2 for

illustration.

Efficiently dividing the channel into hundreds of sub channels became tractable

only in the 1990s with the cost vs. performance provided by programmable digital

signal processors and the advancement in digital signal processing methods [7].

One of the most efficient ways to partition a channel into large number of narrow-

band channels is the fast Fourier transform (FFT) [7]. Multicarrier modulation

implemented via a FFT is called Discrete Multitone (DMT) modulation or Or-

thogonal Frequency Division Multiplexing (OFDM). DMT is more common in

wireline applications, whereas OFDM is more common for wireless applications.

In transmission, the key difference between the two methods is in the assignment

of bits to each subchannel.

3
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Fig. 1.3: Block diagram of a multicarrier modulation system. N dcnotcs (I)FFT
size, B denotes channel frequency coefficients.

1.2.1 DMT transmitter

A block diagram of a DMT (or OFDM) transceiver is shown 1I1 Fig. 1.3. In

the transmitter, At bits of the input bit stream are buffered. These bits are

then assigned to each of the N/2 subchannels using a bit loading algorithm [7].

In DMT systems, bit loading algorithms assign the bits and available power to

each sub channel according to the SNR in cach sub channeL such that high SNR

sub channels receive morc bits than low SNR subchannels. Extremely low SNR

sub channels are not used. In OFDM systems, usually the number of bits in each

channel is equal and constant. Thus, there is no need for a bit loading algorithm.

The second step is the mapping of the assigned bits to subsymbols using a

modulation method, such as QAM in ADSL modems. These subsymbols are

complex-valued in general and can be thought of being in the frcquency domain.

The efficiency of DMT and OFDM lies in the modulation of the subcarriers.

Instead of having N /2 independcnt modulators, the modulators are implemented

with an N-point inverse FFT (IFFT). In order to obtain real samplcs after IFFT,

4



the N/2 subsymbols are duplicated with their conjugate symmetric counterparts.

The obtained time domain samples are called a DMT symbol.

A guard period between DMT symbols is used to prevent lSI. It is imple- .

mented by pi.epending a symbol with its last v samples, which is called a cyclic

prefix (CP). Thus, one block consists of N + v samples instead of N samples,

which reduces the channel throughput by a factor of (N + v)/N . lSI is com-

pletely eliminated for channels with impulse responses of length less than or equal

to v + 1. The prefix is selected as the last v samples of the symbol in order to

convert the linear convolution effect of the channel into circular convolution and

help the receiver perform symbol synchronization. Circular convolution can be

implemented in the DFT domain by using the FFT. After the FFT in the re-

ceiver, the subsymbols are the product ofthe N-point FFT of the channel impulse

response and the N-point FFT of the transmitted subsymbols.

1.2.2 DMT receiver

The receiver is basically the dual of the transmitter with the exception of the addi-

tion of time-domain and frequency domain equalizers. The time-domain equalizer

(TEQ)! ensures that the equalized channel impulse response is shortened to be

less than the length of the CPo If the TEQ is successful, then the received complex

subsymbols after the FFT are the multiplication of the transmitted subsymbols

with the FFT of the shortened (equalized) channel impulse response. The fre-

quency domain equalizer (also called a one-tap equalizer) divides the received

subsymbols by the FFT coefficients of the shortened channel impulse response.

After mapping the subsymbols back to the corresponding bits using the QAtv!

constellation, they are converted to serial bits.

1.3 Equalization for discrete multitone modula-
tion

With DMT, the problem of fully equalizing a channel is converted into partition-

ing the channel into small subchannels which is more efficient to implement in

high-speed transmission. As the sub channels are orthogonal to each other, this

type of modulation is inherently resistant to Inter-Carrier Interference (IC!). Fig.

ITEQs are also known as channel shortening equalizers

5



Single Sub<hanne!

Spectra! nulls at other
subcarrier frequencies
remove lCi

OFDM/DMT Spewum

Fig. 1.4: Illustration of OFDM spectrum. In each sample of FFT grid, one
sub carrier has peak while others have nulls.

1.4 shows a typical OFDM spectrum. However, this does not imply that equaliza-

tion is not required in an DMT system. The spectra of each inverse FFT (IFFT)

modulated subchannel is a sampled sinc function which is not bandlimited. De-

modulation is still possible due to the orthogonality between the sinc functions.

An lSI causing channel, however, destroys orthogonality between subchannels so

that they cannot be separated at the receiver.

One way to prevent lSI is to use a guard period between two successive DMT

symbols (one DMT symbol consists of N samples where N /2 + 1 is the number

of subchannels). This guard period has to be at least as long as the channel

impulse response. Since no ncw information is transmitted in this guard period,

the channel throughput reduces proportionally to the length of it. If the channel

impulse response is relatively long compared to the symbol length, then this

performance loss can be prohibitive.

One way to reduce lSI with a shorter cyclic prefix is to use an equalizer. Since

thc length of a DMT symbol is longer than a symbol in single carrier modulation,

equalization is simpler. This accordingly allows us to use a .shorter-Iength cyclic

prefix and minimize reduction in throughput.

The ADSL standard uses a guard period, time-domain equalization, and

frequency-domain equalization. The TEQ shortens the channel to a length of

a predetermined but short guard period.

The problem of TEQ design in the DMT transceivers may be formulated as

follows. Given a channel with the impulse response samples h(O), h(l), ... ,h(L,,-

6



1),where Lh -1 = FIR channel order, and might be corrupted with some additive

noise, we wish to find the coefficients w(O), w(l), ... ,w(Lw - 1), where Lw - 1

= filter order, of a transversal equalizer that results in a combined channel-.

equalizer response which is shortened to a duration of L, samples, where L,

can be at most equal to the length of cyelic prefix (CP) v plus one. In this

thesis, the known parameters are the channel response, the channel noise (usually

its autocorrelation coefficients), and the expected duration L, of the equalized

response. The criterion used for the selection of the equalizer may vary such

as shortening SNR (SSNR), signal to interference plus noise ratio, delay spread,

output SNR etc. However, the ultimate goal in the design of the TEQ is to

achieve maximum bit rate over the channel, given an acceptable level of bit-error

probability. But, development of a practical design method that can achieve this

goal turns out to be very difficult. Most of the studies focus bit rate maximizing

in a sub-optimal way. Thus there is a scope for development of improved TEQ

design methods that can provide optimum performance.

1.4 Objective of the thesis

This thesis focuses on optimum time domain equalizer design with respect to

different performance metrics. The objectives of this work are described below:

1. Design of noise optimized minimum delay spread equalizer for DMT transce-

ivers. The proposed iterative TEQ design method will attempt to jointly

minimize delay spread of the channel and filtered noise at the output of the

equalizer.

2. Development of an improved eigenfilter method for TEQ design for DMT

systems. The proposed cost function, along with good channel shortening,

will avoid spectral nulls in the useful signal band seen in most of the re-

ported eigenfilter based methods. To reduce computational complexity of

the proposed algorithm, a heuristic technique to determine the optimum

transmission delay is also proposed.

3. Development of an iterative MSSNR design method which does not need

Cholesky factor computation, less sensitive to transmission delay and suit-

able for arbitrary length TEQ. Step size adaptation will also be incorporated

7



ta improve canvergence perfarmance. Since the iterative design wauld ap-

proximate MSSNR design, it is expected that severe nulls wauld be less

prominent in the useful signal band. The iterative technique can alsa be

readily applicable to ather eigenfilter based technique as well.

4. Development MIMO TEQ design algorithm for cyelic-prefixed black trans-

missian systems based an maximizing SSNR. Goal .of the propased channel

shartening method is ta jointly shorten MIMO lSI channels. The MIMO

TEQ is formed with eigenvectars corresponding to same maximum eigen-

values .of a particular matrix. The methad will be suitable far any arbitrary

length TEQ as well. Campasite bit rate formula is also propascd ta campare

achievable channel capacity perfarmance.

1.5 Organization of this thesis

This thesis consists of five chapters. Chapter 1 discusses the basics .of channel

shortening, its importanc~ in multicarrier cammunication systcms, general prob-

lem statement and the objectives.of this work.

In Chapter 2, a brief review of the state"af-the-art eigenfilter based TEQ

design methods are discussed. At first, the methods are presented under cammon

mathematical framework and then the shortcamings of the reported methads are

analyzed with different crucial results.

In Chapter 3, several TEQ design algarithms are propased which address the

shartcamings .of the reported methads. First, noise .optimized minimum delay

spread equalizer design methad is presented. The minimum delay spread design

problem is farmulated, then true time reference is derived with respect ta which

delay spread will be minimized. Besides, cast functian to minimize naise at the

.output .of the equalizer is alsa madeled. Then, iterative TEQ design methad is

presented. Secand, an improved law camplexity eigenfilter based TEQ design

met had is proposed. Heuristic technique ta campute .optimum delay 6. is then

farmulated. Third, iterative MSSNR methad is develaped. Initially, madified

cast funetian for MSSNR design is presented ta develop cost functian far iterative

algorithm and then expression for adaptive step size is derived. Simulation results

follow the analysis of each of the designs ta carroborate the elaim an perfarmance

8
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improvement.

In Chapter 4, MIMO channcl shortening algorithm is proposed. First, MIMO

system model is presented which is followed by formulation of MIMO channel'

shortening problem based on maximizing shortening SNR. Then, optimum MIMO

TEQ design algorithm is derived. Simulation results for the algorithm are then

provided which include performance comparison on the basis of common figure

of lnetrics.

Finally conclusions and suggestions for futurc works are provided in Chapter

5.

9
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Chapter 2

Eigenfilter based TEQ design
methods: Literature survey

2.1 Introduction

"When we mean to build, we first survey the plot, then draw the mode!'''

- William Shakespeare, Henry IV Part II, Act J, Scene iii.

Prior to presenting the methods developed in this thesis for TEQ design, this

chapter briefly reviews previous work on the matter. Various equalizer design

methods are discussed in the literature in the context of multi carrier transceivers

that are related to the proposed designs discussed in this thesis. The chapter

provides a unified mathematical framework for the eigenfilter based equalizer

design.

2.2 Common TEQ design formulation

There are many ways of designing the equalizer for DMT systems depending on

disparate optimization criteria. However, almost all of the algorithms fit into the

same formulation: the maximization of a generalized Rayleigh quotient [10] or

a product of generalized Rayleigh quotients [11]' [121. Consider, the following

optimization problem

At TXrrw .w
\Vopt = argmax T J

W j=l W Yjw

10
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In general, the solution to (2.1) is not well-understood when M > 1. However,

for M = 1,

wTXw
Wopt = argmax Ty (2.2)

w W W

the solution is the generalized eigenvector of the matrix pair (X, Y) correspond-

ing to the largest generalized eigenvalue [13]. Equivalently, the inverse of the ratio

in (2.2) is minimized by the eigenvector of (X, Y) corresponding to the smallest

generalized eigenvalue. Most'TEQ designs fall into the category of (2.2). The

vector w to be optimized is usually the TEQ, but it may also be e.g. the (short-

ened) target impulse response (TIR) [14]' the per-tone equalizer [15]' or half of a

symmetric TEQ [16J.

TEQ designs of the form of (2.2) include the Minimum Mean Squared Error

(MMSE) design [14]' [3]' the Maximum Shortening SNR (MSSNR) design [4]'
[17]' the MSSNR design with a unit norm TEQ constraint (MSSNR- UNT) or

a symmetric TEQ constraint (Sym-MSSNR) [18]' the Minimum Inter Symbol

Interference (Min- lSI) design [19]' the Minimum Delay Spread (MDS) design [51

etc.

The generalized eigenvector problem requires computation of the w that sat-

isfies [13J

Xw = .\Yw (23)

where w is the eigenvector corresponding to the largest generalized eigenvalue .\.

When Y is invertible, real and symmetric, one approach to solve (2.3) is to form

the Cholesky decomposition Y = vyvyT, and define v = VYw, then

z
V7:(vy-l~vyT)'V

Vopt = arg max T
v V V

(2.4)

The solution for v is the eigenvector of Z assoeiated with the largest eigenvalue,
I'V-Tand wopl = V Y vop" assuming that Y is invertible. If Y is not invertible, then

it has a non-zero null space, so the ratio is maximized (to infinity!) by choosing w

to be a vector in the null space of Y. In some cases, Y or X is the identity matrix,

in which case (2.3) reduces to a traditional eigenvalue problem. Examples include

the computation of the MMSE target impulse response (TIR) [14]' the MSSNR

11
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TEQ with a unit norm constraint on the TEQ [18]' the MDS algorithm [5]. Thcre
•

are a variety of all-purpose methods available for finding extreme eigenvectors,

such as the power method [10) and conjugate gradient methods [20] etc. than can

be used to solve (2.3).

2.3 Single Rayleigh quotient cases

Several common TEQ designs that are designed by maximizing a generalized

Rayleigh quotient are the the maximum shortening SNR (MSSNR) design [4], [17]'
minimum mean squared error (MMSE) design [3]' [14], the minimum inter-symbol

interference (Min-lSI) design [19]' the minimum delay spread (MDS) design [5]

etc. and their variants. This section provides a brief description of these design

methods.

2.3.1 The Maximum Shortening SNR (MSSNR) method

The MSSNR TEQ design proposed by Melsa, Younce and Rohrs in [4] attempts

to maximize the ratio of the energy in a window of the effective channel over

the energy in the remainder of the effective channel. The MSSNR design was

reformulated for numerical stability by Yin and Yue in [17]. Following [4]' let

[

h(t:,.) h(6. - 1)

H
de

.• = h(6.'+ v) h(6. + v-I)

h(6. - Lw + 1) ]

h(6. + v ~ Lw + 1)

(2.5)

as the middle v + 1 rowS of the (tall) channel convolution matrix H, and Hee •• as

the remaining rows of H:

h(O) a a

h(6. - 1) h(6. - 2)
h(6. + v + 1) h(6. + v)

h(6. - Lw)
h(6. + v - Lw + 2)

(2.6)

a a h(Lh - 1)

Thus, Cde, = Hde,w yields a length v + 1 window of the effective channel (see

Fig. (2.1)), and C"C' = H,'e,w yields the remainder of the effective channel.

The MSSNR design problem can be stated as "maximize II Cd" II subject to the

12
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c(k)

o

••o

o "'+v k

Fig. 2.1: Decomposition of the effective channel c(k) into a desired channel cd,,(k)
and residual channel cr,,(k). f',. denotes transmission delay.

constraint II erc., 11= 1," [4]' [17] which reduces to (2.2) with

y

X

T
HresHrcs (2.7)

(28)

It may be stated another way as: optimize w to maximize wTXw subject to

wTyw = 1. Or equivalently, optimize w to minimize wTyw subject to wTXw =

1 [17].

2.3.2 The Minimum Mean Squared Error (MMSE)
method

The MMSE design [14]' originally intended for complexity reduction in maximum

likelihood sequence estimation (MLSE), is similar to the MSSNR design, although

it takes noise into account. Indeed, for a white input and no noise, the MMSE

and MSSNR designs are identical [21). The system model for the MMSE solution

is shown in Fig (2.2). It creates a virtual target impulse response (TIR) b of

length v + 1 such that the MSE, which is measured between the output of the

effective channel and the output of the TIR, is minimized.

The MMSE TEQ and TIR must satisfy [3]' [141

(2.9)

13



x(k)

1I(k)

~

TEQ
r(k) ~~Iy(k) e(k)~ -=1 w ~-

I

, I

; .~ x(k-!1) r-l d(k) i
~._. -~_. _. _. _. _. _._.- •..~._._._._._.;

TIR
Fig. 2.2: MMSE system model. The symbols h, w, and b are the impulse re-
sponses of the channel, the TEQ, and the target, respectively. Here, L'> represents
transmission delay. The dashed lines indicate a virtual path, which is used only
for analysis.

where

[ [
T(k)] .

R,.x = E :. [ x(k - L'» ...
,.(k - Lu)

x(k - L'>- v) J] (2.10)

is the channel input-output cross-correlation matrix and

[ [

,.(k) ]
R,.=E :

,.(k - Lw)

[,.(k) ... (2.11 )

is the channel output autocorrelation matrix. Typically, b is computed first,

and then (2.9) is used to determine w. The goal is that h * w, the convolution

of hand w, approximates a delayed version of b. The TIR is the eigenvector

corresponding to the minimum eigenvalue of [141

(2.12)

[[

x(k) ]
Rx=E :

x(k - v)
[ x( k) ... (2.13)

is the input autocorrelation matrix. It is because the mean square error J

E[e2(k)] will yield a quadratic form in b as

(2.14)

14



Hence, the problem reduces to (2.2) with

Y=R",

x = 1"+1

In this criteria, a unit energy constraint (UEC) bTb =

coefficients to avoid the trivial null TEQ solution.

(2.15) .

(2.16)

1 is applied to the TIR

2.3.3 The Minimum Inter-Symbol Interference (Min-lSI)
method

The MSSNR design has spawned many extensions and variations. The Min-lSI

method shapes the residual energy in the tails of the channel in the frequency

domain, with the goal of placing the excess energy in unused frequency bins [19].

The idea is to penalize the residual interference according to which sub channel it is

in. Subchannels with higher signal power have higher weights, hence the residual

interference is penalized more. The Y and X matrices are more complicated

in this case. The design is a minimization of a generalized Rayleigh quotient

with [19]

X = (2.17)

where H,.,.•is equal to H"" padded with zeros in the middle, Sx,i is the transmitted

signal power in tone 1:, Sn,i is the received noise power in tone i, S1L is the set of

used tones, and q; is the ith coefficient DFT vector. If all the tones were used

and if Sx.d S",; were constant across all the tones, then the Min-lSI matrices in

(2.17) would reduce to the MSSNR matrices in (2.7). Thus, the MSSNR design

is a special case of the Min-lSI design.

2.3.4 The Minimum Delay Spread (MDS) method

The taps of h exceeding the CP length cause lSI and ICI, and the interference

levels depend on both the taps' distances to the prefix and their energy [5]. The

contributions of interblock interference (IBI) from tails of impulse responses grow

linearly as the samples move away to the edges [22]. This faet is partially ignored

by MSSNR approach since a rectangular window is used without bias OIl the

15



distance issue. Therefore, Schur and Speidel in [5] proposed to use an exponential

window instead to minimize the square of the delay spread of effective channel c,

where the delay spread is defined as

D = ~ ~ (k - 7))2jc(k)12
k=O

(2.18)

Here, E = eTc, and 7) is a user-defined center of mass or centroid. This results

in (2.2) with

y

X

(2.19)

(2.20)

where Q is a diagonal weighting matrix defined as

(2.21)

2.4 Shortcomings of reported eigenfilter meth-
ods

2.4.1 MSSNR method

Though MSSNR method performs relatively well with relatively low complexity,

on account of the fact that the design problem is an eigenfilter-type problem, it.

suffers from several shortcomings. First, t.he method does not account for any

efIects due to noise present in t.he system. Furthermore, the Cholesky decom-

position depends on the delay parameter f',. for t.he formulat.ion in (2.7). If we

wish to vary f',. over a certain region t.o see which value performs t.he best, which

is t.ypically done in pract.ice, t.hen a new Cholesky fact.or must be comput.ed for

each f',.. This result.s in an extra comput.at.ionalload for each f',. considered.

Since HTH = H;'"H.e, + H;'e,H"" it. is mat.hemat.ically equivalent. t.o min-

imize t.he residual energy over t.he t.ot.al channel energy [2] (See appendix A),

with

(2.22)

(2.23)
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Fig. 2.3: Original and shortened channel by MSSNR method. TEQ length = 17,
Channel length = 512, window length l/ + 1 = 32. Only first 200 samples are
shown.
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Fig. 2.4: Magnitude response of original and shortened channel by MSSNR
method.

or to maximize thc energy inside thc window over the total channel cnergy [23]'

with

y

X

(2.24)

(2.25)

This technique results in a reduced-complexity implemcntation because in

(2.22), Cholesky factor computation for matrix X is to bc dct.ermined only once

as X does not depend on delay. Typical plot of shortcned channel by MSSNR

mcthod is shown in Fig. 2.3.

Thc MSSNR method, howcver, uses only the channel impulse response when

calculating the optimum TEQ, which means that it ignores the effect of noise and

transmit power spectrum. Since, the bit rate is a function of noise, channel gain,

and transmit power spectrum, a bit rate optimal method must take into account

17
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Fig. 2.5: Original and shortened channcl by MMSE method. TEQ length = 17,
Channel length = 512, window length II + 1 = 32. Only first 200 samples are
shown.

all three when computing the optimum TEQ. As a consequence, the MSSNR

method cannot optimize bit rate.

Furthermore, TEQs designed by MSSNR method tend to insert zeros close

to unit circle which causes spectral nulls to form at those frequencies. This act

sometimes kills potential subcarriers to carry data bits and thereby reduce bit

rate. Frequency response of shortened channel by MSSNR method is shown in

Fig. 2.4.

Despite these shortcomings, the low complexity MSSNR method in [41 repre-

sented the first attempt to pose the channel shortening problem as an eigenfilter-

type problem.

2.4.2 MMSE method

MMSE method takes channel noise into consideration which MSSNR method does

not [3]' [14]. However, once b has been appropriately computed, the equalizer

coefficients of w must still need to be found using the orthogonality principle

(See (2.9)). Again, minimizing MSE does not necessarily minimize the residual

portion outside the target window. Shortened channel by MMSE methods is

shown in Fig. 2.5.

It is also possible to solve for the TEQ directly, without first computing the

TIR. For a white input signal, the MMSE TEQ can be designed directly using

18
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Fig. 2.6: Magnitude response of original and shortened channel by M!vISE
method.

(2.2) with [16]

y

X

(2.26)

(2.27)

where R" is the noise autocorrelation matrix of sizc Lw x Lw.

The aforementioned MMSE methods do not have control over the frequency

response of the TEQ. For example, a TEQ designed with these methods would

have some gain over unused subchanncls which would contribute only to the noise

and not to the desired signal. Also, I!Wny MMSE optimal TEQs have deep nulls

in the frequency domain. Those subchannels with deep nulls become useless. See

Fig. 2.6.

2.4.3 Min-lSI method

Min-lSI method is in fact a variant of MSSNR method. This method places

residual portion in subchannels with high noise power. However, as with the

MSSNR method of [4]' the Cholesky factor needed in (2.17) [19] depends on the

delay parameter /:;.which entails solving generalized EV problem for each delay.

Shortened channel by Min-lSI method is shown in Fig. 2.7. Furthermore, Min-lSI

method is relatively more complex than MMSE and MSSNR methods (which is

clear from definitions of X and Y in (2.17)) [11].

This method, as it accounted for both lSI and noise, was shown to perform

nearly optimally in terms of bit rate. However, this method also exhibits spectral

19
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Fig. 2.7: Original and shortened channel by Min-lSI method. TEQ length = 17,
Channel length = 512, window length II + 1 = 32. Only first 200 samples are
shown.
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Fig. 2.8: Magnitude response of original and shortened channel by Min-lSI
method.

nulls in certain useful subchannels like MSSNR and MMSE methods. Sec Fig.

2.8.

2.4.4 MDS method

Unlike MSSNR, MMSE and Min-lSI methods, the Cholesky factor required for

the MDS method [51 does not depend on the delay parameter 6. Hence, the

method is very low in complexity as only one Cholesky factor must be computed

for all 6 (See, X in (2.21) does not depend on delay). Despite this significant

decrease in complexity, the method suffers from several shortcomings. Though

the method was shown to be less prone to synchronization errors than others, it

does not account for the desired channel length II + 1 or any knowledge of the

noise statistics. From Fig. 2.9, it is clear that shortened channel spans more than

the target window length of II + 1 hence causes severe lSI.
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Fig. 2.9: Original and shortened channel by MDS method. TEQ length 17,
Channel length = 512. Only first 200 samples are shown.

2.5 Conclusion

In this chapter, some state-of-the-art eigcnfilter bascd channel shortening equal-

izers arc described and their shortcomings are presented. The loss in performance

shown by the reported methods acts as motivation for the work presented in the

later chapters.
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Chapter 3

Development of optimum channel
shortening algorithms

3.1 Introduction

In the previous chapter, several shortcomings of state-of-the-art eigenfilter meth-

ods are addressed such as undesired spectral attenuation, delay sensitivity and

need for Cholesky factor computation for each delay In this chapter, three chan-

nel shortening algorithms are proposed to address these issues. First, the com-

putationally efficient MDS method is modified to account for the noise and true

time reference. Second, the MDS method is further improved by incorporating

the knowledge of cyclic prefix and adjustment for spectral attenuation. Besides,

an iterative MSSNR design method is proposed that not only removes the draw-

backs of the direct MSSNR method but also achieves performance very close to

the direct solution. Extensive simulations are carried out to analyze the perfor-

mance of the proposed methods.

3.2 System model

The channel/equalizer modcl is shown in Fig. 3.1 and the notation summarized

in Table 3.1. "Ve make the following assumptions here .

• The channel, h ~ [h(O), h(1), ... , h(Lh - 1W is known to be finite impulse

response (FIR) filter of length Lh •

• The TEQ, W ~ [w(O), w(1), ... , w(Lw - 1)jT is known to be FIR filter of

length Lw.
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X(k).1;;l .~~~-U-~
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c

Fig. 3.1: System model with channel/equalizer.

Table 3.1: Channel shortening notation

Notation I Meaning
v length of CP
N FFT size
6 delay of effective channel
h L" x 1 CIR vector
w Lw x 1 TEQ impulse response vector
c L, x 1 EIR vector
H Lc x Ltv channel convolution matrix
Ru Lw x Lw noise covariance lllatrix
In n x n identity matrix
A' transpose
1 vector of all 1'8
0 vector of all O's

diag[ ] diagonal matrix with entries
in the main diagonal

• The input x(k) is zero mean and white with variance (J"; .

• The noise u(k) is zero mean wide-sense stationary (WSS) random process

with covariance matrix Ru .

• The processes x(k) and u(k) arc uncorrelated.

o The channel, h is known at the receiver. In practice, channel state infor-

Ination is obtained via training sequence.

23
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The effective channel is given by c(k) = h(k) *w(k) where '*' denotes linear

convolution. Then the output y(k) can be written as

y(k) r(k) * w(k)

x(k) * h(k) * w(k) + u(k) * w(k)
x(k) * c(k) + q(k) (3.1)

where q(k) is the filtered noise. In vector form, the effective channel impulse

response, c can be written as

c=Hw (32)

where H is the Toeplitz convolution matrix of the unequalized channel, h. The

effective channel vector is c = [c(O),c(I), ... , c(Lc - 1)]T where Lc = Lh +Lw - 1

is the length of effective channel. H is configured as

h(O) 0

h(l) h(O)

H= h(Lh - 1) h(Lh - 2)
0 h(Lh - 1)

0 0

o

h(Lh - Lw)

h(Lh-Lw+l)

h(Lh - 1)

(3.3)

3.3 Noise optimized minimum delay spread TEQ
design method

In [5), a unique TEQ design method is proposed which elaims to minimize the

delay spread of the overall channel impulse response (called MDS method). MDS

method is computationally less intensive as it does not require to search for opti-

mum 6. This approach is independent of the CP length and attempts to squeeze

the effective impulse response (EIR) as much as possible. This is.advantageous

since EIR squeezing allows further to reduce CP length to increase data rate

and provides additional robustness to synchronization offset. Recently, in [6), the

MDS method is modified to account for the true time reference about which delay

spread needs to be minimized. Unfortunately, both of these methods, [51 and [6),
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do not take the noise into consideration. Due to noise source models for DMT

systems, such as near-end crosstalk (NEXT) and far-end crosstalk (FEXT) [24]'

it is only natural to exploit such knowledge to obtain a more robust equalizer.

In this section, we generalize the MDS method of to some aspects. First, the

cost function is modified to incorporate minimization of noise. Secondly, a trade-

off parameter is introduced to set appropriate weights for minimizing delay spread

and noise. Thirdly, an iterative algorithm for TEQ update is proposed where the

trade-off parameter is adaptively adjusted at each iteration under a specific crite-

rion. Simulation results provided show that our method performs comparatively

well in terms of delay spread minimization and filtered noise suppression.

3.3.1 Problem formulation

We restate the definition of the following fundamental quantities from [6] for a

given impulse response {g(k), -00 :S k :S 00 }:

k 9

Lg2(k) (energy)
k

~ L kl(k) (centroid)
.Jg k

(34)

(3.5)

~ L(k - kg)2g2(k) (delay spread)
g k

(3.6)

The MDS design of [5]chooses w in order to minimize the following cost function:

(3.7)

where Ec is the energy of the effective channel. Jd, is, in fact, the square of the

delay spread. Hence, [5] actually attempts to minimize the delay spread of the

effective channcl. This method assumes centroid of the original channel, k,,, as
the time reference, keef. Now, we show that choice of [5] for k,.cf is not optimum.

From (3.7) 1 after some modification, Oile gets

Jd, = ~c {L ec2(k) - 2keef L kc2(k) + k;cf L l(k)}
k k k

Using (3),(4) and setting BJd.,/Bkrcf equal to zero, we obtain
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(3.10)

where k, is the centroid of EIR. It reveals that we need to minimize (3.7) using

k" not kh. The cost function of (3.7) can be written as

cTA2 cJ _ k"J
ds - eTc

where Ak'4 is a diagonal weighting matrix defined as

(3.11)

Now using (3.2), we get

(312)

Noise and filtered signal power at the output of the TEQ can be written respec-

tively as

wTRu\v

,,;wTHTHw

(3.13)

(3.14)

(315)

The cost function to minimize noise power is defined as ratio of the power of

filtered noise power and filtered signal and given by

,,2
q

2
"xI

wTRu\v
,,;wTHTHw

Finally, the objective function is formulated by coupling the two cost functions

of (3.12) and (3.15) via a trade off parameter, a :

J ~ aJd, + (1 - a)J", 0 :S a :S 1 (3.16)

Hence, the problem is to find optimum TEQ Wopt by minimizing J in (3.16)

Wopt = argmin J
w

wTXw
(3.17)arg mll1

wTYww

where X aH7N H+ (1 - a)R (3.18)k,,,/ (J'2 u
x

Y HTH (3.19)

Again, this formulation falls under the category of (2.2).
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3.3.2 Optimum TEQ design

From (3.5), it is obvious that we need to know effective impulse response (EIR), c,

to find kc which in turn requires to solve (3.17) first. So we proceed to iteratively

minimize the (3.38) using centroid obtained at the previous iteration as the time

reference for the next [6J.

At the ith iteration, optimum Wopt is obtained as

(3.20)

Note that at the ith iteration, Ak'4 in (3.11) present inside the matrix X in (3.18)

is formed using krej(i -1). Finally, k,.cj for the ith iteration is set as the centroid

of the effective channel using (3.5):

where Y

1-I:'>c2
(k)Ec k

cTyc
eTc
WiTHTYHWi

WiTHTHwi

diag[O, 1, ... , Lc - 1]

(3.21)

The parameter a can be adapted based on the propOltionate raLioof delay spread

and filtered noise power:

a(i)

where Z

(3.22)

The proposed algorithm is summarized below:

• Precompute Y of (3.19) and initialize krcj(O) = k" i.e as centroid of the

original channel and a(O) = 0.5 (arbitrary choice).

e for i=l, 2, ... do the following

1. Compute the weighting matrix Ak,.o/ of (3.11) using k,.cj(i - 1).

2. Compute the matrix X of (3.18) and obtain optimum TEQ for ith

iteration, Wi solving (3.20).

3. Compute k,.cj(i) using (3.21).
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Fig. 3.2: Cost function J gradually stabilizes with iterations (for CSA loop 8).

4. Compute a(i) using (3.22). Here, Ak,,! is calculated using kref(i) as it

is available.

\'Vithin few iterations, k'.'f gets locked and J ceases to be minimized more. Then

iteration is stopped and Wopt is obtained. Fig. (3.2) shows that J cannot increase

from iteration to iteration. It is obvious because when k"'f is set to k, (see (3.9)),

Jd., will minimize which effectively minimizes J as the true time reference is

gradually rcached with iterations.

3.3.3 Simulation results

Now let us proceed to analyze how the design works. The channels used are eight

standard downst.ream carrier service area (CSA) loops. Configurat.ion of t.he

channels are described in appendix B. A fifth-order Chebyshev high pass filter

with cutoff frequency of 4.5 kHz and passband ripple of 0.5 dB is added t.o each

CSA loop t.o take into account t.he effect of the split.ter at the t.ransmitter. The

DC channel, channels 1-3, and the Nyquist. channel are not. used. This work used

the following ADSL input paramet.ers:

G DFT size, N = 512 and sampling frequency, f s = 2.208 MHz.

G 1/ = 32, Lw = 16 and L" = 512.

o Input. power, 0'; = 21 dBm. Input. signal Xk consist.s of QAM symbols.

o Input noise consists of near-end crosst.alk (NEXT) noise plus additive white

noise with power density -UO dBm/Hz.
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Fig, (3.3) shows the original and equalized channel impulse responses upto 470

samples for CSA loop no, 8 designed using the proposed method. As onc can

sec, proposed method shortcned the channel quite well. Fig. (3.4) shows the

corresponding magnitude responses of original and shortcned channcl. As the

cost function jointly minimize delay spread and filtered noise, Figs, (3.5) and

Fig. (3.6) show delay spread and output SNR variation as function of TEQ

length, Lu,' Signal-to-noise ratio (SNR) at the output of the equalizer can be

obtained using (3.13) and (3.14) as

SNR =

(3.23)

As expccted, increasing Lw results in improved performance (delay spread re-

duces, output SNR rises), which comes at the expense of the increased complexity

in implemcnting the additional equalizcr taps. It is also noticed from Figs. (3.5)

and (3.6), delay sprcad and output SNR reaches a floor with increasing Lw. In

Table 3.2, the proposed method is compared with other existing methods on the

basis of delay spread. Except [6]' the proposed method achieves a delay spread

that is lower than other methods. Minimum delay spread attained by modified

MDS mcthod in [6] is expccted as it corrects the original time reference problem
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Table 3.2: Observed delay spread for various methods (averaged over eight CSA
loops)

Method
MDS Design [51
Eigenfilter Method [2]
MSSNR Method [4]
Modified MDS Design [61
MMSE Method [31
Proposed

I Delay Spread (ILS)
6.27
7.61
4.50
4.40
4.64
4.42

Table 3.3: Output SNR (in dB) comparison of various delay spread minimi7.ing
methods

CSA MDS Eigenfilter Modified Proposed
loop no. [5] [2] MDS [6]

1 26.94 2201 29.31 32.91
2 28.05 20.75 27.10 28.63
3 26.27 20.82 28.91 31.81
4 27.27 18.35 28.00 31.56
5 26.30 21.57 29.10 31.54
6 24.55 19.15 27.87 30.29
7 27.05 17.49 29.81 32.57
8 24.54 15.08 30.01 31.49
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Table 3.4: Bit rate comparison with [6]

CSA Modified Proposed
loop no. MDS [6]

1 2.34 2.46
2 2.05 2.21
3 2.45 2.55
4 1.97 2.15
5 2.21 2.25
6 2.55 2.71
7 2.31 2.41
8 2.43 2.60

present in [5] and only targets to minimizc the delay spread. On thc other hand,

the proposed method performs a trade-off between minimizing delay spread and

minimizing noise power. Table 3.3 compares out.put SNR for the methods which

arc derived from [5]. It is clear from Table 3.3 t.hat. t.he proposed met.hod achieves

higher SNR t.han t.hose of ot.her methods. Incorporation of a allows appropriat.e

weight. for Jd, and In, so that both the output. noise and dclay spread are min-

imized in opt.imum manner. From Table 3.4, wc observe that. proposcd mct.hod

out.performs [61 in terms of bit rate. For calculat.ion of bit rat.e, optimum delay

is obt.ained following (3.40).

3.4 Improved eigenfilter based TEQ design
method

It is report.ed in [25] t.hat. t.wo constraints nced t.o be met. by TEQs for good

t.hroughput. performance: 1) the amplitude response associated wit.h the short.-

ened impulse response (SIR) shall have no spectral nulls (if original channel is free

of spect.ral nulls); and 2) the SIR memory need t.o be shorter than a predefined

CP length.

Several met.hods proposcd so far for t.he design of TEQs fall under the cat.egory

of eigenfilt.er design met.hod [3]' [4]' [19]' [5]' [25]' [21. Minimum mean-squared

error (MMSE) TEQ design method proposed in [3] minimizes the t.imc-domain

error bet.ween t.he TEQ out.put. and a desired out.put, i.e. the output. of an FIR fil-

ter of order v. Anot.her design t.echnique called t.he MSSNR met.hod [4] att.empts

32



to maximize the shortening signal-to-noise ratio (SSNR), where the SSNR is de-

fined as the ratio of energy inside a target window to the energy outside the

window. Min-lSI method proposed in [191partitions the SIR into signal path,

lSI path and noise path. This method is shown to achieve higher bit rate than

those reported in [3]' [4]' [5]' [25] but it is computationally more complex [11]. In

general, MMSE, MSSNR and Min-lSI methods, though shorten the channel well,

introduce spectral nulls, thereby not satisfying the aforementioncd crit.eria [25)

[include criteria in the introduct.ion]. In [5]' a comput.at.ionally less extensive

technique called minimum delay spread (MDS) method is present.ed which mini-

mizes the delay spread of the effect.ivechannel. In [2]' a low complexit.y eigenfilt.er

method is presented which modified t.he MDS method incorporat.ing cyclic pre-

fix length and effects due t.o noise. The eigenfilter method (termed as EIGFILT

met.hod) proposed in [2] is shown to achieve near opt.imal bit rate performance.

Though [2] requires Cholesky factor computat.ion only once, this method also

generates spect.ral nulls which hinders some pot.ent.ial subcaniers t.o carry bits.

In this sect.ion, t.he EIGFILT met.hod is modified on different aspect.sd. A new

objective function is proposed which explicitly attempts to remove thc spect.ral

nulls in t.he frequency response of t.he shortened channel. Apart from minimizing

residual power of SIR and filtered noise power, delay spread minimizat.ion of t.he

desired portion of SIR with respect to a suit.able time reference is incorporat.ed to

ensure that frequency response flatt.ens t.o remove spect.ral nulls and hence allows

to transmit more data over the useful signal spectruln. Delay dependent matrices

in the proposed method can be updated for each t.ransmission delay [:,.following

t.he guidelines of [261which further reduces computational burden. This work

also proposes a heuristic choice of optimum t.ransmission delay which not only

allows solving generalized eigenvector (EV) problem only once for TEQ design

but also yields profitable bit. rat.e performance.

3.4.1 The EIGFILT method

Consider the model in Fig. 3.1. The method in [2] attempts to optimize the

TEQ to shorten the effective channel c(k) and minimizes the filtered noise power

(J~with respect to the filtered signal power (J;j where xj(k) ,£ x(k) * c(k). The
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objective function is given by

Jag .:£ aJshort + (1 - o:)JnoisCl (3.24)

where Jshort and Jnoisc are defined as follows:

Lk I(k - f'.)lc(kW
L Ic(k)12

(J2
q

(J; Lk Ic(k)12

(3.25)

(3.26)

Here Jshort and J"oi" are, respectively, the channel shortening and noise suppres-

sion objective functions, and Q is a trade-off parameter. The penalty function

I(k) is formulated as

I(k) ,£ {O, ° ~ k ~ v (3.27)
1, otherwise.

The penalty function penalizes uniformly samples outside k E [f'., f'. + vi where
f'. E [0,Lc - v-I]. For each f'., the optimum TEQ obtained by the EIGFILT

method is obtained as

Weig,6. = argmin Jcig
w

(3.28)

Delay parameter f'. is varied over the useful range and the optimum delay is

chosen for thc best bit rate.

3.4.2 Development of a new objective function

The aforementioned method has been proposed to lower the computational cost,

especially for the Cholesky factor computation. But unfortunately [21 does not

have any control over the frequency response of the TEQ. Optimal TEQ obtained

by this method has deep nulls in the frequency domain. Those subchannels

with deep nulls become useless. As a result, the presence of these nulls in the

magnitude response of the shortened channel reduces the total achievable bit rate

of the DMT systems. If the equalizer design problem can incorporate a technique

for eliminating these nulls in addition to the channel shortening, it would be

possible to achieve much higher bit-rate. In this section, a proposal is presented

to achieve this goal.

Similar to approaches in [4] and [19]' here the effective channel response C

is divided into two parts- desired portion Cdc, and residue portion Crcs' The

proposed objective function comprises the following goals:
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1. Minimize the energy of the residual portion C,." to minimize lSI.

2. Minimizc the delay spread of the desired portion Cd" with respect to a

time reference so that it approaches a delta function. This is to ensure flat

frequency response and thus to avoid encountering nulls.

3. Minimize noise power a;.
Now, we will proceed to develop the proposed objective function. We define two

diagonal window matrices, each of sizc L, x L" to separate the desired and residue

portion of the effective channel c for a particular 6 as

and

D(6) £ ho - G(6)

(3.29)

(330)

The residual and desired portion of the channel can bc expressed, respectivcly, as

and

cres = D(6)Hw

Cd" = G(6)Hw

(3.31)

(3.32)

Then the cost function for minimizing the rcsidual energy can be writtcn as

CresT Cres

eTc
wTI-ITD2(6)Hw

wTHTHw
(3.33)

(3.34)

To achievc goal-2, this approach introduces the following cost function for mini-

mizing delay spread within the window with respect to a timc referencc kn- This

will pcnalizc the desired portion Cd" if it deviates from the shape of the delta

function.
1 .6.+v

£,. IF L(k - kn)2Icd,,(kW
c k=b.

1 6.+//

= - L(k - kn)2Ic(kW
E'k~"

where E, is the energy of effective channel. Here, kn is taken as the mid-position

of the window. Hence, from (3.34) one gets

cTA2(6)c wTHT A2(6)Hw
Jd" = T = THTH (3.35)c c w w
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where
Lc clements

A( £:» = diag~-,-. -.. -,0-,-£:>-,-£:>-+~1,~~.-.,-£:>-+-1.1,-0-, .- .. -,-ol - knG (£:»

A zeros

(3.36)

The cost function to minimize noise power at the output of the TEQ is defined

as

(3.37)

Apparently, it might seem that if goal-2 is satisfied then goal-1 would be au-

tomatically ensured. However, a closer inspection would suggest that satisfying

goal-2 may not necessarily minimize the residual energy- which is the main target

of channcl shortening. Clearly, trade-off parameters among these objectives are

required for optimum solution. Defining Cl and fJ as two trade-off parameters,

final objective function can be written as

(3.38)

3.4.3 Optimum TEQ design

For each £:>,optimum TEQ for the proposed method can be obtained by mini-

lnizing J, Le.,

where

W.6 = argulin
w

wTXw
J = argmin Ty

w W w.
(339)

This formulation complies with (2.2). Here Y is independent of delay and

Cholesky factorization for Y has to be calculated only once over the possible

range of £:>.w" will be the generalized eigenvector corresponding to the smallest

generalized eigenvalue of the matrix pair (X, Y) for the particular £:>(Sec ap-

pendix A for detail decomposition). Delay parameter £:>is varied and final TEQ

wop' is obtained for £:>0]>' which yields the maximum bit rate. Fig. 3.7 shows tho

original channel and SIR by the proposed method for £:>01" = 23, Lw = 17 , 1.1

= 32, Cl = 0.399 and fJ = 0.6 (up to 200 samples shown). Higher value of fJ is
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Fig. 3.7: Original and equalized channel impulse responses for CSA loop no. l.
Location of krcj and b.hcu are shown for that channel.

used to set higher priority for suppression of residual portion. Now, residual and

desired portion of H, Hr" = D(b.)H and Hd" = G(b.)H, respectively, can be

updated for each b. easily by following [26J which will significantly reduce the

complexity of solving generalized EV problem for all b. values. For cxamplc,

computing A(b.) = H;."Hee, from A(b. - 1) requires only Lw(Lw + v) multiply

and accumulations (MACs) against L;(Lh -v) MACs required to compute A(b.)

cach time.

3.4.4 Heuristic choice of optimum f'::,.

How to find the optimum b. without tracing its whole range is still an open

problem for delay optimizcd TEQ design methods. Here, this work proposes

a criteria for choosing a heuristic b. for which bit rate performance is roughly

between that of [21 and the proposed method. The heuristic choice is based on

the proportion of energy distribution on either side of a particular time reference

keej of the original channel. In this work, we consider index of the maximum

value of channel vector h as the time reference k,.cj. Defining E1 £ ~~:::~-1h2(k)

and Er £ ~t~Z,l'f+l h2(k), heuristic b. can be obtained as (see Fig. 3.7)

(3.40)

where [.1+ denotes rounding operation. See Fig. 3.8 for illustration. Performance

for this choice of b. is examined in next section.

37



0.5

o

-0.5

Ile~' ;,--. ,....::-1 v+1 !
, . ,

-1
10 20 30 40 50 60 70 80 90 100 110 120

Fig. 3.8: Illustration of heuristic delay !'>.,<Cu'

3.4.5 Experimental results

Vve now proceed to analy,e how the design method compares with [21. As the

literature appears to be moving towards the goal of perpetually increasing the

bit rate, we opted to compare on the basis of achievable bit rate. The channels

used are eight standard downstream eSA loops commonly used in ADSL system

simulation (obtained from [24]). Chebyshev highpass filter characteristics are

same as that used for the simulation of previous method. The DC channel.

chimnels 1-3, and the Nyquist channel are not used. To make it self-explanatory,

ADSL system simulation parameters arc listed below again .

• Desired probability of error is 10-7 .

• DFT size, N = 512 and sampling frequency, !,= 2.208MHz .

• IJ = 32, Lw = 16 and L" = 512.

o Input signal x(k) consists of QAM symbols.

o Input power, u; = 21 dBm, SNR gap, r = 9.8 dB (For uncoded QAM

constellations, r = 9.8 dB for a symbol error probability of 10-7)

o Input noise consists of near-end crosstalk (NEXT) noise plus additive white

noise with power density -llO dBm/Hz.
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Fig, 3,9: Frequency response of original and equalized channel in (a) and bit
allocation over subcarriers in (b) for TEQ designed by the method in [2] and the
proposed method, respectively, for CSA loop no, 1.

As the input consists of two-dimensional QAM symbols, the number of bits

to allocate in the ith sub channel is [27),

l SNR Jbi = log2(1 +T) , O:Si:SN-l (3.41)

with r = 9,8 dB here, Here, [,J indicates floor operation, We assume that the

subchannels are mutually isolated from each other and sufficiently narrowband,

SNRi is taken as the ratio of desired signal power to residual plus noise power on

subcarrier i [19), From this, the bit rate Rb was calculated using,

Rb = Nf, Lbi+v ,,
bps (3.42)

In Figs, 3,9(a) and3,9(b), original and equalized channel frequency response and

the corresponding bit allocation into different sub carriers are shown, respectively,

From Fig, 3,9(a), it is clear that the channel equalized by the EIGFILT method

in [21 contains several nulls in the useful signal band whereas the proposed method

eliminates those nulls, Thus the proposed method increases the possibility of

achieving higher bit rate by allowing more sub carriers to carry bits by flattening

the frequency response in the useful signal band, From Fig, 3.9(b), we notice
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Fig. 3.10: Observed bit rate for CSA loops no. 1-8 using various TEQ design
methods. from left to right, height of the bars for each CSA loop denote bit
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method with and without 6""" respectively.

that shortened channel by EIGFILT method cannot carry data bits in potential

sub carriers like 63,109-112 etc. due to attenuation. Moreover, the proposed

method not only makes those subcarriers useful but also lets more subcarriers

(up to 154, which is 134 for [2]) to carry bits. In Fig. 3.9(b), we see that the

proposed method with 6"e" achieves better performance as well.

To emphasize the importance of using two trade-off parameters, the bit alloca-

tion for shortened channel obtained by optimizing J = a( J",+Jd,,) + (1- a )J"o'"

is also plotted instead of (3.38) (i.e., without using (3). As different weighting is

performed for desired and residual portion, single trade-off parameter cannot suc-

cessfully adjust suitable weighting between noise and shortening objective func-

tions. Without using (3, bit rate comes down as low as 0.65 Mbps for CSA loop

no. 1. In Fig. 3.10, comparative achievable bit rate performance of the proposed

method with some existing low complexity methods are shown for eSA loops

no. 1-8. Achievable bit rates for each method is computed using (3.42). For each

method considered except MDS method [5]' we varied the delay parameter t!. and

chose the value that yielded the best bit rate. From Fig. 3.10, it is clear that the

proposed method achieves higher bit rate than all other methods. Like MDS and

EIGFILT method, the proposed method also requires only one Cholesky factor

computation (for Y in (3.39)) for all 6 values. From Fig. 3.10, we see that the

proposed method using 6"e" performs better than all other methods in most of

the occasions. Note that the proposed method using 6"e" requires generalized
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EV problem solving only once. With that significant computational advantage,

bit rate performance for .6."eu can be considered profitable.

3.5 Iterative MSSNR method

The MSSNR method [4] attempts to minimize lSI in the time domain. The

drawbacks of the MSSNR TEQs proposed in [4] inelude computational sensitivity

to transmission delay .6., inability to design TEQs longer than v + 1, sensitivity

to the fixed point computation in the Cholesky decomposition (which depends

on f). in [4])and spectral nulls. In this section, we propose an iterative MSSNR

design which avoids these limitations and gives shortening performance very elose

to the direct MSSNR design but with improved bit rate performance.

3.5.1 Modified MSSNR cost function

In [4], MSSNR design works by minimizing the energy outside the target window

while holding the energy inside the target window fixed. Using notations from

equation (2.7),

'Vopt =
wTyw

arglnin J = argmin T
w w W Xw

i.e., nlinimizc wTyw while constraining wTXw = 1. \iVhen1 L1Jj > V, X becomes

singular and (VX)-1 docs not exist (which is required for Cholesky decompo-

sition, See appendix A). Regardless of the choice of Lw; it can bc vcrificd [17]

that (Vy)-1 always exists whcn the physical channels are copper twisted-pairs

(TP) channels. Hence', formulation given in (2.2) applies perfectly for MSSNR to

resolve TEQ length problem. For convenience, we restate the formulation here,

as it is the basis for development of iterative algorithm.

'Vapt =
wTXw

argmax J = argmax T
w w W Yw

But, as st.ated earlier, solving the optimization problem over useful range of

delays require Cholesky factor computation of Y for each delay. Replacing

y = H;'c.,H"" by Y = HTH solves the problem, as HTH does not depend

on delay. This design will target to maximize energy inside tfLrget window while

keeping the total energy fixed to 1. Another parallel design (given below) can be
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formulated which attempts to minimize energy outside the window while keeping

total energy fixed at 1. (See appendix A for clarification)

Wopt =
wTyw

argmin J = arg1nin -T--
w w W Xw

3.5.2 Development of iterative MSSNR design

Therefore, the cost fucntion for minimizing the energy in the residue portion can

be written as

(3.43)

For, iterative solution, we define the cost function as

(3.44)

Here, n denotes iteration index. The performance surface is quadratic and method

of steepest descent can be readily implemented. The gradient \7J",(n) can be

evaluated as

which results in the gradient descent update equation as

w(n + 1) = w(n) - p\7 J",(n)

(3.45)

(3.46)

Here, /' is the step size that governs the stability and convergence speed of the

algorithm. The constraint wTXw should also be incorporated [28]' which can be

implemented by renormalizing w(n) after each iteration, i.e.,

w(n+ 1) = _~ ~_w__(_n~+~=I)=====
JwT(n + I)Xw(n + 1)

(3.4 7)

The expensive renormalization in (3.47) can be avoided through the use of a

Lagrangian constraint following [29].
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Fig. 3.11: Performance of iterative MSSNR algorithm for eSA loop no. 8. Two
kinds of initialization used: a) random and b) impulse.

3.5.3 Step size adaptation

Now, this work proposes a variable step size that ensures optimal performance

and speedy convergence of the adaptation process. We define a cost function as

J,,(n) = [wopt - w(n + 1)]T[wopt - w(n + 1)] (3.48)

lvlinimizing J,Jn) ensures the minimum distance between w(n + 1) and Wopi at

each iteration. Substituting (3.46) into (3.48) and setting fJJ,,(n)jfhl(n) = 0, we

obtain the expression for variable step size as

( )
_ \IJ,';,(n) [w(n) - wop,]

/ladop n - 11\1Jr,,(n)112 (3.49)

where 11.11 is the 12 norm. In (3.49), Wopt is unknown. However, it can be easily

shown that

T T T\I J",(n)wopt = w (n)(Y + Y )wopt = O.

Therefore, the optimal step size from (3.49) becomes

()
\IJ,';,(n)w(n)

,lodapn = 11\1Jm(n)II' (3.50)

It is desired that the step size is larger in the initial iterations to allow faster con-
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vergence but gradually decreased to reduce the final misalignment error. There-

fore we adopt a constraint on the step size such that if estimated /"adap(n) is

greater than /iadap(n - 1), then /"adap(n) = tJadap(n - 1).

In Fig. '3.11, it is observed that iterative algorithm reaches very elose to

the floor set by MSSNR algorithm. It is interesting to note that random TEQ

initialization performs faster than that with impulse initialization for TEQ. It is

because optimum TEQ impulse response is never an impulse, otherwise equalizer

output would not change from input. So, random initialization helps to reach

optimum level quickly. It is also noticeable that adaptive tJ achieves superior

performance when compared to fixed tJ, as expected. Fixed tJ is taken equal to

the level to which adaptive I' settles. During first hundreds of iterations, adaptive

I' takes larger values which results in faster convergence.

3.5.4 Simulation results

VVenow proceed to analyze how the design works. The channels used are eight

standard downstream carrier service area (CSA) loops. Data for the channel and

noise was obtained from the Matlab DMTTEQ Toolbox [24]. This work adds a

fifth-order Chebyshev highpass filter with similar characteristics as used before

to each CSA loop to take into account the effect of the splitter at the transmitter.

The DC channel, channcls 1-3, and the Nyquist channel are not used.

In Fig. 3.12, we see that iterative algorithm shortens the channel satisfacto-

rily. Iterative algorithm using adaptive I' almost coincides with original MSSNR

design, showing the merit of the proposed approach. It is reported in [18) that

finite length MSSNR TEQs are approximately symmetric. As the TEQ length

increases, symmetry becomes more prominent and v zeros get close to unit circle

and kills those subcarriers. In Figs. 3.13, 3.14, 3.15, it is obvious that MSSNR

design have some deep fade in useful signal band, whereas iterative technique

avoids null in those region and allows to utilize more subcarriers.

Table 3.5 shows SSNR performance of direct and iterative MSSNR techniques.

Iterative MSSNR with adaptive I' most often come close to direct MSSNR per-

formance. This slight reduction seems profitable when we observe the results

in Table 3.6. For all 8 channels, iterative techniques achieve higher bit rate

than MSSNR method. As bit rate is the standard performance metric for ADSL
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Fig. 3.12: Short.cned channel by it.erative MSSNR algorithm for CSA loop no. 8
(for random init.ializat.ion). Short.ened channel nsing adaptive J.L almost coincides
with direct MSSNR solut.ion.

Table 3.5: Shortening SNR comparison for direct and it.erat.ive MSSNR methods.
All values in dB.

Channel no. I MSSNR[4] I fixed I' I adaptive J.L

1 49.75 37.42 46.02
2 4197 38.93 40.00
3 57.49 49.11 4850
4 50.86 37.93 4125
5 36.17 35.33 36.03
6 58.23 48.64 47.12
7 55.26 37.05 40.08
8 48.53 37.47 41.79

systems, this met.hod has high pract.ical significance with low computat.ional com-

plexit.y.
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Fig. 3.13: Bit allocation in different subcarriers by iterative algorithm. It is clear
that iterative algorithm allows more subcarriers to carry bits (for CSA loop no.
8)
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Fig. 3.14: Frequcncy response of the shortened channel. It is clear that iterative
algorithm avoids severe nulls in the useful signal band (for CSA loop no. 7).
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Fig. 3.15: Bit allocation in different sub carriers by iterative algorithm. This
figure supports Fig. 3.14 that how more sub carriers can be utilized by iterative
method unlike direct MSSNR approach (for CSA loop no. 7).

Table 3.6: Bit rate comparison for direct and iterative MSSNR methods. All
values in Mbps.

Channel no. I MSSNR [41 I fixed /-l I adaptive /-l

1 1.9564 2.4150 2.4353
2 2.3663 2.3135 2.6179
3 1.8589 2.3054 2.4637
4 2.0497 2.6058 2.7356
5 1.6195 2.2364 2.3460
6 1.9929 2.6585 2.9061
7 1.5708 3.1294 3.4500
8 2.4718 2.7032 2.8200
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3.6 Conclusion

In this chapter, three adaptive and non-adaptive non-blind TEQ design algo-.

rithms are presented. First, MDS method has been modified by incorporating

true time reference and noise in the channel, and TEQ is updated by an itera-

tive algorithm. The algorithm converges quickly and obtains satisfactory delay

spread and noise performance. Then, an improved eigenfilter method is presented

which improved EIGFILT method to account for spectral nulls and obtains bit

rate improvement. A heuristic choice of delay is also proposed which signifi-

cantly minimizes computational burden to rull the design over all delays. Finally,

MSSNR method is modified and an iterative algorithm is presented to remove

the shortcomings of MSSNR method.
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Chapter 4

The MIMO. channel shortening
algorithm

4.1 Introduction

In this chapter, channel shortening for cyclic-prefixed block transmission system

over multiple input multiple output (MIMO) channels is considered. Since the

channel encountered in traditional DMT system is a SISO channel, most, if not all,

design methods for TEQs have been only for SISO channels. For DMT jOFDM

modulation, several methods were proposed for the design of TEQs. In [3]' AI~

Dhahir and Cioffi proposed minimum mean squared error (MMSE) optimal de-

cision feedback equalizer (DFE) training algorithm. Melsa, Younce, and Rohrs

proposed MSSNR method which directly minimizes the part of the SIR that

causes lSI [4]. This is a more effective method to reduce lSI than the methods

based on the MSE. In a MIMO system multiple channcls need to be shortened

simultaneously. Joint channel shortening can be combined with multiuser de-

tection and precoding to mitigate crosstalk. MIMO channel shortening using a

generalized MIMO-MMSE-DFE structure has been studied by AI-Dhahir [301.

Youming in [31] proposed a MIMO channel shortening algorithms which operate

in multiple stf\ges to jointly shorten the channels.

In this work, we directly extend the original MSSNR algorithm into the MIMO

case. Based on this structure, we successfully develop MSSNR channel shortening

method to jointly shorten M1MO lSI channels. The MIMO TEQ is formed with

eigenvectors corresponding to some maximum eigenvalues of a particular matrix.

This design is suitable for any arbitrary length TEQ [17) as welL The proposed

scheme is tested for some common figures of merits such as equalization SNR,
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Fig. 4.1: MIMO TEQ model, for L transmit antennas and P receive antennas.
Channel h(p,l) connects the tth transmitter to the pth receiver antenna. y~)

denotes kth sample of equalizer output at jth receive antenna.

energy compaction ratio, signal to interference plus noise ratio and obtained good

shortening performances compared to [30]. Vie also proposed a heuristic bit rate

formula for MIMO channel shortening systems and compared bit rates with [30]'

[31] and achieved encouraging results.

4.2 System model

Consider a MIMO communication system with L transmit and P receive anten-

nas. The baseband system model can be written as

L p-l

,.(j) = '\' '\' h(j,i)X(i) + u(j)
k L L-.,; Tn k-rn k

i=l rn=O

(4.1)

where "kj) is the received signal at the jth antenna for time k, h~:;j) is the mth

channel tap for the channel between ith transmit antenna and jth receive antenna,

u~) is the noise (modeled as white noise) affecting the received signal of the jth

receive antenna at time k, and p is the maximum length of all the L x P channels.
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Sce Fig. 4.1 for illustration. Lct at time k,

[
(') (2) .(?)]Tk ,rk , ... ,,1k 1

[
(') (2) (L)]

Xk 'Xk " .. ,Xk 1

[Uk'), uf), ... ,un (4.2)

where rk> Xk and Uk arc received signal vector, transmitted signal vector and

noise vcctor respectively. Then in vector form, (4.1) can be written as

p-'
rk = LHrnXk-m + Uk

m=O

(43)

where Hm is the MIMO channel matrix cocfficicnt of size P x L. By stacking q

samples of the received signal vector, (4.3) can be written as

In compact form, (4.4) can be written as

r =Hx+u

H~' ]

(4.4)

(4.5)

where H is a block Tocplitz matrix of size Pq x L(p +q - 1), r ancl u are Pq x 1

vectors, and x is a L(p + q - 1) x 1 vector.

4.3 Proposed MIMO MSSNR channel shorten-.mg
4.3.1 Problem formulation

Given the MIMO channel matrix H having p matrix taps, the objective is to

design a MIMO TEQ, W = [Wo, W" ... ,Wq_dT of q matrix taps, each of size

P x L, to equalize H to maximize the energy in a window of d = 1/+1 matrix taps
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of the effective channel matrix, Ceff = HTW (of size L(p + q - 1) x L) keeping

the energy in the remainder of the efIective channel fixed.

Let us define two window matrices, each of size L(p + q - 1) x L(p + q - 1):

[
O"L 0 0 ]o IdL 0
o 0 O(p+q-d-"-I)L

h(p+q-I) - G"

(4.6)

(4.7)

where 6. is the transmission delay parameter which lies within the range 0 :<::

6. :<:: p + q - d - 1, IN denotes the identity matrix of size N x N and OM denotes

M x M zero matrix. Then the desired and residual portion of the channel matrix

H can be defined, respectively, as

Desired and residual portion of efIective channel matrix can be given as

Hr"W= WTBW
T TH,'e,\V =W AW

(4.8)

(4.9)

(4.10)

(4.11 )

Desired signal power at equalizer output is a; trace(C~esCdcs) or equivalently

a; trace(WTBW) and residue signal power at equalizer output is silnilarly given

by a; trace(WT AW), where u; is the input symbol power, B = HdcsH3~s and

A = HresH;'es'
Now, MSSNR problem in MIIVIQcase can be formulated as

Wopt = argnU}x tmce(WTBW) S.t. WT AW = h

or equivalently (See appendix A for clarification.)

Wopt = argmax tmce(WTCW) s.t. WTAW = hw
where

C=A+B=HHT

(4.12)

(4.13)

(4.14)

Note that (4.12) and (4.13) will lead to the same TEQ, except that they are

different by a amplitude scale factor [32]. But (4.13) will lead to faster TEQ

computation as matrix C is the same for all delays, whereas matrices A and B
have to be recomputed for each delay. Apart from computational saving, (4.13)

works for any value of q as well [17].
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4.3.2 Optimum MIMO TEQ design

Assuming A is positive definite and has full rank of Pq such that (VA)-I exists,
A can be decomposed using Cholesky decomposition into

(4.i5)

Let us define

(4.16)

Then using (4.13), we obtain

(4.17)

Hence from (4.13) and (4.16), it follows that

(4.18)

where

If we define eigendecomposition of Z as

T. TZ = UAU = Udzag({o,"II,'" , "IPq-dU

(4.19)

(4.20)

where "10 ::> "II ::> ... ::> "IPq-l. Then optimal shortening can be considered as

choosing Y to maximize yTZy constraining yTy = h . The solution to this

problem occurs for Yopt = U[eo, el, ... , eL-I] (ei denotes the ith unit vector)

which contains L eigenvectors corresponding to the maximum L eigenvalues of

Z. Finally, it follows that

f7T -I
Wopt = (vA) Yopt (4.21)

Delay parameter L'>. present inside A is optimized to maximize trace(D), where

(4.22)

Table 4.1 slllnmarizes the key vectors and matrices used in the algorithm and

their sizes.
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Table 4.1: Summary of key vectors and matrices used in MIMO channel short-
ening scheme.

Vectors/Matrices I Name Size
r Received Signal Vector Pq xl
x Transmitted Signal Vector L(p+q-1)x1
u Receiver Noise Vector Pq xl
H Channel Matrix Pq x L(p+q 1)
W TEQ matrix Pq x L
C,!! Effective Channel Matrix L(p+q-1)xL
C Defined in Equation (4.14) Pq x Pq
Cdcs Desired portion of C,!! L(p+q-1)xL
C1'es Residual portion of C,!! L(p +q - 1) x L

4.4 Simulation results

This section presents experimental results of the proposed algorithm. The input

and noise processes arc assumed to be uncorrelated. Input signal to noise ratio

u;/u~is chosen to bc 20 dB. Channels are generated as zero mean uncorrelated

Gaussian random variables. To test our proposed channel shortening method, we

have decided to compare it with MMSE method of [30] for the following figures

of merit:

I S .
Energy inside window

Equa ization NR = ---------
Energy outside window

tmce (WTBW)
trace (WT AW) (4.23)

(4.24)

Energy compaction ratio, P
Energy inside window of shortened channel

Energy of shortened channel
trace (WTBW)
trace (WTCW)

(4.25)

Overall Signal to (Interference + Noise) Ratio, SINR

Desired signal power at o/p of equalizer
Residue signal power at o/p of equalizer + Noise power at o/p of equalizer

u;trace (WTBW)
(J~trace (WT AW) + (J~trace (WTW)

'vVepropose a heuristic bit rate formula for MIMO channel shortening system as

R SINR
log2(1 + -1'-) bits/symbol

Fs SINR
(N + v) log2(1 + -1'-) bits/sec
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Table 4.2: Achievable bit rate comparison (r = 9.8 dB, p = 512, q = 13, v = 32,
N = 512 £ = 2 P = 2), ,

Method ~ Bit rate (Mbps)
£=1 P=1 I £=2 P=2, ,

Proposed 5.58 8.67
MMSE [30] 5.61 8.68
Youming's MSSNR [31] 4.43 7.53

where, F, is the sampling frequency chosen to be 2.208 MHz, N is the IFFT size.

N +v constitutes the total length of the DMTsymbol including CPo r is the SNR

gap required to achieve a target bit elTor rate. SINR is computed using (4.25).

In Fig. 4.2, performances of MSSNR and MMSE schemes are compared for

equalization SNR as function of delay. It is clear from Fig. 4.2 that MSSNR

can achieve higher SNR at the optimum delay than that of MMSE method. In

Fig. 4.3, two methods are compared for equalization SNR as function of TEQ

length. It shows that MSSNR method achieves good shortening performances for

small number of TEQ taps. In Fig. 4.4, two methods are compared for energy

compaction ratio, p as function of TEQ length. p is a very important metric

as it gives a measure of how much of the effective channcl energy is contained

within the desired window of interest. Clearly, 0 :S p :S 1 and for efficient channel

shortening, a larger p is required. Again, we can see MSSNR method gives better

result for small number of TEQ taps. In Fig. 4.5, two methods are compared

for SINR as function of TEQ length. It is expected that MSSNR will face some

performance loss as its output noise power is not considered in the cost function

(4.13). Still for some TEQ lengths, SINRs are comparable. Still for some TEQ

lengths, SINRs are comparable. For Figs. 4.3 and 4.5, the parameters chosen are

p = 512, v = 15, £ = 2 and P = 2.

In Figs. 4.6 and 4.7, joint channel shortening for a 2 x 2 system is shown

with the derived algorithm and MMSE method respectively. Finally, in Table

4.2 the proposed scheme is compared with [30]' [31] for achievable bit rate using

(4.26) and obtained performances comparable to that of MMSE method but with

less computational complexity. When compared to [31]' the proposed method

achieves higher bit rates.

55

••
....••



8o 5
Delay

10 15

Fig. 4.2: Variation of the equalization SNR of the MIMO TEQ vs delay over 100
channel realizations (p = 7, q = 12, IJ = 2, L = 2, P = 2).
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Fig. 4.3: Variation of the equalization SNR as a function of TEQ length.
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(MSSNR method).
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4.5 Conclusion

In this chapter, MIMO channel shortening by maximizing composite shortening

SNR is discussed. The extension to the MIMO ca.se is motivated by the simplicity

and good channel shortening performance of the MSSNR method for single chan-

nel. MIM0 MSSNR method achieves best channel shortening performance than

other MIMO TEQ design methods. Even MIMO MSSNR algorithm gives SINR

and bit rates comparable to MMSE method but at much less computational com-

plexity. The design is adaptable to arbitrary length TEQ as well. Experimental

results demonstrate superior performance of the algorithm.
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Chapter 5

Conclusion

5.1 Summary

Research and development is continuing to improve the performance of DMT

systems for current and future applications and standards. Improvement in TEQ

design methods has a potential to increase the achievable bit rates in DMT sys-

tems. Combining a TEQ with a guard period (cyelic prefix) is used to prevent

inter-symbol interference in DMT transceivers. The TEQ shortens the channel

to the length of the guard period so that two adjacent symbols do not interfere

with each other.

Many different TEQ design methods have been proposed. Among them, those

based on the Minimum lvlemI Squared Error (MMSE) are the most commonly

used in commercial ADSL modems [3]. MMSE design methods are relatively

easier to implement with adaptive algorithms and are efficient in the sense of

computational complexity. However, MMSE design methods and other reported

eigenfilter based methods are not optimal in the sense of maximizing channel

capacity as they exhibit spectral nulls in the frequency response, thus hinder

some potential sub carriers to carry bits. Hence, the main motivation of this

work was to design low complexity TEQ design methods which, along with good

channel shortening, do not exhibit spcctral attenuation and hence improve bit rate

performance. To develop a holistic view of different performance implications, a

concise literature survey of some eigenfilter based TEQ design methods were

presented along with their shortcomings. This engenders readers to comprehend

the claim on performance improvement by different proposed methods in the

following chapters.
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In Chapter 3, first, a generalization of minimum delay spread design method

[5J has been proposed which takes into account the noise observed in DMT sys-

tems. An iterative TEQ design method was presented which jointly minimize

delay spread of the channel and filtered noise at the output of the equalizer. To

attain overall cost function minimization, a trade-off parameter a was used which

ensured appropriate weight on delay spread minimization and filtered noise sup-

pression iteratively. Experimental results show that the method minimizcd delay

spread and noise in optimal sense when compared to other reported techniques.

Though delay spread observed is slightly less than that of [6]' but [6) docs not

consider channel noise. Hence, in practical sense, this slight trade-off can be

considered profitable with improved SNR and bit rate performance.

Then, to address the issue of spectral nulls in eigenfilter designs, an improved

eigenfiler method for TEQ design has been prescnted. A new objectivc function

was proposed which explicitly attempted to rcmove the spectral nulls in the frc-

quency response of the shortened channel. Apart from minimizing residual power

of SIR and filtered noise power, delay spread minimization of the desired portion

of SIR with respect to a suitable time reference were incorporated to ensure that

frequency response flattens to remove spectral nulls and hence allows to trans-

mit more data over the useful signal spectrum. Delay dependent matrices in

the proposed method could be updated for each transmission delay £> following

the guidelines of [26) which further reduces computational burden. A heuristic

choice of optimum transmission delay was proposed which not only allows solving

generalized EY problem only once for TEQ design but also yields profitable bit

rate performance. Both the proposed methods with and without heuristic choice

of delay perform satisfactorily in terms of bit rate which are evident from the

simulation rcsults.

Finally, an iterative MSSNR method has been proposed to improve the per-'

formance of the direct MSSNR method with reduced delay sensitivity. A step size

adaptive algorithm has been derived for faster convergence which can be incor-

porated to any eigenfilter based channel shortening method. TEQs designed by

iterative method tend to introduce less nulls in the shortened channel frequency

response. Thus, the proposed method entails significant bit rate improvement

along with other computational benefits.
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In Chapter 4, a MIMO TEQ design algorithm has been derived for cyclic-

prefixed block transmission systems. In literature, most of the TEQ design

methods proposed are for SISO channel. MIMO TEQ design has recently re"

ceived considerable attention. The proposed algorithm has been developed based

on maximizing energy within a window of the shortened channel. This method

basically extends popular low complexity MSSNR method for SISO channel to

MIMO case. Simulation results provided a comparative study of the method with

respect to equalization SNR, energy compaction ratio, signal to interfercnce ratio

and bit rate was presented with respect to MMSE based method.

5.2 Suggestions for future work

Although a large number cif publications has appeared on the topic of time do-

main equalizer design there is still room for innovation. This dissertation presents

several optimal time domain equalizers by t.aking into account avoidance of spec-

tral nulls, minimization of delay spread and suppression of filtered noise power

which performed well for tested ADSL CSA loops no. 1-8.

Most of the TEQ design methods depends on exhaustive search for finding

optimum translnission delay. In this regard) a heuristic choice of optimum trans-

mission delay is prcsented which, though performcd well, suffers slight perfor-

mance loss in bit rate. But, how to find optimum delay on concrete mathematical

or analytical basis is still an open problem. Derivation of optimum transmission

delay may vary for different TEQ design methods.

The development of the proposed mcthods assumes that channel state infor-

mation and noise statistics arc present in the receiver. However, in dynamic rapid

dispersive channels/environments, this assumption is far from ideal. Hence, blind

adaptivc channel shortening is of particular interest in this field. Recently, few

methods [32]' [33]' [34J has emerged in the literature that dealt with dynamic

channel. As CInerging wire line and wireless communication technologies tend to

utilize multiuser diversity, multiuser channel shortening [35) is also of utmost

importance to attain satisfactory QoS gain.

This dissertation did not include noisc sources such as far-end crosstalk (FEXT)

or near-cnd echo to the model of the sub channel SNR. Near-end echo from the

local transmitter is a powerful source of noise and it would be worthwhile to
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include it in future SNR models.

From the surveyed literature, it is seen that the methods applicable to a single-

input single-output TEQ design methods can be adapted to a MIMO system

approach. Single-input single-output MMSE method has an equivalent in the

multiple-input multiple-output approach. In Chapter 4, popular MSSNR method

has been extended to MlMO case,and it is possible that other methods such as

MOS, Min-lSI can be adapted as well.

While recent designs have focused on maximizing the bit rate for a given bit

error rate in the context of wireline multicarricr systems (such as OSL), wireless

multicarrier systems usually have a fixed bit loading, and the recciver perfor-

mance is measured in terms od bit error rate (BER) for a fixed bit rate. Only

one attempt has been reported so far [36) to design TEQ in the context of wire-

less OFOM systems to improve BER performance. Hence, low complexity TEQ

design to improve BER is of significant interest off late.

The simulation results presented in this dissertation treat the performance of

the time domain equalization mcthods in the downstream direction. Upstream

section is not simulated; however, it may be of interest to find if the perfor-

mance of the time domain equalization changes if duplex communication system

is incorporated in the simulation set up.
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Appendix A

Analysis of important equations

A.l Proof of equivalence of equation 4.12 and
4.13

(A.l)

Two. cost functions will lead to the same TEQ, except they might be different by

a scale factor. However, note that the matrix C is same for all delays, where as

the matrix B has to be recomputed for each delay. Thus, if we want to run the

design over useful range of delays, it is faster not to compute the matrix B. To

see the equivalence, we write the M88NR design as (for convenience, formulation

is shown for 8180 systems, which can be easily extended to IVIIMOsystems by

incorporating trace function as used in 4.12 and 4.13)

. wTAw
'\vopt = argl11111 TB

w \V w
wTBw

= argmax TA
w '\v 'v

As C = A + B, then

(A.3)

(A.2)

Wopt
wT(C - A)w

argmax
w wTAw

[
wTCw WTAW]

argmax TA - TAw w w w w
argmax [W1~CW- 1]

w w Aw
wTCw

argm;x \VT A\v
wTAw

argmin-T~-
w w Cw

Hence, computing C outside the loop over delays entails significant computational

savings. That way, computing A only, allows fewer additions/subtractions. The,
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resulting design may change by an amplitude scale factor from one line to the

next, but that does not affect the ratios of (wTBw/wT Aw) or (WTCW/WT Aw) ..

A.2 Decomposition of generalized EV problem
of equation 3.39

Y is a positive-definite ccntrosymmetrie matrix and can be decomposed by Cholesky

decomposition into

Y QAQT = (QVA)(VAQT)

(QVA)(QVAf = ylYyIYT (A.4)

where A is a diagonal matrix formed from the eigenvalues of Y, and the columns

of Q are the orthonormal eigenvectors. Define

(A.5)

Using a similar developmellt as in [4]' the optimal equalizer coefficients for a

particular ,6. can be given as

=T -1
We:. = (vY) lmin (A.G)

where lmin is the unit length eigenvector corresponding to the minimum eigenvalue

Amin of Z.
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Appendix B

Configuration of 8 CSA loop TP
channels

In this section, we characterize the TP channcls in terms of poles and zeros.

Shanks method [37]' [381is used to obtain the poles and zeros of the channels. The

channel configurations used for the testing of the ADSL system are investigated.

The poles and the zeros of the eight eSA loops which are the closest and

the second closest to the unit circle are listed in Table B.lo Pole # 1 (# 2) and

Zero # 1 (# 2) are the closest (second closest) poles and zeros, respectivcly. The

number in the parenthesis beside the complex numbers denotes the corresponding

magnitude. Table B.l shows that every eSA loop contains a pole which is close

to the unit circle, resulting in a long channel impulse response. Based on the

locations of poles and zeros in Table B.l, it can be concluded that the eSA

loops contain a unique dominant pole which is responsible for the long impulse

responses, but rarcly contain a zero close to the unit circle.

In Fig. B.l, configuration of 8 standard eSA loops are shown with bridge

taps at various length. The symbol x/26 means the length of x feet of the

bridged tap whose size is 26 American Wire Gauge (AvVG). Bridged taps refer

Table B.l: Dominant poles and zeros of 8 eSA loops

Zero # 2 (mag)
0

1 .963 .59Hj.402 (.719) .. 971 .69Hj.550(.885)
2 .964 .540:l:j.570 (.785) .75Hj.519 (.914) .885
3 .9G8 .695 .861 .859
4 .964 .763 .78Hj.429 (.891) .865
5 .967 -.G4Hj.479 (.80G) .838*P83 (.884) .875
6 .969 .641 -1.15Hj.l17 (.858) -1.1l5:1:j.3,17 (.857)
7 .9G8 .67Hj.363(.768) .791:l:jA59(.915) .904
8 .974 .723 -1. 152:1:j .094 (1.156) .904

Channel index I Pole # 1 I Pole # 2 (ma«) I Zero # 1 (mag)
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5900/26
tLoop I

700/26 650/26

3000126 700124 [ 350/24 I 3000126 ILoop 2

50124 50/24 50/24 100/24 50126

800/24

I
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I 800/26
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400126

Loop 4
550/26 I 6250/26

1200126

5800/26 150124 1200/26
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9000/26
Loop 6

10700124
Loop 7

12000/24
Loop S

Fig. B.1: Configuration of eight standard CSA loops. Numbers represent
length/thickness in feet per gauge. Vertical lines represent bridge taps.

to an unterminated connection of another local loop to a primary local loop,

forming a transmission line stub with adverse effects on the line impedance and

transfer function. Many loops contain bridged taps, whether in the local loop or

customcr premises wiring. A length change of the bridged taps alters spectral

null locations of the channel frequency response, but still results in moderate

depths of the spectral nulls. 'vVecan sec that the zeros of the channels remain

away from the unit circle via pole zero modeling of the channels. Therefore, it

can be said that the bridged taps in the CSA loops do not bring zeros close to

the unit circle [381.
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Appendix C

List of publications

Partial research results of this thesis work are presented in the following papers:

1. Toufiqul Islam and Md. Kamrul Hasan, "On MIMO channel shorten-

ing for cyclic-prefixed systems," accepted for presentation in IEEE Inter-

national Conference on WiTeless Communications, Networking and Mobile

Computing (WiCOM), China. October 2008.

2. Toufiqul Islam, Md. Shafi Al Bashar, Satya Prasad Majumder and Md.

Kamrul Hasan, "Improved eigenfilter design method for channel shortening

equalizers for DMT systems," submitted to IEEE Signal Processing Letters.

3. Toufiqul Islam, Satya Prasad Majumder and Md. Kamrul Hasan, "Noise

'\ optimized minimum delay spread equalizer design for DMT transceivers,"

--.......... accepted for presentation in International ConfeTence on Electrical and
"'-....~puter Engineering (ICECE), Dhaka. December 2008.

4. Md. Ariful Haque, Toufiqul Islam and Md. Kamrul Hasan, "Speech dere-

verberation in the noisy condition using delay-and-sum beamforming and

channel shortening approach," submitted to IEEE International Confer-

ence on Acoustics, Speech, and Signal Processing (ICASSP), Taiwan. April

2009.
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