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Abstract

Watermarking is' an effective tool for providing copyright protection to data such

as digital image, video and audio from illegal manipulations. Since accurate data

modeling is key to properly detect watermarks in images, blind watermark detec-

tion by statistics of the data has received lots of attention in recent past. Discrete

Cosine Transform (OCT) based watermark detection techniques are quite pop-

ular due to the use of OCT in various image and video processing standards.

Several OCT based statistical methods have been proposed in the literature for

watermark detection. However, these methods have drawbacks such as the in-

ability of the prior probability density function (pdf) to appropriately model the

OCT 'coefficients and lack of closed-form expression for the pdf. Recently, the

Symmetric Normal Inverse Gaussian (SNIG) pdf has been shown to be a highly

effective prior for modeling the OCT coefficients of digital images. The aim of

this thesis is to develop an efficient OCT based method for watermark detection

by using the SNIG pdf as the modeling prior. Analytical expression arc obtained

for the Bayesian log-likelihood ratio, and corresponding conditional mean and

variances. Extensive simulations are carried out to study the effectiveness of the

proposed method and compare it with that of the state-of-the-art methods. The

results show that the proposed method performs better than the other meth-

ods in terms of the associated probabilities of detection and false alarm, and

probability of detection for watermarks of varything strength. Finally, a study

is conducted to show that the SNIG pdf is equally effective for modeling video

OCT coefficients and thus has potential to be employed for developing an efficient

watermark detector for video data.
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Chapter 1

Introduction

1.1 Watermarking

Today, we live in an age of pervasive digital information technology that has

brought us high quality video compression, increasing network bandwidth and

accessibility, dense portable storage media (e.g. CD-R, DVD-R), and compound-

ing processing power on every desktop. The digitized multimedia documents are

not only easy to reproduce, but also can be quickly and massively transferred

across the internet. The ease of acquisition, storage, reproduction and distribu-

tion of digitized documents has crcated an urgent need for copyright enforcement

technologies that can protect copyright ownership of multimedia objects. Digital

image watermarking is one such technology that has been developed to protect

digital images from illegal manipulations.

Digital watermarking is a process that embeds an imperceptible and statisti-

cally undetectable signature to multimedia content (e.g. images, video and audio

sequences). The term 'watermark' stands for the hiding of some message or other

kind of information into an image. This information is called 'watermark' and the

image that hosts it is the 'cover image'. The embedded watermark may contain

certain information (signature, logo, ID number, etc.) associated exclusively to

the owner, distributor or the multimedia file itself. Therefore, watermarks can be

used to prevent illegal use, copy or manipulation of the cover image, as proof of

ownership or tampering and others. In this manner, the watermark travels with

the data, which thus remains protected until its intended receiver removes it. In

Fig. 1.1, a general watermarking scheme is shown to give an idea of the different

operations involved in the process.
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Fig. 1.1: General watermarking scheme

Like watermarking, there are some other traditional methods that has been

used as security application for data, i.e. the addition of access control head-

ers, cryptography and steganography. But, in these methods, once the copyright

control mechanisms are surmounted, the original data remains unprotected. Wa-

termarking differs from these data protecting mechanism in the way that, even

if the entire embedding algorithm is known to an attacker, its security depends

only on a secret key [1].

Considering the type of embedded content, two main types of watermarking

schemes exist. A watermarking system may embed a specific piece of information

in the data, such as identification numbers used for image tracking or classification

and for video distribution. In this case, the embedded watermark communicates a

message which must be extracted with accuracy. The other type of system, often

used in copyright-protection applications, embeds a watermark which modifies

the original data, but does not necessarily communicate a message. Hence, only

the presence of the watermark needs to be verified in order to determine whether

or not the data is protected.

Again, regarding the process of watermarking, current digital watermarking

techniques can be grouped into three major classes: spatial-domain, transform-

2
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domain and hybrid watermarking techniques [2]' [31. Commonly used transform-

domain techniques include the Discrete Wavelet Transform (DWT), the Discrete

Cosine Transform (DCT) and Discrete Fourier Transform (DFT).

Spatial domain techniques directly add the watermark to pixel values, which

allow to easily exploit the characteristics of the Human Visual System (HVS) for

better hiding the data.

Transformed domain techniques are also referred as frequency domain tech-

nique as they add the watermark to the coefficients of a full-frame transform

(DFT, DCT, Mellin, Radon, Fresnell) of the image. These do not allow to local-

ize precisely the watermarking disturb over the image, and thus make it difficult

to tune it to the HVS characteristics.

Finally, hybrid techniques (mainly using block-wise DCT, and wavelets) are

those working in a transformed domain, but without completely loosing spatial

localization.

The main strengths of spatial domain methods are that they are conceptu-

ally simple and have very low computational complexities. As a result they have

proven to be most attractive for watermarking applications where real-time per-

formance is a primary concern. But, compared to pixel domain techniques, trans-

form domain watermarking techniques proved to be more effective with respect to

achieving the imperceptibility and robustness requirements of digital watermark-

ing algorithms. Spatial domain watermarks exhibit some disadvantages not only

in terms of the trade-off between invisibility and robustness, but also for the fact

that a common piCture-cropping operation can eliminate the watermark [4]' [5].

Usually transformed domain techniques spreads the watermark over the whole

image, which makes them intrinsically more resistant to cropping than spatial do-

main techniques where resistance to cropping can only be granted by repeating

the watermark across the whole image [6]. Generally the main drawback of trans-

form domain methods is their higher computational requirement.

Hybrid techniques try to trade off between the advantages of spatial domain

techniques in the localization of the watermarking disturb, and the good resis-

tance to attacks of transformed domain techniques.

Invisible watermarking can be really useful in several areas of interest involving

digital images. Some important applications of watermark include fingerprinting,

3
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indexing, copyright protection and owner identification, broadcast monitoring,

copy protection, data authentication, covert communications, medical safety etc.

1.1.1 Properties of Watermark

The effectiveness of a digital watermarking method depends on some crucial fac-

tors, for example its imperceptibility, and robustness to common image manip-

ulations like compression, filtering, rotation, scaling cropping, collusion attacks

among many other digital signal processing operations.

The factors that must be considered in image or video watermarking are:

• Perceptual invisibility, i.e. how easily the watermark can be discerned by

the user. A watermark should not hurt the commercial or art value of the

host .

• Robustness, i.e. the resistance of the watermark to alterations of the original

content such as compression, filtering or cropping. A watermark should be

resistant to a variety of manipulations, either unintentional or malicious .

• Indelibility; the watermark must be difficult or even impossible to remove

by a hacker, at least without obviously degrading the original signal.

• Capacity, i,e. the amount of information that can be put into the watermark

and recovered without errors .

• Unambiguity, i.e. the owner should be identified unambiguously through

retrieval of the watermark, and the accuracy of identification should degrade

gracefully in the face of attack.

• Statistically undetectable, i.e. a pirate should not be able to detect the

watermark by comparing several watermarked signals belonging to the same

author.

• Trustworthy detection; the detection should be accurate and especially the

false-alarm rate should be very small.

• Computational efficiency; for various applications, realtime watermarking

is desirable.

4
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These factors axe inter-dependent; for example, increasing the capacity will

decrease the robustness and increase the visibility. Therefore, it is essential to

consider all these factors for a fair evaluation or compaxison of watermarking

algorithms.

1.2 Watermark Detection

The watermark detection method can take on different approaches depending on

the way the watermark is inserted, and the nature of the watermarking algorithm.

In some watermark recovery methods, a watermaxk can be extracted in its exact

form, which is usually referred as watermark extraction. In other cases, we can

only detect whether a specific given watermarking signal is present in an image,

which can be referred as watermark detection. Both of these approaches have

significant applications [7] , [81. For example in an image authentication appli-

cation, a robust hash function of the image is embedded as a watermark. Later,

this embedded hash value is extracted and compared against the computed hash

value to assert whether an image is authentic or has been significantly modified.

In contrast, for a broadcast monitoring application, a monitoring station is placed

by a news agency in the broadcast region of each local station. This monitor-

ing station continually examines local broadcast content for clips that contain

the specific watermark of the news agency. Presence of a watermark indicates

that its content was aired by the local station and for which charges would be

due. Here, the monitoring station need only detect the presence of a watermark.

There are no information bits that need to be extracted from the watermarked

content [71 , [8].
Watermark detection is a typical binary hypothesis testing problem to decide

whether the watermark is present or not . An important issue concerning wa-

termark recovery (detection or extraction) techniques is the availability of the

original data. Regarding this issue, there are two basic approaches for watermark

detection: Non-blind and blind detection.

Non-blind Detection

Here, watermark recovery is facilitated when the host data is available, since one

can then detect any distortions in the data and invert them to accurately recover

5



the hidden signal.

Blind Detection

In blind decoding the decoder does not need the original image or any information

derived from it, to recover the watcrmark. These methods usually employs only

the secret key to perform detection process.

Although non-blind decoding is beneficial to some extent in terms of robust-

ness, it is not desirable in many cases, where the availability of the original data

can not be granted [1]. It is important in many practical applications such as

data monitoring or tracking on the Internet, where the access to original data is

not possible; or database watermarking, where the storage and retrieval in a huge

database might become a heavy burden. Moreover, in many multimedia settings,

e.g., in video watermarking, the use of the host data is impractical because of

its large volume. This is why most current watermark detection methods aim to

extract the watermark without use of the original host signal, using the secret

key only [1]' [91.

1.3 Motivation

The focus of this thesis is on the problem of watermark detection in digital im-

ages, i.e., the problem of verifying whether the image is watermarked or not. As

the principal aim of all data protecting scheme is to identify whether the docu-

ment has been corrupted by an attacker or not, watermark detection can serve this

purpose adequately without the consideration of watermark extraction. Although

there have been many watermark detectors designed so far [1]' [7]' [10]' [11]' there

is still demand for the development of efficient and effective detectors. This the-

sis considers transform domain watermarking as it is inherently more resistant

and effective than spatial domain techniques [31. Among the different transform

domain methods, DCT-based watermark embedding and detection is the classic

and still most popular approach. This work addresses watermarking in the DCT

domain, since it leads to better implementation compatibility with popular com-

pression standards (JPEG/MPEG) widcly used in commercial application. The

new wavelet-based JPEG-2000 image compression standard has received so far

only very limited endorsement from digital camera manufacturers and software

6



developers. As a matter of fact, the classic JPEG still dominates the consumer

market and the near-totality of pictures circulated on the internet is compressed

using this old standard. Moreover, the Block-DCT is the workhorse on which

even the latest MPEG video coding standards rely upon. There are no con-

vincing indicators suggesting that the current trend is about to change any time

soon.

Statistical methods incorporate the image statistics which perform signifi-

cantly better than Gaussian-correlator or spatial domain methods. Several DCT

domain statistical image data models are proposed in the literature [1]' [12 -

16]. Most of these methods suffer from the inability of prior pdfs in capturing

the image statistics appropriately and lack of elosed- form expression of the pdfs.

There is still demand for an accurate and effective data model. In this thesis, a

symmetric normal inverse Gaussian (SNIG) pdf modeling of the DCT coefficients

for developing an efficient watermark detection method. The use of SNIG pdf is

motivated from [17] where it is reported to be a highly effective prior for mod-

eling the DCT coefficients of natural images. As the accuracy of data modeling

directly affects the detector performance, the SNIG-based detector is more likely

to perform better than the other pdf-based detectors. Rigorous mathematical

analysis for different hypotheses and extensive simulation results would corrobo-

rate the superiority of SNIG pdf based watermark detector. Furthermore, there

is motivation to explore the suitability of SNIG pdf for modeling video DCT co-

efficients, given its potential in developing efficient watermark detector for video

data.

1.4 Objectives

Our thesis has some definite objectives and potential scope in data protection

field which may be stated as the following:

1. To develop an effective statistical watermark detector for digital images

using Symmetric Normal Inverse Gaussian (SNIG) model. The image data

would be first modeled by SNIG distribution and then applied for designing

the detector.

2. To investigate the performance of the SNIG model based watermark detec-

7



tor. The performance will be analyzed by relating the probability of detec-

tion to the probability of false alarm for watermarks of different strength.

3. To study the effectiveness of using the SNIG pdf in modeling digital video

data to find its potential in developing efficient watermark detector for

video.

1.5 Organization of the Thesis

This thesis consists of five chapters. Following introduction in Chapter 1, a brief

review of the state-of-the-art watermark detectors are discussed in Chapter 2.

After reviewing watermark embedding rules, various detection methods reported

in the literature are described. In Chapter 3, the proposed watermark detector

with its mathematical framework is presented. Tho performance analysis of the

detector is shown in terms of Receiver Operating Characteristic (ROC) curves

and relation between detection probability and watermark strength. Chapter 4

presents a study on the effectiveness of the SNIG pdf in modeling video data in

the DCT domain. Finally, in Chapter 5, a summary of the thesis work is given

and some suggestions about the futuro scope of this work is provided.
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Chapter 2

Watermark Generation and
Detection Methods

2.1 Introduction

Before presenting the proposed statistical watermark detector me, an overview

of the previous work in this field is provided in this chapter. The chapter begins

with a closer look at the state of the art practices in digital watcrmarking of

visual data, and then particular attention is paid to watermark recovery as it has

significant impact on the final reliability of the whole watermarking system.

2.2 Watermark Embedding

Watermark embedding is the first step to be considered when a watermarking

system is designed. Traditionally, the choice of a particular embedding strategy

was driven by perceptual considerations. It has been demonstrated that, the

choice of the embedding rule can be effectively made in such a way to optimize

the performance of the watermark recovery step [18]' [191.

Once the host features are chosen, the embedding rule is specified. Commonly,

watermarks are embedded in an additive or multiplicative manner. For additive

one,

(2.1)

where, Xi is the ith component of the original feature vector, mi the ith sample

of the watermark, I is a parameter controlling the watermark strength, and Yi is

the ith component of the watermarked feature vector; and for the multiplicative

9
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one,

(2.2)

where, the symbols have the same meaning as in equation (2.1). Additive wa-

termarks are mainly used in spatial and hybrid techniques, while multiplicative

watermarks are often found in transform domain techniques.

2.2.1 Perceptual Hiding

The merits of perceptual hiding is two-fold: on one side perceptual considerations

allow to better hide the watermark, thus making it less perceivable to the eye,

on the other side they allow the use of the highest possible watermark strength,

thus positively influencing the performance of the watermark recovery step.

In watermark embedding, properties of the human visual system (HVS) must

be taken into account to guarantee imperceptibility of the hidden signal. The

area of the image where the eye is less sensitive to noise, in fact, are suitable

.to heavy watermark embedding. The following principles can be followed in this

regard:

1. the eye is more sensitive to noise in uniform areas than in highly textured

ones,

2. the eye is more sensitive to noise around edges than in highly textured

areas, and

3. the eye is less sensitive to noise in extremely dark and bright regions.

In spatial domain watermarking, visual masking is achieved by simply weight-

ing [20] each sample of the watermark vector by a value depending on the local

characteristics of the image. The weights are obtained by using the principles

outlined above.

In blockwise OCT-based hybrid techniques, the well known Just Noticeable

Distortion (JNO) values, derived from the literature on compression algorithms,

can be used for weighting the watermark coefficients [21].

For wavelet based algorithms, similar weighting maps can be used. The maps

can either depend solely on the particular embedding sub-band [211 or, more

effectively, also on local image characteristics [221.
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Transformed domain techniques require a more complicated treatment [231.

Their peculiarity is that they spread the watermark uniformly all over the image,

i.e., the same watermark cnergy is added to the areas were the eye is more sensitive

to noise and to those were it is less sensitive. In order to exploit the iso-frequency

masking effect, the multiplicative embedding rule is preferred.

2.3 Watermark Recovery

Recovery (detection/extraction) of the watermark is an integral part of water-

marking scheme, and undoubtedly it is vitally important to perform the recov-

ering procedure with a high degree of reliability in all practical applications. No

need to say, then, that the watermark decoder must be carefully designed in or-

der to extract from data as much information as possible. Of course, watermark

recovery can not leave out of consideration the embedding rule used to insert

the watermark within the host data. Some state of art methods for watermark

recovery process are briefly reviewed in [3]. They fall into two broad classes:

Correlation-based recovery and Data-model-based optimum recovery.

2.3.1 Correlation-based Recovery

Although correlation-based recovery is the most common solution in the water-

mark detection problem, it does not lead to optimum performance, unless the

embedding rule is additive and the host features are normally distributed [3].

The correlator is not optimal for non-Gaussian data, especially those of a more

impulsive nature, as high-magnitude data values cause its performance to dete-

riorate significantly [24]. The correlation detectors are optimal only in the case

of data that follow the Gaussian statistics. But, the important coefficients of an

image, which correspond to the low and mid frequencies, do not follow a Gaus-

sian distribution [12]. Following such a consideration, some optimum recovery

schemes have been proposed in the last couple of years, leading to a consider-

able improvement of performance. Nevertheless, motivations exist that make

correlation- based recovery worth attention.

First, correlation-based recovery is usually much simpler in implementation

than optimum recovery [21]' [18]' and it is sometimes preferred when fast decoding

is a crucial requirement. In addition, correlation decoding makes it feasible the

11



exhaustive search of the watermark in presence of some kinds of geometrical

distortions. Let us consider, for example, the case of a watermark embedded

in the spatial domain, and let us suppose that the image has been shifted. To

recover the watermark one should consider all possible horizontal and vertical

shifts, which is a very time-consuming procedure. By noting that such a process

corresponds to the correlation between the host image and the watermark, a faster

algorithm is obtained by operating in the frequency domain, where correlation

corresponds to coefficient wise multiplication.

Another reason not to abandon correlation-based recovery, is that the struc-

ture of optimum decoders is usually derived under a set of assumptions that only

rarely arc satisfied, e.g. absence of attacks and exact knowledge of the pdf of host

features. It is necessary, then, that the real effectiveness of optimum techniques

be tested experimentally. As in this thesis, the primary concern is watermark

detection, not extraction, it focuses on the detection only in this section.

In general, watermark detection is a typical binary hypothesis testing problem.

Given an observation variable r, a decision rule is defined to decide whether the

watermark is present (hypothesis HI) or not (hypothesis Ha). In correlation-based

detection the observation variable is the correlation p between the watermark and

the host features:

1 n
p = - LmiYin

i=l

(2.3)

To decide whether the watermark is present or not, p is compared to a thresh-

old Tp- Several approaches exist to set Tp. A possibility consists in choosing Tp

in such a way that the probability of error Pe is minimised, under the assumption

that p follows a Gaussian pdf.

A drawback with the choice of Tp is that it does not take into account possible

attacks, whose main effect is to lower p, thus increasing the probability of missing

the watermark (PM)' On the contrary, the false alarm probability (PF ) is not

affected by attacks.

A solution leading to a considerable improvement in term of robustness con-

sists in minimising PM subject to a fixed false detection rate, i.e. to usc as low

a threshold as possible constrained to a maximum PF (Neyman-Pearson crite-

rion) [25].
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Another advantage of choosing Tp according to the Neyman-Pearson criterion

is that in this way the decoder does not need to know the watermark strength, only

the statistics conditioned to hypothesis Ho are needed, which can be estimated

directly on the image under analysis, without any knowledge about thc watermark

energy [22]' [25]' [261.

2.3.2 Data-madel-based Optimum Recovery

Driven by the need to improve the reliability of watermark recovery, some op-

timum algorithms have been proposed recently [10]' [27]' [11]' [28]' [29]. The
benefits achievable through optimum decoding are more evident in cases where

the deviation form the AWGN assumption is stronger, e.g. when the embedding

rule is not additive and the host features are not Gaussian [28]. Though recovery

algorithm comprises both detection and extraction of watermark, due to the same

reason as stated before, here only the optimum detection is reviewed.

Optimum detection techniques may differ from one to another depending upon

a number of factors such as the embedding rule, the pdf of host features, and the

optimality criterion. Here also, we need to look for a criterion that permits to

distinguish between Ho and H,. In [28]' De Rosa et al. derive the optimum

decoder for a multiplicative/additive watermark embedded in the magnitude of

OFT coefficients according to the rule

(2.4)

where, the watermark mi is uniformly distributed in [-1,1]. Two major deviations

from the AWGN assumptions are present here: the watermark is not additive,

and the pdf of host features is not Gaussian.

In [28]' the authors assume that the magnitude of OFT coefficients is charac-

terized by a Weibull distribution. By following Bayes theory of detection, it first

demonstrated that the likelihood ratio,

l(y) =
f(yIH,)
f(yIHo)

(2.5)

is the optimum decision function, in that it permits to minimize the Bayes risk

associated to the decision.

A drawback with the optimum detection strategy proposed by De Rosa et al.

is that the watermark strength I must be known in advance. This forces the
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encoder to always use the same "I, thus preventing the possibility of adapting it

to the image at hand.

Hernandez in [10]proposed the design of a statistical watermark detector that

models the DCT coefficients by the commonly used Generalized Gaussian (GG)

distribution [1]' [34]. Here, optimum detection is applied to an additive water-

mark embedded in the block-DCT domain. The Bayes detection theory is applied

here to obtain the optimum decision rule. The resulting dctector structure based

on this modelled to considerable improvements when compared to the correlation

receiver. The reason behind the improvement obtained by modeling DCT coef-

ficients through the generalized Gaussian instead of the standard Gaussian pdf

(which would lead to correlation detection)is the fact that, the generalized Gaus-

sian distribution provides a better model for the low and mid-frequency DCT

coefficients [10]' [12]' [30]' as its tails decay at a slower rate.

The blind watermark detector proposed by Briassouli et. al. in [1]' is spe-

cially designed for a-stable pdf. Actually, the detector in [1] is based on Cauchy

distribution which is a closed form expression of the symmetric a-stable (SaS)

family of distributions. Cauchy-based detectors and estimators were shown to be

particularly robust in heavy-tailed environments even under signal mismatch, in

contrary to traditional detectors [15]' [16]. The likelihood ratio is used here as

the decision function.

Although the a-stable pdf, proposed in [1]' proves to be more appropriate

model for the DCT coefficients than the others (Laplacian, generalized Gaus-

sian), it does not have a closed-form expression, making the parameter estimation

complicated especially from noisy data [17]. In fact, in [1]' the authors use the

Cauchy PDF, a special case of the a-stable PDF in developing the watermarking

system. Obviously, a more desirable approach would be to employ a generalized

PDF with a closed-form expression in developing an image processing system.

In [31]' Laplacian model has been used for watermark detection for image

in DWT domain. Here, the detection is performed by maximum-likelihood al-

gorithm whereby the decision threshold is obtained using the Neyman-Pearson

criterion. The Laplacian model exhibits better performance than that of the

Gaussian-based detector.

Though not used particularly for watermark detection, some other data mod-
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els have been used in literature for different purposes related to watermarking

system, such as, denoising the attack on image watermarking. In [32]' Bessel

K Form prior is used for the development of a maximum a posterior (MAP)

Bayesian denoiser in wavelet-domain, which resulted in improved visual quality

of the attacked image and a better PSNR.

An approach proposed by Oostveen et al. [29] does not use the likelihood

ratio as decision function. Given the additive/multiplicative embedding rule in

(2.2), and under the assumption that the watermark is a known, binary valued

sequence, an ML estimation of the watermark strength I is performed. The

estimate is compared to a threshold computed according to the Neyman-Pearson

optimality criterion. However, this approach leads to sub-optimum detection.

2.4 Conclusion

This chapter provides an overview of different watermark detection schemes,

and different evaluation criteria used for designing these detectors. First, wa-

termark embedding rule is overviewed. Of different watermark recovery schemes,

data model based detection techniques generally performs better than correlation

based detector. Several data model based detectors are reviewed and their scopes

and limitations arc investigated.
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Chapter 3

Development of SNIG-based
VVatermark Detector

3.1 Introduction

Due to huge application in information security and data encryption, watermark-

ing has been the benchmark protective technique used in images over last decade.

As presented in Chapter 2, data model based detector performs better than cor-

relation based detectors for blind image processing system. This chapter presents

a robust SNIG based blind watermark detector for still images. From the state of

art data models it has been observed that, SNIG model provides fairly satisfying

goodness of fit for most images. Before the employment of SNIG prior for detec-

tion, the estimation of the SNIG parameters by minimizing the Kullback-Leibler

(KL) divergence are achieved [17].

In this chapter, at first image data modeling using different priors is presented.

This is done with an aim to verify the superiority of SNIG prior to other ones

in image data modeling. After that, an embedding process of DCT-based image

watermarking is provided. The detector using SNIG prior is developed in the later

section. Last of all, an analysis of the performance of the proposed watermark

detector in terms of the associated probabilities of detection and false alarm are

presented and then the performance of the proposed scheme is compared with

that of other state of art watermark detectors.
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3.2 DCT-domain Image Data Models For Opti-
mum Detection

In order to verify the existence of a watermark using a optimum recovery scheme,

based on the statistical properties of the given data, one must design a binary

hypothesis test where the two hypotheses concern the existence or not of a known

signal in a given image. Obviously, such a structure will lead to reliable detection

results if the data, i.e., the low and mid frequency DCT coefficients, are modeled

as accurately as possible [1]. It is well known from the relevant literature that the

low and mid-frequency image DCT coefficients, which carry most of the image

information, are not adequately modeled by the Gaussian distribution [12]' [33]'

[34]. The pdfs of these coefficients bear a similarity to the Gaussian model as

they remain bell-shaped, but their tails are significantly heavier [30].

A number of pdfs have been proposed in the literature for modeling the DCT

coefficients that include the Laplacian, generalized Gaussian (GG), alpha-stable

and generalized gamma pdfs [1]' [30]' [34]' [35]' [361. In this section, an overview

of some models used in literature for DCT-domain image data is provided. For

modeling of the DCT coefficients of digital images, each image can be considered

as a 2-D sequence. The DCT of a 2-D data F(x, y) of size N x N is given by

G( ) - B B [(2X + 1)U1r] [(2Y + I)V7f]
U,V - u vcos 2N cos 2N (3.1)

where, Bu is yll/N and yl2/N, for U = 0 and U > 0, respectively. Similar

conditions hold for Bv. In this thesis, both full frame and blocks of size 8 x 8 are

used. The block-DCT coefficients with index (u, v) are denoted as Cu•v.

3.2.1 Laplacian Modeling of DCT Coefficients

The Laplacian pdf is given by

(3.2)

where, /l = mean(x), (32 = 2/var(x). The drawback of the Laplacian PDF is

its inability to capture the tail information. As shown in [13]' the Laplacian

distribution is inadequate for the heavier tailed samples, because its tails decay

at a fast exponential rate [1].
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3.2.2 Generalized Gaussian Modeling of DCT Coefficients

In [34]' a generalized Gaussian (GG) pdf is shown to be a better model than

the Laplacian one. The generalized Gaussian distribution, characterized by the

parameter c and thc standard deviation of the data cr, has the following PDF:

Ix (x) = Aexp( -,6lx _ piC) (3.3)

The parameters A and ,6 can be expressed in terms of c and cr respectively as the

following:

,6 (3.4)

A =
,6c
2r(~)"

(3.5)

Coefficients at high frequencies are better approximated by a Gaussian distribu-

tion and sometimes by a Laplacian distribution [31]. Note that the Gaussian and

Laplacian pdfs are two special cases of the GG pdf. The suitability of the GG pdf

in modeling the DCT coefficients is further illustrated in [35] through a detailed

mathematical analysis.

3.2.3 Alpha-stable Modeling of DCT Coefficients

In [1]' a symmetric alpha stable (SaS) family of distributions is proposed for the

modeling of th~ heavy-tailed DCT coefficients. It reports alpha stable model has

been successful in modeling heavy-tailed data in various applications [37]' such

as underwater acoustic signals, clutter returns in radar, financial data, internet

traffic, as well as transform domain image or audio signals [38], [14].

The SaS distribution can be best described by its characteristic function,

(3.6)

which is parameterized by the location parameter 8, the scale parameter 'Y,known

as the dispersion, and the characteristic exponent a.
Closed-form expressions exist for the pdf of random variables only for a = 2

and a = 1, which correspond to the Gaussian and Cauchy distributions, respec-

tively. The density function of the Cauchy distribution is given in closed form by
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fx(x) =

the expression;

1 'Y
7"'12 + (x - 0)2

where, 'Yis the data dispersion and 0 is the location parameter.

(3.7)

3.2.4 Symmetric Normal Inverse Gaussian (SNIG) Mod-
eling of DCT Coefficients

In [17]' another model using the SNIG pdf is proposed as a highly suitable prior

for modeling the OCT coefficients of natural images. The SNIG pdf is expressed

as,

where,

and

Px(x)
A( 0, Oi)K, (OiY 02 + x2)

yp + x2
(3.8)

(3.9)

OOiA(o, Oi) = -exp(oOi)
7f

(3.10)

(3.11)

K), (I;) is the modified Bessel function of order A. The Oi parameter controls the

steepness of the distribution in that the larger the values of Oi, the higher the peak

of the pdf. The increase in the value of Oi has also implications for the tails, since

with a sharper peak, the tails would become lighter. The other parameter, 0,

defines the scale of the pdf and is similar to the variance parameter of a Gaussian

pdf. Fig. 3.1 shows the variation in the shape of the SNIG distribution for various

values of Oi.

In order to employ the SNIG pdf for modeling, it is essential that the SNIG

parameters are estimated from the data being modeled. In this paper, a tech-

nique, based on minimizing the KL (Kullback-Leibler) divergence between the

SNIG pdf and the empirical pdf corresponding to the data, is introduced to es-

timate the SNIG parameters. The KL divergence, also known as the relative

entropy, is given by

J (Pemp(X))KL(Pemp,P) = Pemp(x)log2 P(x) dx

where, P and Pemp represent the SNIG and empirical pdfs, respectively [39].
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Fig. 3.1: The effect of changing a on the shape of the SNIG pdf. The value of <5
is set to 1. The vertical axis is log-normalized.

SNIG Parameter Estimation

The parameters of the SNIG pdf are estimated from the DCT coefficients by

minimizing the KL divergence between the SNIG pdf and the empirical PDF

corresponding to the data. The KL divergence, also known as the relative entropy,

is given by

J Pemp(x) )KL(Pemp,P) = Pemp(x)log2 P(x) dx (3.12

where, P and Pemp represent the SNIG and empirical pdfs, respectively [39].

Minimizing the KL divergence is equivalent to maximizing the log-likelihood,

since the latter is a negative of the sum of the KL divergence and the data

entropy [39]' and thus can be expected to provide unbiased estimation of the

parameters asymptotically. The parameters of the SNIG pdf are obtained as

(3.13)

where, X; denotes the center values of the bins of a Nh-point histogram corre-

sponding to the data, the minimization being carried out using the NeIder-Mead

direct search technique.
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Fig. 3.2: Plot of the empirical, SNIG, GG, Cauchy, Laplacian and BKF pdfs
corresponding to full-frame DCT coefficients.

The SNIG pdf, proposed in [17]' shows better characterization of the DCT

coefficients of some natural image data, when compared to Laplacian, Bessel-

K form (BKF), generalized Gaussian (GG), and alpha-stable (Cauchy) models.

This is demonstrated in Fig. 3.2.

From the amplitude probability distribution (APD) curves (Fig. 3.2), it has

been shown that the SNIG pdf is a better model in comparison to the GG, a-

stable and Laplacian pdfs for modeling the full-frame DCT coefficients of natural

images. As for modeling the block-DCT coefficients, the SNIG pdf has been

shown to be more effective than the GG, BKF and Laplacian pdfs, and as good

as the a-stable pdf, while incurring much less computational cost for parameter
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estimation.

As SNIG pdf fits as a better model for OCT coefficients of digital images, it

bears lots of promises to yield a better optimal detector. In this thesis work, SNIG

modeling for OCT coeeficients is used to develop the watermark detector. The

performance of the SNIG-based detector and its comparison with other detectors

is elaborately demonstrated in the following sections.

3.3 Watermark Generation for Still Images

In this section, a brief description of spread spectrum (SS) watermarking in the

OCT domain for still images similar to one in [10] is presented. Many water-

marking systems are based on additive spread spectrum (SS) ideas [40]' [41]'

which are inspired by the spread spectrum modulation schemes used in digital

communications in jamming environments [18]' [42]. The role of the jammer in

the watermarking problem is assumed by the cover signal (additive noise) and

by an attacker who may try to destroy or extract the embedded watermark [43]'

while the watermark is the hidden information signal [I]. An advantage of SS

techniques which has made them attractive for information hiding is the ability

to reliably transmit signals at low power, which results in a low probability of

intercept (1PI) [44]' [33]. During watermark embedding, we have considered the

properties of the human visual system (HVS) to ensure imperceptibility of the

hidden signal.

3.3.1 Watermark Embedding

Fig. 3.4 shows general OCT based model for watermark embedding. An image

in the spatial domain with Nj x N2 pixels is represented here as a discrete 2-

o sequence x[n] and its OCT transform as X[k], where the indices in boldface

typesetting is used to represent the corresponding two-dimensional (2-D) indices,

Le., n = [n1, n2] for the spatial domain and k = [k1, k2] for the OCT domain.

The watermark can be considered as a 2-D OCT signal W[k]' which is added to

the OCT coefficients giving the watermarked image Y[k].
The discrete cosine transform can be applied either to the entire image or in

blocks as in the JPEG standard [45]' [46]. Block-wise OCT is faster in application

than the full-image OCT. Specifically, the application of the OCT in 8 x 8 blocks
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Fig. 3.4: Block diagram for DCT-based watermark embedding

of the image leads to 64 DCT coefficients which can be zigzag scanned and thus

arranged in order of decreasing importance. The first coefficients are of the main

interest as they correspond to the low and mid frequencies that carry the most

information about the image. By applying the blockwise DCT, these coefficients

can be extracted from each block and then their statistical distribution can be

estimated, which is essential in the design of the detection system [1]. In this

thesis, simulated results for both full frame image and blockwise DCT application

are incorporated.

The hidden message M can be mapped by an encoder to a N-dimensional

codeword vector b. It results in an expansion process during which every element

of the codeword vector bi is repeated in a different set Si of DCT coefficients, cov-

ering the entire image. This repetition introduces a certain degree of redundancy

in the watermark, which increases its robustness. As this thesis concerns with

watermark detection, there is no hidden message M, so for this case, b[k] = b = 1.

In order to generate a direct SS modulated watermark, the signal (b = 1)

resulting from the above expansion process is multiplied with an appropriate 2-

D pseudorandom sequence (PRS) s[k], which depends on a secret key K. This

key corresponds to the legal owner of the watermarked document and without

it the generation of the watermark at the receiver is impossible. In order to
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increase the robustness, the PRS should have a white-noise like properties. It

takes values (+1,-1), whose mean is zero and the autocorrelation approximately

equal to Kronecker delta function.

In order that the watermark signal can have maximum strength (for providing

a robust system) at the same time ensuring the invisibility of the alteration intro-

duced to the image, the spread signal is multiplied by a visual mask which takes

into account the properties of the human visual system (HVS). In this work, ~

has been used as the visual mask to obtain the watermark signal as W[k] = ~s[kl.

Following the method depicted in [47]' the parameter ~ has been selected in

such a way that each coefficient has the same level of watermark-to-document

ratio (WDR) defined as,

WDR = 10log (:t) = 10log (;~) (3.14)

where, ".~ is the variance of the embedded watermark. Last of all, the resulting

watermark W[kJ is added to the original DCT coefficients X[k], giving the water-

marked signal Y[k] = X[k] +W[k]. The watermark can be retrieved only if one

uses a copy of the pseudorandom sequence s[k] that can be reproduced only if one

knows the entire procedure through which it is generated and the cryptographic

key that was used as its seed. As a .result, an attacker will not be able to extract

the watermark without knowledge of the secret key, even if the entire watermark

generation and embedding procedure is known.

A number of test images have been used in this thesis to embed with water-

mark of different strengths. Lower values of WDR corresponds to weaker and

more invisible watermark.

This thesis does not take into account of any geometric attacks. Although this

watermark has not been specifically designed to resist geometric attacks, the high

degree of redundancy, that it has achieved through the spreading of information

over the entire image, enhances its chances of survival from such attacks.

3.4 Watermark Detection

3.4.1 Detection Based on Hypothesis Testing

Watermark detection are often looked at as a communications problem related to

the reliable transmission and detection of a weak signal through a noisy channel
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[10]' [18]' where the signal and the noise, in our case, are represented by the

watermark and the host data, respectively. Fig. 3.5 shows the block diagram of

OCT based watermark detection scheme used in this thesis. Thus, the watermark

detection problem, i.e, the verification of the existence of W[k] in the given signal

Y[k] can be formulated as a binary hypothesis test where the two hypotheses

concern the existence of a watermark. This technique is blind since the detection

is performed without knowledge of the original, unwatermarked data X[k]. The

two hypotheses for the test can be written as follows:

Ho :Y[k]

HI: Y[k] =

X[k]

X[k]+W[k]

(3.15)

(3.16)

An optimal watermark detector aims at finding whether or not there is a

watermark in the received image Y[k], based on the statistical properties of the

image X[k] and its watermark W[kJ. Generally, it is assumed that the pdf of the

original coefficients does not change with the embedding of the watermark [1]'

because, the watermarked image coefficients should have a distribution similar to

that of the host in order to keep perceptual similarity with it.

The pdfs of the image and its watermark can be accurately approximated

from the given data, if the data has been modeled by an appropriate statistical

distribution. The watermark detector bases its decision on a ratio test, that can

be formulated as follows:

A(Y) zZ: r]'

26

(3.17)



Here, the likelihood ratio A(Y) and the threshold 1)' are defined as [47]'

and

A(Y) = f(YIHd
f(YIHo)

(3.18)

(3.19)

where Cta and Cm are the costs of false alarm and missdeteetion, respectively,

and Pr(Ho) and Pr(Hd are the probabilities of null and alternative hypotheses,

respectively.

In practice, the log-likelihood ratio is usually preferred to perform hypothe-

sis testing using N DCT coefficients which can be treated as independent and

identically distributed (i.i.d.) random variables, since the DCT approximates the

Karhunen-Love (KL) transform [241.The Bayesian log-likelihood ratio is simply

defined as the natural logarithm of the likelihood ratio, Z(Y) = In(A(Y)) , so the

decision rule can be rewritten as,

Z(Y) = I (f(YIHd)
n f(YIHo)

I (ITk f(Y[kJ1H1))

n ITk f(Y[kJIHo)

LIn (f(Y[kJ1Hl))
k f(Y[kIIHo)

"'I (fx(Y[k] - W[k])) >-H,
L.: n fx(Y[k]) 'C:.Ho 1).

(3.20)

(3.21 )

The threshold 1) can be determined by the Neyman Pearson (NP) criterion, which

minimizes the probability of missing a watermark for a bounded false alarm prob-

ability Pta. The resulting test guarantees that the power of the test, i.e., the prob-

ability of detection, will be maximized for a predetermined false alarm [24]' [33).

3.4.2 The Proposed SNIG Watermark Detector

It is evident from the previous section that, a statistical watermark detector

based on binary hypothesis test can result in authentic detection only if the DCT

coefficients of the image data are modeled accurately. The greater the accuracy of

the pdf of the image data incorporated in the detector, the higher the reliability

of detection of the watermark at a predefined false alarm rate.
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Being inspired by the performance of SNIG pdf in modeling data, a blind

watermark detector using this pdf is devised in this section. As mentioned in the

previous section, the SNIG pdf is expressed as,

where,

Ix (x) =
A( b, oo)K, (oovW+ x2)

Vb2 + x2
(3.22)

and

boo
A(b, oo) = - exp(boo)

1r

Here, oothe steepness controlling parameter, and b scaling parameter of the pdf.

Therefore, for the SNIG watermark detector, the log-likelihood ratio given in

(3.20) can be expressed as,

try)

3.4.3 Performance Analysis of SNIG Watermark Detector

The performance of the conventional gaussian correlator can be measured in terms

of the detection and error probabilities, both for the maximum likelihood (ML)

and the Neyman-Pearson (NPl detectors [331. The goal of an ML detector is

to maximize the detection probability by minimizing the error probability. The

error probability incorporates both the probabilities of missdetection and false

alarm by the following relation,

Perr Pmi.,.,Pr(H,) + PjaPr(Ho)
1 1
2Pmis., + 2Pja

(3.24)

As in (3.24) it is generally held that, missdetection and false alarm are equiprob-

able, i.e., Pr(Ho) = Pr(H,) = 1/2.
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(3.25)

This model has adopted the N-P criterion for the detection of watermark,

where the detection probability is maximized for a given false alarm probability.

Now, it is possible to analyze the performance of the detector from the receiver

operating characteristic (ROC) curves which plots PdetVs,Pfa. Simulation results

are included for different levels of watermark strength (WDR).

Evaluation of ROC requires estimation of the mean and the variance of the

log-likelihood ratio under Ho and H, conditions. Let us denote the mean and

the variance under hypothesis Ho as rno and "5 respectively, and the same under

hypothesis H, as rn, and ,,; respectively.

The pseudorandom sequence (PRS) s[kJ that we have considered in our design

can take the values (+1,-1) equiprobably, so the watermark added to the image

coefficients can either be +~or -~ having a equal probability of 1/2. Therefore,

using (3.23) the mean of l(Y) under Ho condition can be written as,

rno = Ew[l(Y)IHoJ
1 1

= "2~[lnfx(X[k]-~) -lnfx(X[k])] +"2 ~[lnfx(X[k] +~) -lnfx(X[kJ)]

1
= "2 Liln fx(X[kJ - ~) + In fx(X[kJ +~)]- LIn fx(X[k])

k k

= ~L [In K,(avP + (X[k]- ~)2) + In K,(av82 + (X[k] + ~)2)]
2 k V82 + (X[k] - 02 v82 + (X[k] +~)2

L K,(av82 +X21k])
- In-~===~-

k V82 + X2[kJ

Here, Ewl.] is the expectation operator on W[kJ. The variance of l(Y) under Ho

condition can be obtained as,

(3.26)
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Here,

Ew[I(Y)IHaf = ~ [~)nfx(X[k] -~) - ;;=In fx(X[k])f

+ ~ [;;=In fx(X[k] H) - ;;=In fx(X [k])f

= ~ [Lin K1(avP + (X[k]- ~J2) LIn K1(av,J2 + X2[k])] 2
2 k Vb2 + (X[k]- ~)2 k Vb2 + X2[k]

+ ~ [~In K1(avb2 + (X[k] + 02) _ ~In K1(avb2 + X2[k])] 2
2 L,: Vb2 + (X[k] HJ2 L,: Vb2 + X2[k]

(3.27)

So, from (3.26) and (3.27), it follows that,

,,-2= ~ [L In K1(avb2 + (X[k] - ~)2) Lin K1(avb2 + X2[k])] 2
a 2 k Vb2+(X[k]-~J2 k Vb2+ X2[k]

+ ~ [Lin K1(avb2 + (X[k] + ~J2) _ Lin K1(avb2 + X2[k])] 2 _ m2
2 k Vb2 + (X[k] + ~J2 k Vb2 + X2[k] a

(3.28)

After replacing the expression of ma from (3.25), and a little calculation, finally

it can be written that,

Lin K1(avb2 + (X[k] HJ2)] 2
k vb2 + (X[k] - ~)2

(3.29)

In the similar way, the mean of the log-likelihood function, I(Y), under HI con-

dition can be obtained as,

ml = Ew[I(Y)IHd
1 . 1

= 2 L[lnfx(X[k]) -lnfx(X[kJ H)] + 2 L[lnfx(X[k]) -lnfx(X[k] - ~)]
k k

= ~L [-In K1(avb2 + (X[k]- ~J2) In K1(avb2 + (X[k] + ~)2)]
2 k Vb2 + (X[k] - 02 vb2 + (X[k] H)2

+ ~ In K1(avb2 + X2[k])
L,: Vb2 + X2[k]

= -mo,
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and

,,; = Ew[I(Y)IHI]2 - m;
=~ [2:: In KI(o:.JJ2 +X2[kJ) _ 2::lnKI(o:.JJ2 + (X[k] +02)]2

2 k .JJ2 + X2[kJ k .JJ2 + (X[k] + ~)2

+ ~ [2:: In KI(a.JJ2 + X2[kJ) _ 2:: In KI(a.JJ2 + (X[k] - ~)2)] 2_ m2
2 k .JJ2+X2[k] k .JJ2+(X[k]-~)2 I

= ~ [2:: In KI(o:.JJ2 + (X[k] - ~)2) 2:: In KI(a.JJ2 + (X[k] + ~)2)] 2
4 k .JJ2 + (X[k]-~)2 k .JJ2 + (X[k] -~)2

= "6 (3.31)

As long as blind watermark detection is concerned, one can consider the two

occurrences, Ho and HI, equally probable, I.e., Pr(Ho) = Pr(HI). In that case,

from the estimated values of the mean and variance of the conditionall(Y), the

probabilities of false alarm and detection can be calculated as,

(3.32)

where, Q(u) = ~er fc(u/V2). For a predetermined Pta, the threshold for the

detector output decision can be calculated as,

(3.33)

and the corresponding detection probability as,

(3.34)

By predefining this threshold, one can find the relation between Pta and Pdet,

which leads to the receiver operating characteristic (ROC). For a certain value of

Pta, the higher the value of Pdet, the better is the performance of the watermark

detector.

For a blind watermark detector, the mean and the variance of the conditional

log-likelihood function are estimated from the received image. From (3.25)-(3.31)

one can see that, the mean and the variance of I(Y) on both the conditions (Ho

and HJl depend on parameters of the SNIG pdf, namely, a and J. Since, in case
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of blind detection, while estimating the parameters we have no idea whether the

received image contains a watermark or not, it is necessary that the watermark

embedding does not change these parameters significantly [47].

During data modeling and watermark embedding, it requires to determine the

values of the SNIG pdf parameters, a and 0, for both the marked and unmarked

images. These values have been for a number of 512 x 512 and some 256 x 256

grayscale images varying the watermark strength to a considerable range, which

are shown in Table 3.1. It is verified from the data in the table that, the deviation

between the parameters of the SNIG pdf for marked and unmarked images are

negligible. So, one can say that, it is justified to use the SNIG pdf for estimating

the values of mo, "6, ml, and "f of the watermark detector from any received

image, without considering whether it is watermarked or not.

3.5 Experimental Results

For a reliable measurement of the performance of the proposed watermark detec-

tor, simulations are performed on a large number of images. The performance

of the proposed SNIG detector with that of other detectors, based on different

pdfs, i.e., Laplacian [30]' BKF [48]' generalized Gaussian [34]' and alpha-stable [1]

distributions are compared. First, results of the detector performance in terms of

the receiver operating characteristics (ROC) and then the detection probability

of each detector for varying strength of invisible watermark are presented.

Here in this section, simulation results of nine grayscale images, namely,

Barbara, Lena, Boat, Paolina, Bird, Cameraman, House, Goldhill and Mandrill

are given. Some of them are shown in Fig. 3.6. The simulation results here tes-

tifies SNIG detector as a better one than the other state of art detectors.
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Table 3.1: Parameters of the SNIG pdf estimated from the DCT coefficients of
the marked and unmarked images.

Barbara
Unmarked I Marked (WDR -.OdB) Marked (WDR -SOdB)

a 8 I a I 8 a I 8
0.0010 6.0728 I 0.0010 I 6.0737 0.0010 I 6.0729

Lena
Unmarked I Marked (WDR-~40dB) I Marked (WDR __ SOdB)

a I 6 I a I 8 a I 8
0.0010 4.4585 I 0.0010 I 4.4592 0,0010 I 4.4586

Boat
Unmarked I Marked (WDR--40dB) Marked (WDR--50dB)

a 8 I a I 8 a I 6
0,0009 5.2396 I 0.0009 I 5.2402 0.0009 I 5.2397

Paolina
Unmarked I Marked (WDR __ 40dB) Marked (WDR __ 50dB)

a 6 I a I 8 a I 8
0.0009 6.2984 I 0,0009 I 6.2994 0.0009 I 6.2985

Bird
Unmarked I Marked (WDR--40dB) Marked (WDR--50dB)

Q 8 I Q I 6 Q I 8
0,0014 6.2983 I 0.0014 I 6.2993 0,0014 I 6.2984

Cameraman
Unmarked I Marked (WDR -.OdB) Marked (WDR -SOdB)

a 8 I a I 8 a 6
0.0013 9.2012 I 0.0013 I 9.2020 0.0013 9,2010

Goldhill
Unmarked I Marked (WDR -.OdB) Marked (WDR -SOdB)
Q I 8 I a I 8 a 8

0.0010 I 6.1326 I 0.0010 I 6.1335 I 0.0010 I 6.1327
House

Unmarked I Marked (WDR -.OdB) Marked (WDR -SOdB)
a I 6 I a I 8 a 8

0.0013 I 6.9805 I 0.0013 I 6.9816 0.0013 6.9806
Mandrill

Unmarked I Marked (WDR -.OdB) Marked (WDR -SOdB)
Q I J I a I 8 a 8

0.0007 I 14.7782 I 0.0007 I 14.7806 1-0.0007 14.7784

3.5.1 Detector Performance in Terms of Receiver Oper-
ating Characteristic (ROC) Curves

The theoretical ROC curves are derived for the Laplacian, generalized Gaussian,

BKF, Cauchy and the proposed SNIG detector using (3.25), (3.29), (3_30), (3.31)

and (3_34), respectively. The probability of false alarm PIa is set to the range

10-3 to 1. As the watermark has been embedded both in full frame and in 8 x 8

blocks, the ROC curves are obtained for both the cases. For full frame images,

the ROC curves are drawn keeping the WDR at as -40dB and -50dB. For 8 x 8

block images, the ROC curves are shown for different coefficients with WDR

= -40dB.

In Figs. (3.7-3.14), it is clear that for most of the full frame images the

SNIG detector gives higher Pdet for a given PIa compared to other detectors_ In
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(b) lena

L

(e) Bird

(e) Cameraman

(dl Boat

(f) HOU2

Fig. 3.6: Some of the test images used for watermarking.
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case of Barbara, Lena and Paalina, the Pd" values of the proposed detector is

significantly better than the others.

In Figs. (3.15- 3.18), different methods are compared for four test images

watermarked in 8 x 8 blocks. Here, it is also evident that the SNIG detector

performs better. Especially for Barbara and Bird, the differences in Pd" values

are clearly distinguishable.

3.5.2 Detector Performance in Terms of Varying Strength
of Watermark

The performance of the SNIG detection scheme is also compared with others when

watermarks of varying strength are embedded in a given set of OCT coefficients.

For this purpose, WOR is measured using (3.14). Watermarks of varying strength

W[kJ are embedded in the OCT coefficients, leading to different values of <7;:" and

corresponding WOR. As the value of WOR is increased it results in stronger

watermark and also becomes more visible (Fig. 3.19). While the watermark

strength is increased the properties of the HVS is taken into account, in order to

ensure invisibility. However, its power can be decreased to the point where it is

still detectable.

The detector performance is studied for images watermarked both in full frame

and blocks. It is clear from Figs. (3.20-3.28) that in almost all the images, the

SNIG detector exhibits better performance than the others as it shows higher

value of detection probability for a wide range of WOR. The probability of false

alarm is kept at 0.01 while WOR is varied between -30 dB to -60 dB.

It should be noted that, among the full frame watermarked images, SNIG

shows significant better performance specially in case of Barbara and Paalina.

But in case of Galdhill, the Pdet value of SNIG detector falls for higher values

of WOR, which indicates that, for strong watermark the performance of SNIG

detector degrades. However, it performs better for low WOR, i.e. weaker and

more invisible watermark which is the more desired condition.

3.6 Conclusion

In this chapter, the proposed watermark detector is developed based on SNIG

prior. Before developing the detector, a brief overview of the statistical models
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used in literature for image data modeling is provided. Then the watermark em-

bedding and detection algorithm is discussed with detailed mathematical frame-

work.

After development of the detector, its performance is evaluated and compared

with other state of art detectors in terms of ROC and for different watermark

strength. The better performance of SNIG detector is verified through the simu-

lation results.
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Fig. 3.7: Receiver Operating Characteristic curve for 'Barbara' (watermarked in
full-frame) with (a) WDR= -40 dB, (b) WDR= -50 dB
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Fig. 3.8: Receiver Operating Characteristic curve for 'Lena' (watermarked in
full-frame) with (a) WDR= -40 dB, (b) WDR= -50 dB
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Fig. 3.9: Receiver Operating Characteristic curve for 'Bird' (watermarked in full-
frame) with (a) WDR= -40 dB, (b) WDR= -50 dB
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Fig. 3.10: Receiver Operating Characteristic curve for 'Boat' (watermarked in
full-frame) with (a) WDR= -40 dB, (b) WDR= -50 dB
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Fig. 3.11: Receiver Operating Characteristic curve for 'Cameraman' (water-
marked in full-frame) with (a) WDR= -40 dB, (b) WDR= -50 dB
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Fig. 3.13: Receiver Operating Characteristic curve for 'Mandrill' (watermarked
in full-frame) with (a) WDR= -40 dB, (b) WDR= -50 dB
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Fig. 3.14: Receiver Operating Characteristic curve for 'Paolina' (watermarked in
full-frame) with (a) WDR= -40 dB, (b) WDR= -50 dB
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(a) ROC with WOR=40dB for 7th coefficient
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Fig. 3.15: Receiver Operating Characteristic curve for 'Barbara' (watermarked
in 8 x 8 blocks) with WDR= -40 dB for (a) 7th and (b) 24th coefficients
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(a) ROC withWDR= - 40dB for 13th coefficient
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Fig. 3.16: Receiver Operating Characteristic curve for 'Lena' (watermarked in
8 x 8 blocks) with WDR= -40 dB for (a) 13th and (b) 24th coefficients
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(a) ROC with WDR= • 40dB for 15th coefficient
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Fig. 3.17: Receiver Operating Characteristic curve for 'Bird' (watermarked in
8 x 8 blocks) with WDR= -40 dB for (a) 15th and (b) 30th coefficients

47



(a) ROC with WDR= - 40dB for 13th coefficient
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Fig. 3.18: Receiver Operating Characteristic curve for 'Boat' (watermarked in
8 x 8 blocks) with WDR= -40 dB for (a) 13th and (b) 24th coefficients
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(a) Original Image

(e) Watermarked:WDR= • 35 dB

(b) Watermarked:WDR= -20 dB

(d) Watermarked:WOR=. 50 dB

Fig. 3.19: The test image Goldhill in original and watermarked form. Watermark
strength is varied with (b) WDR=-20dB, (e) WDR=-35dB, and (d) WDR=-
50dB.
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Fig. 3.20: Probability of detection for varying strength of watermark (embedded
in fullframe) with the false alarm probability set to Pja = 10-2 for test images
(a) Barbara, (b) Lena.
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(a) Bird
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Fig. 3.21: Probability of detection for varying strength of watermark (embedded
in fullframe) with the false alarm probability set to Pia = 10-2 for test images
(a) Bird, (b) Boat.
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Fig. 3.22: Probability of detection for varying strength of watermark (embedded
in fullframe) with the false alarm probability set to Pia = 10-2 for test images
(a) Cameraman, (b) Goldhill.
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Fig. 3.23: Probability of detection for varying strength of watermark (embedded
in fullframe) with the false alarm probability set to Pia = 10-2 for test images
(a) House, (b) Mandrill.

53



Paolina
0.4

0.35

0.3

0.25

0;
02"0

Cl.

0.15

0.1

0.05

0
-43 -42 -41 -40 -39

WDR (dB)

__ SNG

-- Laplacian
--GG
- - BKF

----- Cauchy

-38 -37

Fig. 3.24: Probability of detection for varying strength of watermark (embedded
in fullframe) with the false alarm probability set to Pta = 10-2 for test image
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Fig. 3.25: Probability of detection for varying strength of watermark (embedded
in 8X8 blocks) for (a) 7th and (b) 20th coefficients of Barbara. The false alarm
probability set to Pta = 10-2
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Fig. 3.26: Probability of detection for varying strength of watermark (embedded
in 8 x 8 blocks) for (a) 13th and (b) 24th coefficients of Lena. The false alarm
probability set to Pta = 10-2
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Fig. 3.27: Probability of detection for varying strength of watermark (embedded
in 8 x 8 blocks) for (a) 24th and (b) 30th coefficients of Bird. The false alarm
probability set to PIa = 10-2
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(a) 15th coefficient of Boat
0.012

0.01

0.008

1i>
0..-c 0.006

__ SNG

-- Laplaci31
--GG
. _. - BKF

---- Cauchy

o
-50 -49 -48 -47

WDR
-46 -45 -44

0.012

0.01

0.008

0.004

0.002

(b) 24th coefficient of Boat

__ SNG

-- Laplacian
--GG
. - - BKF

---- Cauchy

o
-50 -49 -48 -47

_=*-:: ..
-46 -45

WDR
-44 -43

Fig. 3.28: Probability of detection for varying strength of watermark (embedded
in 8 x 8 blocks) for (a) 15th and (b) 24th coefficients of Boat. The false alarm
probability set to Pta = 10-2
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Chapter 4

SNIG-based Model for Video
DCT Coefficients

4.1 Introduction

The use of digital video is widespread now-a-days ranging from entertainment to

medical applications. Various algorithms have been developed in recent times for

the storage, transmission and analysis of digital video. Practical video process-

ing techniques often use the discrete cosine transform (DCT) due to its excellent

signal decorrelation property, thus enabling the representation of the signal in-

formation in terms of as few coefficients as possible, and availability of fast DCT

algorithms for real time implementations [49]. For example, in MPEG-2, one of

the most commonly used video coding standard, the DCT is employed for intra-

frame compression. Each video frame is divided into 8 x 8 blocks and subsequently

the blocks are subjected to the DCT. Since, the DCT has the ability to compact

the signal energy into a few coefficients, most of the DCT coefficients of an image

block are small and can be quantized to zero. Thus, the intra-frame signal in-

formation can be stored by using a small number of coefficients. The inter-frame

information can also be decomposed using the DCT and the corresponding coeffi-

cients subsequently compressed as the intra-frame coefficients [50]. However, for

efficient quantization of the DCT coefficients, it is necessary to know about the

statistics of these coefficients. More specifically, the quantization step size and

the corresponding decision levels can be efficiently designed by incorporating the

probability distribution of these coefficients in the integrals for obtaining these

values. For this purpose, it is essential to assume a certain pdf to model the

DCT coefficients. Therefore, as it was in the case of image watermarking, the
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knowledge about the distribution of the OCT coefficients might also be useful for

designing video watermarking, since each frame can be considered as an individ-

ual image and one can exploit it to spread the hidden message in a robust and

efficient manner in the frames [27].

In this chapter, the SNIG pdf is employed for modeling the OCT coefficients

corresponding to the digital video frames. The parameters of the SNIG pdf

are obtained by minimizing the Kullback-Leibler (KL) divergence [39] between

the SNIG PDF and that corresponding to the OCT coefficients. Monte Carlo

simulations are carried out to study the efficiency of the parameter estimation

technique. The effectiveness of the SNIG pdf in modeling the OCT coefficients of

video frames is investigated through extensive simulations using various standard

digital videos. Both block- and full-frame OCT coefficients are utilized in the

simulations. The description of SNIG pdf is given in Chapter 3, so not repeated

here.

4.2 Modeling of the DCT Coefficients

In this section, the modeling of the OCT coefficients of digital video is dis-

cussed [51]. Experiments are conducted using the OCT coefficients of various

standard video sequences to study the goodness-of-fit of the SNIG pdf. To make

sure that the findings of the experiments are general enough, video sequences

with different characteristics such as high motion and low motion are used. The

video sequences are collected from the website of the Center for Image Processing

Research, Rensselaer Polytechnic Institute.

(http://www .cipr. rpLed u/ resource/sequences / index.html).

Fig. 4.1 shows sample frames of some of the video sequences used in the

experiments. For a particular video sequence, the distributions of the block-OCT

coefficients of the corresponding frames are fitted with the SNIG, Laplacian, GG

and Bessel K form (BKF) [48] pdfs. The parameters of the GG and BKF pdfs

are obtained using the methods described in [52] and [48]' respectively. The

method in [52] is used for estimating the GG parameters due to its ability to

provide estimates that are about as good as the maximum-likelihood ones, while

incurring a considerably less computational complexity [52]. For a particular

frame of a video sequence, the goodness-of-fit of the various pdfs are compared
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ones more closely than the other pdfs.. ,~
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Fig. 4.2: Plot of the values of the K-S distance for various block-DCT coefficients
of the Miss America video sequence: (a) COl, (b) ClO, (c) C22, and (d) Cso. Plots
of the Laplacian, SNIG, GG and BKF PDFs are shown using red, green, blue
and magenta colored lines.

Experiments have also been carried out using the full-frame DCT coefficients

of various video sequences. Figs. 4.6 and 4.7 show the plots of K-S distances

for various pdfs for the Miss America, Salesman, Tennis, Football, Garden and

Susie video sequences. It is observed from these figures that the values of the K-S

distance corresponding to the SNIG pdf is smaller than those of the other pdfs for

different frames, thus indicating its superiority in modeling the full-frame DCT
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Fig. 4.3: Plot of the values of the K-S distance for various block-DOT coefficients
of the Salesman: (a) COl, (b) ClD, (c) C22 and (d) C50, Plots of the Laplacian,
SNIG, GG and BKF PDFs are shown using red, green, blue and magenta colored
lines.
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Fig. 4.4: Plot of the values of the K-S distance for various block-DCT coefficients
of the Tennis: (a) COl> (b) C1O, (c) C22 and (d) C50• Plots of the Laplacian,
SNIG, GG and BKF pdfs are shown using red, green, blue and magenta colored
lines.
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Fig. 4.5: Plots of the empirical, SNIG, Laplacian, GG and BKF pdfs for the COl

block-DCT coefficients of the Tennis video sequence. (a) 25th frame, (b) 85th
frame and (c) I05th frame. Plots of the Laplacian, SNIG, GG and BKF pdfs are
shown using red, green, blue and magenta colored lines.
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Chapter 5

Conclusions

5.1 Summary

Watermarking is one of the most prominent technique of today in data protection

schemes. Continuous research is going on for the development of more robust

watermark generator and more effective watermark detector. As the performance

of a watermark detector depends on the accuracy of the data model used in

detector design, experiments are also going on in this regard. In this thesis,

a novel watermark detector has been developed for digital images using SNIG

model.

Different types of watermark detectors have been proposed so far in literature.

Frequency domain detectors is the most popular and common among the existing

detectors. Considering the wide range of commercial application, DCT domain

is chosen for the detector developed in this thesis.

The development SNIG watermark detector has been presented in Chapter 3.

First the accuracy of the SNIG model is verified through experimental modeling

of the data of some natural images. The result demonstrates that this model

describes the image data with more perfection than the other statistical models

(Laplacian, generalized Gaussian, Bessel-K and Cauchy).Therefore, it is evident

that the SNIG model more accurately describes the DCT coefficients of interest.

After data modeling, a mathematical structure for development of the SNIG

detector has been presented. The blind detector design is based on binary hy-

pothesis test. After developing the detector, its performance is analyzed with

that of other detectors. The images that have been used for test are embedded

with watermark both in full frame and in blocks. The detector performance is
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first compared in terms of the corresponding ROC curves. For most of the natural

images, SNIG shows higher detection probability for a given value of false alarm

probability, which indicates better performance. Then, the performance is evalu-

ated for a wide range of watermark strength variation. The watermark power is

controlled by varying the value of WDR. The lower value of WDR corresponds

to weaker and more invisible watermarks. Here also, the SNIG detector proves to

be better detector even in case of weaker watermarks. The overall result verifies

the improved performance of the SNIG detector than the others.

In Chapter 4, the application of the SNIG model has been demonstrated for

digital video. The results prove SNIG as a highly suitable prior for modeling the

intra- frame DCT coefficients. Here, the performance of video data modeling of

the SNIG prior is compared with that of the Laplacian, GG and BKF pdfs. The

lower values of the K-S distance corresponding to the SNIG PDF compared to

those of the other pdfs for different frames suggests SNIG as more suitable prior

for modeling the DCT coefficients of digital video sequences.

5.2 Suggestions for Future Work

From the work presented in Chapter 4 it is evident that, the SNIG distribution

exhibits superiority in data modeling not only for still images, but also in case of

video sequences. Since the performance a certain pdf in data coefficient modeling

directly relates to the performance of the watermark detector based on that pdf,

it can be suggested that, SNIG will work as a better watermark detector for

digital video also. Besides, this dissertation did not include quantization attack

after watermarking the images. The performance of the SNIG detector can be

further analyzed with several kinds of attacks taken into account.

Last of all, research can be continued for the design of a watermark decoder

based on the SNIG modeling of the DCT coefficients. This decoder could be

incorporated as the second part of a watermark verification and extraction system

that also includes a watermark detector. Taking the improved performance of the

proposed SNIG detector into consideration, such a decoder is also expected to

give good results. This may consequently lead to the design of an integrated

watermark verification and extraction system with better performance than the

existing schemes of today.
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