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Abstract

This thesis presents a novel Sparse Representation-based Classifier (SRC) that

provides superior performance in terms of high Area Under the roc Curve (AUC)

in classifying benign and malignant lesions of breasts captured in ultrasound images.

Although such a classifier was initially proposed for face recognition, the use of this

has been proposed in medical diagnosis from ultrasonic images in this dissertation

for the first time. The classifier is based on `1-norm based sparse representation of

a patient’s test data in terms of linear combination of the features of the benign and

malignant test lesions available in the training set. The proposed classifier uses an

index called Sparsity Rank (SR) for the classification obtained from the normalized

energy of the weights as a linear combination of the global sparse representation

of the ultrasound images of the training set. The performance of the classifier is

further enhanced to a great extent by two ways; first, by the use of a method that

intelligently combines the features extracted from the multiple ultrasound scan of

the same patient, and the second, by using the reduced feature set. The combining

principle of the multiple data scans is based on averaging of the SRs of all the scans.

The near-to-optimal feature set is obtained by a suboptimal strategy to evade

the time exhaustive brute force approach that has a combinatorial search space.

vi
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With all the enhancements an AUC of 0.9754 has been achieved, when training and

testing sets are chosen by leave-one-out approach from the data set.
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Chapter 1

Introduction

1.1 Brief Description of the Problem

The average age of the human life has been extended to 80 years in the developed

countries and around 60 years in the developing countries [1]. This is mainly due

to the advancement of medical science and engineering. The major reasons for

death have been shifted toward the cardiovascular diseases and cancers from the

earlier reasons of airborne and direct-contact infectious diseases [1], [2]. Among

various cancers, breast cancer is the second most lethal one among women after

lung cancer [2]. However, early detection of it reduces the risk of death to a great

extent.

Ultrasound image or mammogram of the breast can effectively be used for early

detection of cancer by CAD. This thesis attempts to identify a breast tumor to

have benign or malignant masses using a labeled database of ultrasound images.

1
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1.2 The Global Burden of Breast Cancer

The global burden of cancer continues to increase both in developed and developing

countries [3], [4]. The present world faces a death from cancer out of every eight

deaths [2]. Breast cancer is the most common cancer among females [4], and the

most lethal cancer only second to lung cancer [2]. Nevertheless, death rates for

breast cancer have decreased steadily for the last 25 years.

The decrease in death from breast cancer has been possible due to, among various

factors, early detection of the malignant neoplasms responsible for the cancer.

Studies have shown that early detection through mammography can be attributed

to saving lives by increasing options. However, being cost prohibitive, this approach

is not feasible in most economically developing countries [5]. A recent survey of

cancer survival rates indicates substantially lower survival rates in Africa, India,

and the Philippines than in China, South Korea, and Singapore [4].

The traditional approach of diagnosing a tumor involves performing biopsies of

a sample of the identified tumor. However, 65% to 85% biopsy operations turn

out to be unnecessary due to the low specificity of mammography. It is even

less sensitive for young women due to their radiologically dense breasts, though

tumors tend to grow faster in younger estrogen-rich women, and statistics show that

these women constitute 40% of all patients undergoing screening mammography.

These unnecessary biopsies not only increase the cost, but also make the patients

suffer from anxiety and put both the patients and the radiologists under risk of

the radiation of mammography [6]. High health-care cost, minor risk and patient

anxiety arisen from these unneeded biopsies warrant the development of alternative
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technology and quantitative, reproducible and expertise-independent classification

algorithms to supplement the biopsy results.

1.3 The Role of Breast Ultrasound

Breast ultrasound (BUS) has been proven superior to the mammography in the

following respects:

1. Being not radioactive, ultrasound makes it safer and more convenient for

patients for frequent screening than mammography.

2. Being cheaper, ultrasound is especially fit for the developing countries,

allowing feasible treatment to a large number of patients.

3. BUS exhibits higher sensitivity for detecting tumors in dense breasts, making

it more valuable than mammography for younger women.

4. BUS exhibits higher specificity implying lower False Positive Rate (FPR),

consequently avoiding a large number of biopsies. The accuracy of BUS

imaging in diagnosing a simple cyst can reach 90% to 100%.

All these facts have made Food and Drug Administration (FDA) recently approve

the use of BUS imaging techniques in addition to mammography for women with

dense breast tissue.

Conventional ultrasound images can display most breast cancers, including more

than 90% of invasive ductal carcinomas. To improve the accuracy of diagnosis

from BUS images, The American College of Radiology (ACR) developed a lexicon
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of features named BI-RADS describing how the breast lesions appear in an

ultrasonogram or a mammogram. The lexicon lists six possible outcomes, ranging

from Category 1 to Category 6.

This thesis attempts to identify each breast lesion into either benign or malignant.

1.4 Ultrasound Imaging

Ultrasound imaging is a widely used modality for diagnostic applications. Currently,

approximately 20 percent of all medical images are made with ultrasound, and

the proportion is reported to be increasing [7]. Ultrasound is a type of mechanical

wave named acoustic oscillation. The name arises from the operating frequency of

ultrasound being beyond the upper limit of human hearing. The propagation of

ultrasound through a medium is attributed to the oscillation of particles around

their mean position in an elastic medium due to intra-particle forces, which can be

described by the wave equation. As the ultrasound travels through human tissues,

reflection occurs at the discontinuity of the mechanical characteristics. It is the

variation among tissue types in terms of their ability to reflect ultrasound that

makes it possible to interpret their presence and difference in the reflected signal.

In other words, the variation among tissue types becomes visible in the received

ultrasound image.



5

1.5 Use of Computer-Aided Diagnosis

Ultrasonography is much more operator-dependent than mammography, and

requires interpretation of an expert radiologist, yet suffers from a high inter-observer

variation rate. Computer-Aided Diagnosis (CAD) can play a supplementary role in

this issue by helping radiologists in detecting and diagnosing breast cancer. The

main motivation behind the use of CAD is to reduce or completely eliminate the

dependency on the subjective judgement of the radiologist on the presence and the

diagnosis of the breast lesion for its state of being benign or malignant. This can

only happen when CAD becomes consistent in giving the correct diagnosis decision

always. Technically, this implies that a classifier should have the zero false negative

fraction, i.e., 100% True Positive Rate (TPR) or sensitivity in order to avoid any

case that would mistakenly diagnose a cancerous lesion as benign to the effect that

the patient eventually risks his life for such wrong diagnosis. Table 1.1 presents

different parameters used in quantifying the performance of a classifier used for

medical diagnosis.

1.6 Performance Criterion of a Classifier

Improving TPR is as important as improving FPR from a scientific point of view.

Usually attempting to increase TPR results in an increase of FPR, implying that

TPR can be traded off for FPR. A Receiver Operating Characteristic (ROC) curve

succinctly represents the simultaneous variation of TPR and FPR in the same plot.

Figure 1.1 shows several ROC curves for different hypothetical classifiers. For
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Table 1.1: Highlights of the various parameters associated with the performance of a CAD

for classification of lesions into benign and malignant masses.

True Condition

Malignant (Pos) Benign (Neg)

Test Outcome
Malignant (Y ) TP FP

Benign (N) FN TN

where

Condition Positive = Pos

Condition Negative = Neg

True Positive = TP

False Positive = FP

True Positive Rate (TPR) or Sensitivity =
TP

Pos

False Positive Rate (FPR) or 1− Specificity =
FP

Neg

Accuracy =
TP + TN

Pos+Neg

Positive Predictive Value (PPV) =
TP

Y

Negative Predictive Value (NPV) =
TN

N

Precision =
TP

Y

Recall =
TP

Pos

F -measure =
2

1
Precision + 1

Recall
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Figure 1.1: Selection of operating points in ROC of a realistic classifier used in medical

diagnosis: ‘A’ is a point in an ideal classifier, whereas ‘B’, ‘C’, ‘D’ and ‘E’ are

the points in realistic classifiers.

an ideal classifier the ROC curve has 100% Area Under the roc Curve (AUC).

However, a real classifier’s AUC falls below that. One logical question arises where

the operating point on ROC should be chosen. This depends on the application, e.g.,

medical diagnosis or radar detection, related with the ROC. In cancer diagnosis

in the breast, the operating point needs to be chosen so that TPR or sensitivity is

100% even at the cost of high FPR or 1− specificity and thus the overall accuracy.

However, such high value of FPR implies false cases diagnosed as cancerous and

this ultimately would require the biopsy procedure to rule out if the case is false.

Therefore, to reduce the cost of biopsy a good classifier needs to have an operating

point that would rule out any false negative case as well as false positive case. In

other words, the accuracy of the classifier needs to be close to 100%. In the presence

of such classifier only the cases diagnosed as malignant would be forwarded for the
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biopsy. Thus, such reduction of the number of biopsy will reduce the monitory

involvement and the use of the other resources of the patients and the relevant

authorities. For a realistic classifier employed for cancer diagnostic, it needs to

operate at the point of ROC curve where sensitivity is 100% and 1− specificity is

minimum.

The point ‘A’ in Figure 1.1 denotes the operating point of an ideal classifier that

represents 100% TPR with 0% FPR, i.e., 100% accuracy, thus lies on an ideal ROC

curve with a perfect AUC of 1. A random classifier, i.e., one that classifies randomly,

would form a diagonal line as a ROC curve with an AUC of 0.5. Points ‘B’, ‘C’,

‘D’ and ‘E’ shows the operating points for more realistic classifiers. While points

‘B’ and ‘D’ are the operating points that may correspond to the highest accuracy

rate, points ‘C’ and ‘E’ need to be chosen as operating points for the realistic

classifiers that correspond to 100% TPR with the minimum FPR. The closer the

point ‘C’ or ‘E’ towards ‘A’, the better the classifier. For example, point ‘C’ lies

on a better classifier compared to point ‘E’. In this work, an enhanced classifier

based on Sparse Representation-based Classifier (SRC) is presented that provides

us near-to-ideal operating points in the ROC curve with an AUC of 0.9754.

1.7 Challenges

A basic difference between the problem of classifying a biometric class, e.g., face

recognition, and that of classifying a disease group, e.g., tumor classification, is the

nature of the classes themselves. For example, each class in face recognition refers

to a particular person, whose data samples, i.e., images inherently contain a good
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deal of overlapping information resulting in redundancy. On the contrary, each

class in tumor classification refers to a particular tumor type, but not a particular

patient or even a particular tumor, thus de-emphasizing the effect of inclusion of

redundancy. Specifically, a test sample in face recognition is ideally to be matched

against the training samples of the same person, whilst a test sample in tumor

classification is ideally to be matched against the training samples of the same type

rather than the same tumor. Repeated scanning of the same lesion may enable

us to exploit the inherent redundancy of the data by providing a complementary

view.

Furthermore, ultrasonogram itself is a noisy process in that it not only measures

tissue variations but also includes a portion of noisy signals due to the fact that,

unlike other popular medical imaging modalities, ultrasonic images are degraded

by speckle noise [7]. For example, for fully developed speckle, scatter density is

greater than 5 per wavelength, resulting in a very low value of Signal to Noise

Ratio (SNR) of 1.91.

1.8 State of the Art

Since CAD tools allow for investigating abnormal features that may otherwise be

invisible on the screening image, several groups have worked on developing CAD

tools to aid in automating the diagnosis of tumor lesions.

Tan et. al. worked on classifying breast tumors from Automated 3-D Breast

Ultrasound Imaging instead of the traditional 2-D ultrasound, since spiculation, an
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important characteristic of malignant tumors, is either absent or not clearly visible

in 2-D ultrasound, but captured in coronal planes parallel to the transducer. They

applied Support Vector Machine (SVM) by selecting a radial basis function as the

kernel to classify a labeled database of 88 patients. With all features included, the

resulting ROC gives an AUC of 0.93 [8].

Shankar et. al. utilized statistical parameters to diagnose breast tumors from

ultrasound images. Non-Rayleigh distribution of the envelope of the backscattered

echo from ultrasonogram had been shown to be useful in characterizing breast

tissue, and Nakagami distribution and its statistics had been successfully applied

to classify breast tumors. Shankar et. al. implemented a multi-parameter approach

to involve these statistical features, and developed a discriminant to combine them

linearly. Classification using this discriminant results over a database of 99 patients

in AUC of 0.94 [9].

Alam et. al. employed a multi-parameter approach by developing quantitative

descriptors of the suggested BI-RADS features which had been reported to improve

the accuracy of diagnosing breast tumors. Their work used a database of 502

tumor scans, among which many of the scans correspond to the same tumor. They

suggested a reduced feature set, and applied Logistic Regression (LOGREG) as a

classifier to come up with an AUC of 0.95 [10].

Joo et. al. utilized morphological features of the ultrasonograms of the breast

nodules, and implemented an artificial neural network technique in the form of a

general multilayer perceptron with the back propagation learning rule for training

the classifier over a database of 584 patients. The performance of the classifier was
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evaluated by testing over a database of 266 patients, and the AUC was found to be

0.95 [11].

Huang and Chen utilized interpixel texture features and implemented SVM with

the radial kernels to classify breast tumors from ultrasound images. They have

used two databases: one with 250 patients, resulting in an AUC of 0.96, and the

other one with 140 patients, resulting in a somewhat better AUC of 0.97 [12].

Many of the work did not involve any ROC analysis, and reported the performance

of classification using some other performance criteria.

For example, Cheng et. al. used fractal dimension of the breast tumors as a measure

of texture by using the fractal Brownian motion, followed by an application of

morphological operations. They implemented the k-means classification method

over a database of 250 patients, reporting a PPV of 89.74 and a NPV of 96.24 [13].

Yanjiao et. al. used the lobulated contour feature obtained by implementing a

boundary-based corner count to classify breast tumors. They applied SVM with

radial based function as the kernel over a database of 240 patients, obtaining an

accuracy of 0.95 [14].

Bocchi et. al. worked on classifying breast tumors from ultrasound video, so that

each frame of the video describes the underlying tumor from a different point of

view. They used shape features of the tumor to classify tumors. Each frame was

processed independently for classification, and the obtained results were integrated

to result in a more reliable classification with an accuracy up to 0.97 [15].
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This list is not exhaustive. A good number of work did not consider the effect of

ultrasound scanning system, hence did not compensate for the contribution of the

system.

1.9 Motivation behind the Proposed Technique

Sparse representation is a recently developed classification technique based on the

non-conventional compressive sensing principle. This representation falls into the

category of reconstructive methods. Different reconstructive and discriminative

methods have been implemented in the literature for breast cancer classification.

While discriminative methods aim at maximizing the separation of signal classes,

and thus are, in general, capable of classifying ideal signals more efficiently than

reconstructive methods [16, 17], their performance degrades in presence of noise

and outliers due to their nonrobust nature [18]. Sparse representation is shown to

achieve state-of-the-art performance in image denoising and face recognition [19].

The fact that ultrasound is inherently a noisy process motivates us to investigate

sparse representation in classifying cancer images.

1.10 Objectives and Scope of the Thesis

The objectives of the research with specific aims are as follows:
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1. To study ultrasonic imaging technique and medical features recommended in

BI-RADS for classification and search for an optimal set of features to aid in

classification.

2. To study the recent sparse representation technique in order to judge its

merit in classifying ultrasonic images of cancer lesions.

3. To study the information theoretic view of redundancy in data so as to exploit

the presence of redundancy in repeated ultrasonic scans of the same tumor

by exploiting an appropriate setup of scans.

The outcomes are listed as follows:

1. A subset of standard features is recommended which is capable of giving

better result in classification than the available ones.

2. The sparse representation is employed to classify benign and malignant

tumors from ultrasonic images more accurately.

3. A setup is proposed to include redundancy by taking multiple scans of

the same lesion, and a modified classifier is chosen which will harness the

redundancy for better classification.

1.11 Outline of the Thesis

A classifier based on sparse representation has been successfully used in face

recognition [20]. The framework of the methodology includes implementation

of such sparse representation in classifying cancer lesions from labeled ultrasonic
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images. Raw labeled data in .eye format are collected from Riverside Research,

New York. The raw images are converted to matrix form using a .eye reader

and matlab routines. Selected features are considered for classification and an

appropriate weight is assigned to each feature before classification. Redundancy is

also incorporated and the improvement in classification results is observed. Finally,

the findings are matched against the labeled database. A comparative study

of the performance of the present research with that of the other work is also

demonstrated.

1.12 Contribution of the Thesis

The prime contributions of the current research are as follows. Sparse

Representation-based Classifier (SRC) as a classifier is introduced for the first

time in the problem of medical diagnosis from ultrasonograms. The performance

of Sparse Representation-based Classifier (SRC) in face recognition has proven to

yield high accuracy [20], where the test image can usually be expressed as the

linear combination of one of the classes, i.e., persons, in the database and thus

sparsity lies in all the other classes with respect to the matched class. However,

in classification of tumor, as explained earlier, it may not always be possible to

express the test tumor of unknown class in terms of the linear combination of the

training tumors of one of the two classes. This may result in non-sparsity and

eventual failure of the correct detection. Also, the degree of sparsity may become

poor as only two classes, i.e., benign and malignant are considered. This limitation

of SRC is turned into blessings when the information of multiple scans of the same
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tumors is combined by the averaging of the Sparsity Rank (SR) during testing and

afterwards the decision is made comparing the average SR with the set threshold

in the classifier.

To the best of the author’s knowledge, none has so far reported a combining

techniques of multiple scans that results in superior performance, i.e., AUC as high

as 0.9754, although there are reports where the features available from multiple

scans of the same tumor are averaged before being used during training and

testing [10]. To improve the performance of SRC further, an optimization strategy

for the feature set to be used in the classifier is proposed that searches in a reduced

space compared to the computationally prohibitive combinatorial search space.

1.13 Organization of the Thesis

The rest of the thesis is organized as follows. This chapter describes the premise

of diagnosing breast cancer and available tools for its early detection. Chapter 2

develops the proposed technique in classifying breast tumors. Chapter 3 deals

with the implementation steps of the experiments. The results are explained and

discussed in Chapter 4. Finally, Chapter 5 summarizes the outcome of the current

research and concludes with suggestions for future work.

In this chapter, we have discussed the burden of breast cancer, and how

ultrasound imaging can play a role in its early detection as a better alternative to

mammography by obviating unnecessary biopsies and thus potentially provide a
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feasible treatment to the economically developing countries. The significance of

CAD and available CAD tools in classifying breast tumors have also been discussed.

The next chapter describes the proposed technique of this thesis, and the logical

walk-through to develop the same.



Chapter 2

The Proposed Sparse

Representation Technique for Breast

Cancer Classification

Having established the significance of developing a CAD tool to aid to diagnose

breast cancer from ultrasound images, we will now discuss how the sparse

representation can be employed to adjust to the challenges of classifying tumors

from ultrasound images.

2.1 Problem Statement

The task of tumor classification translates to the problem of correctly assigning

every test tumor sample to its benign or malignant status using labeled training

17
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tumor samples. In other words, given a large enough ultrasound database of

breast tumors labeled as benign or malignant, we want to label any new sample

into one of the given classes. The working database includes Radio Frequency

(RF) ultrasonogram scans of patients. Each image in the database is denoted by

I = (P, R) where P is a two-dimensional (2D) grid of pixels (x, y) and R(x, y) :

(x, y) ∈ P is the image intensity function that corresponds to the RF signal received

through ultrasonogram scans. Two typical ultrasound images I are shown in

Figure 3.1. The lesion L ⊂ P, visible in the RF image, is traced and separated

using a trained human guided boundary tracing program, so that L defines the set

of all pixels within the boundary of the lesion.

Thus, we will identify an ultrasonogram tumor scan L = (L, R) into one of the Nc

classes based on the available training samples. Two typical breast tumors L are

shown in Figure 3.2. In this work, the tumor has been identified to have either

benign or malignant masses. This implies that Nc = 2. We could say, for example,

benign tumors form class 1 and malignant tumors, class 2.

2.2 Outline of Methodology

The salient steps of the proposed method of classification are outlined in Figure 2.1.

The steps are explained in Sections 2.3 to 2.7.
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2.3 Feature Extraction

ACR has developed a host of features listed in BI-RADS [21], [22]. In this work,

quantitative descriptors have been used to simulate the BI-RADS features so as to

make our evaluation reproducible and to reduce the inter-observer discrepancy. A

complete list of the descriptors used in this work can be found in Section 3.4.

Apart from using the BI-RADS features, other feature extraction techniques such

as Principal Component Analysis (PCA) and Linear Discriminate Analysis (LDA),

and downsampled pixel values could also be used.

2.4 Test Samples as Sparse Linear Combinations

of the Training Samples

Having generated the feature set, we can now interpret any test tumor sample

(L, R) as projected on a feature space represented by the feature vector

b = [b(1), b(2), . . . , b(m)]ᵀ ∈ Rm (2.1)

in an m-dimensional space, where m is the feature dimension, and each element

b(i) of the vector b represents a feature. Thus

b =



b(1)

b(2)

...

b(m)


(2.2)
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is an m-directional vector corresponding to a tumor, and each b(i) is a scalar

corresponding to a feature of the tumor.1

A simple but efficient model is incorporated in the current research which assumes

that the samples from a single class lie on a linear subspace. Subspace models

contain enough flexibility to represent much of the variation of a real data set. For

example, images of a particular face, projected in a linear subspace, have been

shown to achieve lower recognition error rates [16].

If we have ni number of training samples from class i, the total matrix for the

training samples of class i can arranged as follows:

Ai = [bi,1,bi,2, . . . ,bi,ni ] (2.3)

where bi,j is the m-dimensional feature vector of the j-th training sample from

class i.

Assuming any test sample with feature vector b from this class2 as the linear

combination, i.e., weighted sum, of the feature vectors of the training samples bi,j,

b can be written as

b = ai,1bi,1 + ai,2bi,2 + · · ·+ ai,nibi,ni (2.4)

where ai,j, j = 1, 2, . . . , ni, are real coefficients.

1For example, if we go for BI-RADS features according to Section 3.4, b(1) corresponds to

echogenecity, is equal to −28.4 for the 1st tumor sample, and is found to vary from −54.1 to

−12.6 for all tumor samples.
2Throughout this thesis, b without subscript represents sample from the testing set, and bi

or bi,j with subscript, from the training set.
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As the membership i of the test sample is not known during training, we could

use a big fat matrix consisting of feature vectors of all n training samples from all

classes, as follows:

A = [A1|A2| . . . |ANc ] (2.5)

with columns bλ, where {λ ∈ Λi } is a set of indices that corresponds to training

samples Ai from class i, enabling us to write the equation set as follows:

b = a1b1 + a2b2 + · · ·+ anbn (2.6)

with only ni non-zero entries aλ, λ ∈ Λi associated with class i.

To explain Equation (2.6) further, let us take an example of a test tumor. Let us

say that we have a test tumor, whose m features have to be related to the weighted

sum of all the features of the training tumor samples:

b(1)

b(2)

...

b(m)


= a1



b
(1)
1

b
(2)
1

...

b
(m)
1


+ a2



b
(1)
2

b
(2)
2

...

b
(m)
2


+ · · ·+ an



b
(1)
n

b
(2)
n

...

b
(m)
n


(2.7)

so that Equation (2.6) follows.

If the right side of Equation (2.7) is rearranged, b may be considered as the product

of a matrix and a vector as follows:

b(1)

b(2)

...

b(m)


=



b
(1)
1 b

(1)
2 . . . b

(1)
n

b
(2)
1 b

(2)
2 . . . b

(2)
n

...
... . . .

...

b
(m)
1 b

(m)
2 . . . b

(m)
n





a1

a2

...

an


(2.8)
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or,

b = Axr (2.9)

where

xr = [a1, a2, . . . , an]ᵀ (2.10)

with only ni non-zero entries aλ, λ ∈ Λi associated with class i. Equation (2.6)

represents any test sample as a linear combination of the training samples. The task

of classification dictates that we need to find the coefficients aλ (which, in turns,

demands to find xr), since identifying the location of non-zero entries translates to

detecting the native class of the tumor.

What makes the apparently obvious and standard approach of solving the linear

system in Equation (2.9) difficult is that the solution is not unique dictated by the

fact that m and n need not be equal due to the independence between the training

sample size and the number of features extracted from the samples.

If m > n, i.e., the number of features surpasses the number of training samples, the

system is overdetermined, there may or may not be a unique solution. However,

considering the usual simplified modeling and measurement error, methods exist

to find an ‘approximate’ solution to the system, and these methods usually find

the correct solution xr.

On the other hand, if m < n, the system is underdetermined and there is no unique

solution. To make things worse, test samples, when corrupted with noise, may not

satisfy Equation (2.9) even in case of an overdetermined system. The problem of

non-uniqueness of the solution can be dealt with looking for the minimum `2-norm
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solution:

x2 = arg min
x
‖x‖2 subject to Ax = b. (2.11)

where ‖·‖2 is the `2-norm, which can also be viewed as the square root of the energy

of the vector:

‖x‖2 =

√∑
i

a2
i (2.12)

Not only that this solution does not equal the correct solution xr, it generally

is dense in that it contains non-zero entries in almost all coordinates, making it

ineffective to provide information about the sample’s identity.

The representation xr, as represented in Equation (2.10), is sparse in the sense

that (at most) ni entries are non-zero, when the test sample is from class i. Thus

the solution vector xr is a sparse representation of a test sample in terms of the

training samples. Intuitively, the more terms will be zero, the more accurately a

test sample can be associated with its native class, which inspires us to seek for the

‘sparsest’ solution, i.e., a solution with the maximum number of zero coefficients,

or alternatively, the minimum number of non-zero coefficients:

x0 = arg min
x
‖x‖0 subject to Ax = b, (2.13)

where ‖·‖0 is the `0-norm that counts the non-zero elements of a vector:

‖x‖0 = #{ i|ai 6= 0 } (2.14)

It has been shown that if xr is sparse enough, it is the unique spartest solution of

Equation (2.13): x0 = xr [23].
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Though theoretically this sounds good, the fact that solving Equation (2.13)

requires combinatorial search [24] warrants a practically feasible algorithm or

method to solve the same. It has been shown that if xr is sparse enough, it can be

solved for by implementing a totally different program called `1-minimization

x1 = arg min
x
‖x‖1 subject to Ax = b, (2.15)

where ‖·‖1 is the `1-norm that sums the elements of a vector,

‖x‖1 =
∑
i

|ai| (2.16)

making the `1-norm solution equal to the `0-norm solution [25]. The program

`1-minimization is found to recover xr, thus choosing x1 equal to xr, with

overwhelming probability.

If xr is not sparse enough, it has been shown that the recovery error xr − x for xr

is given by

‖xr − x‖2 ≤ C1
‖xr − xK‖1√

K
(2.17)

for K � m, where xK is the vector xr with all but the largest K coefficients set

to zero [26].

2.5 Ranking and Classification of the Test Samples

Ideally, the sparse representation of a test sample will constitute of non-zero values

only at the indices of a single class. For example, Figure 2.2 displays an ideal

sparse representation of a benign test sample found through `1-minimization where
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samples from index 1 to index 402 correspond to the actual class and other indices

correspond to the wrong class. It is noteworthy that samples from the wrong class

possess zero coefficients.

The single class with non-zero coefficients can then be identified as the true class

of the test sample as follows:

detection(b) = arg any{λ ∈ Λi : aλ 6= 0 }. (2.18)

In practical cases, however, noise and measurement errors may cause small but

non-zero coefficients associated with the wrong class. Figure 2.3 displays a typical

sparse representation of a benign test sample where samples from index 1 to

index 402 correspond to the actual class and other indices correspond to the wrong

class. It is obvious that samples from the wrong class possess small but non-zero

coefficients.

We could design a classification scheme engaging the global sparse representation

that can take advantage of the subspace structure of each class. For example,

`1-norm of the values of a single class can provide information about how the whole

class contributes to the solution. The problem with this choice is that `1-norm

does not discriminate between small (hence not significant) values over large (hence

significant) values much as norms of higher order (or any of their strictly monotonic

functions), e.g., `2-norm, do.

In a multiple-class scenario, to get rid of this problem, we may introduce an index

which assigns a score or rank to each solution measuring how close it is to be a

‘perfect’ member of class i as indexi(b) =
‖{ aλ : λ∈Λi }‖2

‖x‖2
, where the normalization is

required when the classes are of different sizes. Having done this, we can detect
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the class with the highest index. However, when applied in a binary-class scenario,

this does not have any option to adjust TPR and FPR as per need, thus cannot

allow for ROC analysis.

Thus, to deal with binary classification, as the present research is concerned with,

we introduce a ranking function called Sparsity Rank (SR) (or simply, rank), which

assigns a score or rank to each solution measuring how close it is to be a ‘perfect’

member of class 2 as follows:3

rank(b) =
‖{ aλ : λ ∈ Λ2 }‖2

‖x‖2

. (2.19)

The normalization introduced in Equation (2.19) enables us to cancel out the effect

of non-uniform class sizes, i.e., when class 1 and class 2 do not have equal number

of samples:

#{bλ : λ ∈ Λ1 } 6= #{bλ : λ ∈ Λ2 } (2.20)

Since the formulation of rank requires having the knowledge of Λi, thus the labels

of the training samples, the proposed technique can be considered as a supervised

classification.

Ideally all class-1 samples will have a rank of 0, and all class-2 samples, 1. In

practical cases, recovery error will occur, which can be related to rank using

xr − x =


{ aλ : λ ∈ Λ2 } for class 1

{ aλ : λ ∈ Λ1 } for class 2

(2.21)

3We could have alternatively defined rank with class 1 involved without loss of generality; this

would require altering the decision sign from > to ≤ in Equation (2.22).
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so that a rank will identify a sample through its proximity to one of the two

extremities, and it would be enough to compare the rank of a sample with a

threshold rankth to determine its class:

if rank(b) > rankth

detection(b) = 2,

else detection(b) = 1.

(2.22)

The performance of a classifier for a particular threshold can be measured by a

paired value of TPR and FPR.

If we agree to label class-2 samples as positives, so that class-1 samples are negatives,

we may define the relevant terms as follows:

positive, Pos = #{bλ : λ ∈ Λ2 } (2.23a)

negative, Neg = #{bλ : λ ∈ Λ1 } (2.23b)

true positive, TP = #{ detection(bλ) = 2: λ ∈ Λ2 } (2.23c)

false positive, FP = #{ detection(bλ) = 2: λ ∈ Λ1 } (2.23d)

true negative, TN = Neg − FP (2.23e)

false negative, FN = Pos− TP (2.23f)

TPR =
TP

Pos
(2.23g)

FPR =
FP

Neg
(2.23h)

accuracy =
TP + TN

Pos+Neg
(2.23i)
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Figure 2.4 shows the spread of the rank of each class for a typical run of the

classification method. For better visualization, the distribution of each class is also

shown in the form of histograms.

One interesting thing about ranking the samples (as opposed to classifying outright)

is that not all class-2 samples have to precede a predetermined threshold value

rankth, rather it is only necessary that all class-2 samples precede all class-1 samples,

so that a suitable threshold can be chosen, which separates the two classes.

A straight-forward implication of using ranking is that we can vary the threshold

which essentially selects the operating point of classification. Flexibility of choosing

the operating point, e.g., for a particular TPR is desired in some biomedical

applications. For instance, legal issues about diagnosing a patient dictates that a

radiologist/oncologist/physician would prefer a classification scheme with a high

TPR over the one with a low TPR, even at the the price of a high FPR.

Varying the threshold over all possible values of rank gives us (FPRλ, TPRλ) for

each bλ, allowing us for cross validation. The set

{ (FPRλ, TPRλ) }, (2.24)

when plotted on an xy plane, is called the ROC curve. While each point on the

curve corresponds to an operating point accuracy (or other measures), the overall

performance of the classifier can thus be measured by the AUC.

For an ideal classifier, all class-2 samples precede all class-1 samples, so that

TPRλ = 1 or FPRλ = 0 for each λ, giving an AUC of 1. Thus a classifier is said

to be better than a second one if its AUC is closer to 1, hence greater than that of

the second one.
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2.6 Robustness of the Classifier and Exploitation

of Redundancy

From the point of view of information theory, redundancy in a piece of information

can be used to recover it more efficiently or detection any corruption, and even

correct any potential corruption. This motivates us to build a database by including

redundant labeled data, which can be exploited for better classification. In the

context of ultrasonogram, we can scan a tumor several times, e.g., from different

angles. Multiple images taken by varying the beam angle are used in speckle

reduction, since real data are unaffected by changes in beam angle, while speckle

patterns are affected, and frame-averaging results in reduced speckles [7]. In a

face recognition context, this can refer to taking photos of the same person with

different facial expression and lighting condition.

The key point of including redundancy is that the internal structure of data be

the same. Of course, it would carry no further information if the exact data is

obtained several times. If we consider measurement errors, measurement of the

same data will give different measures, but essentially the internal structure will

be the same, up to a noise margin. This may be represented as follows:

b = Axr + e. (2.25)

Here, e represents the noise contributing to a measurement error. Furthermore,

ultrasonogram itself being a noisy process in that it captures speckle noise, even

with no measurement errors, ultrasound scans will result in corruption with noise.
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It has been shown for noisy cases that a measurement error is attributed to the

expression of recovery error [26] as follows:

‖xr − x‖2 ≤ C1
‖xr − xK‖1√

K
+ C2e (2.26)

Thus the measurement error C2e is proportional to the noise. This makes

sparse representation a robust method in that a small noise would cause a small

perturbation in the representation. This also proves SRC to be one of the best

choices to classify the noisy ultrasonograms.

Moreover, the linearity of the measurement error with the noise motivates us to

device a mechanism to act on the measurement error, which will be propagated to

the source of the noise to reduce it as well.

Assuming that the noise involved in Equation (2.25) is zero-mean, it follows from

Equation (2.26) that

E[‖xr − x‖2] ≤ E

[
C1
‖xr − xK‖1√

K

]
+ E[C2e]

= C1
‖xr − xK‖1√

K

(2.27)

so that the expectation of the recovery error is as good as the recovery error of a

noiseless case as in Equation (2.17).

If we define the scans of the same tumor as a group, as opposed to each scan which

is defined as a sample, the direct relation between the rank and the recovery error

by means of Equation (2.21) enables us to estimate the left side of Equation (2.27)

through Group Sparsity Rank, or simply group rank as follows:

rankgroup(bθ) = A[rank(bθj)] (2.28)



31

where {bθj }, j = 1, 2, . . ., N θ belong to the samples or ‘realizations’ of θ-th group

out of nθ groups, and A[·] indicates averaging (over j).

The group sparsity rank is optimum in the sense that it suppresses the measurement

error completely, hereby minimizing the recovery error.

2.7 Reduction of Feature Set

It should be noted here that the projection of data in lower subspaces can lead

to improved classification, which warrants the search for appropriate feature

extraction. This is related to the principle of shortest data description in model

selection which specifies the most compact representation of a model to be preferred

for classification [27]. In the ultrasonic imaging context, a good portion of an

ultrasonic scan contains low details, thus making it hard for the classifier to

extract discriminatory information from the samples of different classes to separate

them. One additional benefit of extracting feature from the samples is the reduced

computational cost associated with data of low-dimension.

The BI-RADS dictionary suggested by ACR describes a set of features of

ultrasound images of breast tumors, which can potentially improve the accuracy of

classification, hence diagnosis. This work implements quantitative descriptors of

the mentioned features, which is traditionally assessed subjectively by physicians,

to remove dependence on the operator and the expertise of the physicians.

To contrast the relative significance of the BI-RADS features against one another,

an exhaustive search can be employed, which attempts to find the most significant
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features contributing to the correct separation of classes. In particular, for b =

{ fk }, k = 1, 2, . . ., m, every possible subspaces of b, i.e., every possible subsets

of { fk } can be substituted for b to search for the subspace that is responsible for

the maximum AUC. This would be the optimum result considering the inclusion or

exclusion of each feature in the feature space. If the computational cost associated

with the exhaustive search is impractical, as found to be the case with the current

work, a suboptimal search can be implemented which seeks recursively for a reduced

feature set by initializing from { fk } and deciding upon exclusion of each exclusion

of each feature if the exclusion improves the resulting AUC and then going for next

feature until the result reaches a saturation. The outcome will be suboptimal since

choice of the sequence of features will affect the result. Consequently, the optimum

solution may not be reached.

2.8 Classification of a Sample with Unknown

Diagnosis

Once the classifier is designed, given a new tumor sample with unknown diagnosis,

classifying this sample involves extracting the reduced feature set determined

earlier, and then generating the Group Sparsity Rank of this sample. Comparing

it with a pre-determined threshold will result in diagnosis of the sample identifying

it as benign or malignant. Choosing the threshold depends on the operating point

in the ROC curve, and thus, e.g., may be chosen by the radiologist.
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Figure 2.5 depicts the procedure of classifying a tumor sample whose diagnosis is

yet to be determined.

We have used the inherent sparse representation model of the test samples to

classify tumors, and introduced a rank to facilitate ROC analysis. Information has

been extracted from duplicate scans, and selection of a reduced feature set has

been discussed.

The following chapter will describe how to implement the proposed technique to

run an experiment over the available data set.
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Figure 2.1: Flowchart depicting the classification procedure.
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Figure 2.2: An ideal simulation result showing the contribution of the training samples

to build up the test sample. Samples from index 1 to index 402 correspond

to the actual class. The coefficients for the other samples are zero.
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Figure 2.3: A typical simulation result showing the contribution of the training samples

to build up the test sample. Samples from index 1 to index 402 correspond

to the actual class. Some of the coefficients of the other samples are small

but non-zero.
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Figure 2.4: A typical simulation result showing the distribution of the rank of each class.
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Figure 2.5: Flowchart depicting the classification procedure of a sample with unknown

diagnosis.



Chapter 3

Implementation of the Proposed

Technique

The last chapter has developed a novel technique to classify tumors. The current

chapter will discuss the technical details to go through an experiment to classify

breast tumors from a database of BUS images.

3.1 atl Database

We have performed our experiments on a database which has been generated by

Advanced Technology Laboratories (ATL) during its pre-market approval (PMA)

studies in 1994, referred to as ATL database. Data were acquired at the Thomas

Jefferson University, the University of Cincinnati, and Yale University. The data

are contributions from Riverside Research. The data set contains the RF data and

39
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diagnosis results of n = 502 breast tumor scans out of which n1 = 405 were found

to have benign masses, and n2 = 97 to have malignant masses through biopsy.

Many of the tumor lesions were scanned at multiple intersecting scanning planes,

N θ ranging from 0 to 25, providing complementary data about the tumors. A

total of nθ = 130 unique tumors, 104 benign and 26 malignant, were scanned, and

lesions showed up in these patients’ mammograms.

An expert sonographer or radiologist examined the masses using a Philips

Ultrasound um-9 hdi scanner with a 7.5 MHz L10-5 linear-array transducer.

Standard breast examination procedures were followed. The operator set the

transducer at a constant power level and a constant transmit focal length.

Interfacing the scanner with a Spectrasonics Inc. data acquisition module allowed

for digital acquisition of RF echo-signal data, taken at a sampling rate of 20 MHz

with a resolution of 14 bits.

Envelope detection was performed on the RF data to generate a B-mode image (or

envelope image). Figure 3.1 shows the B-mode images from the scan of two typical

breast masses, one benign and one malignant.

3.2 Preprocessing

The boundary corresponding to the tumors was traced using custom software in

Riverside Research, and the extracted boundary was set as the Region of Interest

(ROI). Figure 3.2 shows the traced tumor from the scan of two typical breast

masses, one benign and one malignant.
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(a) benign tumor (b) malignant tumor

Figure 3.1: B-mode images P of breast masses.

A set of analysis regions along with the tumor boundary was demarcated to

facilitate feature extraction explained later in Section 3.4. Figure 3.3 shows the

traces of the nine analysis regions superimposed on the ultrasound images. With

respect to the tumor, these analysis regions are: left anterior (la), tumor anterior

(ta), right anterior (ra), left lateral (ll), tumor (L), right lateral (rl), left posterior

(lp), tumor posterior (tp), and right posterior (rp).

Calibration was needed to account for the three contributions captured in the RF

images other than the tissue information, which are:

1. the combined two-way transfer function of the transducer and the data

acquisition module,

2. the two-way range-dependent diffraction function raised from beam

properties, and
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(a) benign tumor (b) malignant tumor

Figure 3.2: Traced tumors L in breast masses.

3. the acoustic attenuation.

The estimation of the three functions required setting up of experiments and using

empirical results as follows:

1. The transfer function was estimated using a planar reflection method from RF

data acquired from the planar surface of a Room Temperature Vulcanizing

silicon block put in a water bath.

2. The diffraction function was estimated using a reference-phantom methods

from RF data acquired from a rubber block containing a diffuse suspension

of 10 µm-diameter glass spheres.

3. The acoustic attenuation was estimated using an empirical attenuation

coefficient of 1 dB MHz−1 cm−1.



43

(a) benign tumor (b) malignant tumor

Figure 3.3: B-mode images of breast masses with traces of analysis regions superimposed.

Spectral analysis was performed by computing a Fourier transform using fft over

the RF data windowed by a 2.4 mm Hamming window, calculating and expressing

the power spectrum in 1 dB. The resulting power spectrum was calibrated by

subtracting the transfer function, diffraction function and the acoustic attenuation.

The signal over a bandwidth of 6 dB was considered for the linear regression during

the analysis of the spectrum: the parameters of interest were the midpoint of

the regression line, or midband (M), its intercept at zero frequency (I), and its

slope (s). Progressively sliding the windows over all RF data in an overlapping

fashion and repeating the above sequence generates images corresponding to these

parameters: the spectral midband image or M image, the spectral intercept image

or I image, and the spectral slope image or s image.

Figure 3.4 shows the M image from the scan of two typical breast masses, one

benign and one malignant.
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(a) benign tumor (b) malignant tumor

Figure 3.4: M images of breast masses.

3.3 Classification

We deploy the classifier with feature space dimension of 25. The traced tumors

seem to vary from pixel size 111× 192 to 265× 192, which have been converted to

a vector1 of a general length of 25 by means of interpolation for each of the image

types, which are: RF data, envelope data, M image, I image, and s image. The

length has been chosen so as to allow performing the simulation in a reasonable

time. We compute the sparsity rank from Equation (2.19), and generate the ROC

curve using the rank from Equation (2.24). We use the leave-one-out approach

for the cross-validation of the classification process. Finally we compute the AUC

1Since the pixels are considered as independent elements of a vector, conversion of the tumors

from a matrix form to a vector form does not affect the representation of a test sample in terms

of the training samples.
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using the trapezoidal rule:

AUC =
n−1∑
λ=1

1

2
[TPRλ+1 + TPRλ][FPRλ+1 − FPRλ] (3.1)

The steps are shown in Figure 3.5.

All features

All scans

Sparse

representation

Sparsity rank

AUC ROC curve

Figure 3.5: Flowchart depicting the classification procedure using the images.

3.4 The Role of Feature Extraction

BI-RADS features are reported to allow for better classification results. Twenty

five different, but not necessarily independent, features from the BI-RADS criteria

and their variants have been implemented in the current research. These

are: echogenicity, heterogeneity, co-occurrence contrast, co-occurrence contrast

with image in dB, 4-neighborhood pixels algorithm (FNPA) to measure texture,

4-neighborhood pixels algorithm (FNPA) with image in dB, Hurst coefficient

to measure heterogeneity, Hurst coefficient with image in dB, two different
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implementations of shadowing, two different implementations of relative absorption,

margin definition (gradient-based), margin definition (edge-based), lesion aspect

ratio, lesion area, lesion aspect ratio divided by area, lesion compactness, lesion

roundness, lesion convexity, lesion solidity, lesion form factor, lesion Kolmogorov

dimension to measure border irregularity, lesion Minkowski dimension to measure

border irregularity, lesion Hausdorf dimension to measure border irregularity.

Table 3.1 shows the within-class compactness and the between-class separability of

each feature by listing the standard deviations of the two classes and the difference

of the means of the classes.

Figure 3.6 shows the steps to classify using these extracted features.

All features

All scans

BI-RADS

features

Sparse

representation

Sparsity rank

AUC ROC curve

Figure 3.6: Flowchart depicting the classification procedure using the BI-RADS features.
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Following are the descriptions of a few selected feature:

Echogenicity Echogenicity can be defined as the mean of the I image within the

lesion:

echogenicity = µIL (3.2)

The benign mass is found to be more echogenic compared with the malignant

mass.

Heterogeneity Heterogeneity can be defined as the standard deviation of the M

image within lesion:

heterogeneity = σML
(3.3)

Since M images are less noisy than I and s images, they are more suitable

to measure heterogeneity of the lesion itself. The benign mass is found to

be less heterogeneous, i.e., more homogeneous, compared with the malignant

mass.

FNPA 4-neighborhood pixels algorithm (FNPA) can be defined as the normalized

gradient of the M image within lesion:

FNPA = A
[1

4

{
|M(k, l)−M(k − 1, l)|+ |M(k, l)−M(k, l − 1)|

+|M(k, l)−M(k + 1, l)|+ |M(k, l)−M(k, l + 1)|
}] (3.4)

FNPA is a descriptor of texture, and the benign mass is found to be have

lower FNPA compared with the malignant mass.

Co-occurrence Contrast Co-occurrence Contrast is a measure calculated from

the co-occurrence matrix, defined as the 2D normalized autocorrelation
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coefficient of the M image within lesion:

γ(∆k,∆l) =
A(∆k,∆l)

A(0, 0)
(3.5)

where

A(∆k,∆l) = A[|{M(k, l)− µM}{M(k + ∆k, l + ∆k)− µM}|] (3.6)

Co-occurrence contrast is a descriptor of texture, and the benign mass is

found to be have lower co-occurrence contrast compared with the malignant

mass.

Shadowing Shadowing can be defined as the normalized difference between mean

M values in shadowed and unshadowed posterior region:

shadowing =
1
2

[
µMtp − µMlp + µMtp − µMrp

]
dL

(3.7)

where dL is the lesion thickness. The benign mass is found to be have anti-

shadowing or enhancement compared with the shadowing of the malignant

mass.

Relative Absorption Relative Absorption can be defined as:

relative absorption =
1

2

[µMlp − µMll

dlp,ll
+
µMrp − µMrl

drp,rl

]
−
µMtp − µML

dtp,L

(3.8)

where dx,y is the distance between the centroids of the analysis regions x and

y. The benign mass is found to be have lower relative absorption compared

with the malignant mass.

Aspect Ratio Aspect Ratio can be defined as the maximum vertical lesion

dimension divided by maximum horizontal lesion dimension. The benign
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mass is found to be have lower aspect ratio compared with the malignant

mass.

Gradient-based Margin Definition Gradient-based Margin Definition can be

defined as the normalized absolute gradient sum of the M image evaluated

over the lesion contour:

gradient-based margin definition =

∑
|∇ML,contour|∑
|ML,contour|

(3.9)

The benign mass is found to be have higher gradient-based margin definition

compared with the malignant mass.

All features mentioned in the current research are described in a greater detail in

a work by Alam et. al. [10].

3.5 Exploiting Redundancy

Many of the tumors of the ATL database have several scans at different scanning

planes. For example, 25 different scans correspond to tumor JR00371. We employ

rankgroup on the obtained rank vector using Equation (2.28), and generate the ROC

curve. The steps are shown in Figure 3.7.

For comparison, we have removed the outliers from the rank of the duplicate scans,

where an outlier is defined as any rank value at least twice the standard deviation

away from the mean.

Also, we have selected the class that is detected most in the duplicate scans, which

is essentially an implementation of the majority rule.
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Figure 3.7: Flowchart depicting the classification procedure employing the group rank.
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3.6 Optimizing Feature Set

To come up with a reduced feature set, we have implemented a recursive search

among the 25 features used in classification. To avoid the risk of over-training, the

training set and the cross-validation set have been chosen to be mutually exclusive

by randomly splitting the data set in two halves.

The whole procedure has been summarized in Figure 2.1, and is reproduced in

Figure 3.8 for convenience.

For comparison, we went through a p-value analysis of the feature list. We sorted

the list in an ascending order of the p-values of the features. We kept on removing

the last feature from the current list until the resulting AUC stopped improving.

We have also run PCA over the data set and opted for keeping only the first 15 and

10 significant principal components respectively.

This chapter acts as a reference to an experimental setup to classify breast

tumors from ultrasound images. The process of data acquisition, the necessary

operating points, preprocessing and segmentation, feature extraction, exploitation

of duplication, and optimization of feature set have been discussed.

The obtained results and their interpretations will be described in the following

chapter.
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Table 3.1: Statistics of BI-RADS features.

Feature Difference of

means

Standard

deviation of

benign

samples

Standard

deviation of

malignant

samples

Echogenicity 3.48 7.18 6.47

Heterogeneity 0.48 1.53 1.11

Co-occurrence Contrast 1.88 4.59 1.75

Co-occurrence Contrast with Image in dB 0.09 0.64 0.05

FNPA -0.01 0.02 0.01

FNPA with Image in dB 0.02 0.04 0.03

Hurst Coefficient 0.07 0.11 0.08

Hurst Coefficient with Image in dB 0.30 0.43 0.20

Shadowing 1.88 15.84 9.72

Shadowing-2 4.56 14.75 10.19

Relative Absorption -0.10 0.38 0.28

Relative Absorption-2 -0.14 0.36 0.26

Gradient-based Margin Definition 0.03 0.03 0.02

Edge-based Margin Definition 0.04 0.05 0.04

Aspect Ratio -0.27 0.22 0.30

Area -0.44 0.81 1.04

Aspect Ratio Divided by Area 0.10 2.54 2.13

Compactness -0.06 0.12 0.08

Roundness -0.08 0.16 0.12

Convexity 0.03 0.02 0.04

Solidity 0.03 0.04 0.06

Form Factor -0.01 0.13 0.12

Kolmogorov Dimension -0.07 0.11 0.08

Minkowski Dimension 0.04 0.07 0.04

Hausdorf Dimension 0.00 0.01 0.01
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Figure 3.8: Flowchart depicting the classification procedure.



Chapter 4

Results and Discussion

The last chapter has discussed designing and conducting an experiment to verify

the proposed technique on breast tumor classification. The current chapter lists the

obtained results, and explains and interprets them to have a better understanding

of the technique.

4.1 `1-Minimization and Size of Training Set

It is well established that a larger training database helps training a classifier

more accurately. This work uses yall1 package1 to implement `1-minimization.

We have plotted the variation of the `2-norm of the recovery error ‖xr − x1‖2,

normalized by the length of x in Figure 4.1. The trend of the curve demonstrates

that a larger training set implies a reduced error in sparse representation. Thus it
1yall1.blogs.rice.edu
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Figure 4.1: Effect of increasing size of training set on the recovery error of the sparse

representation of the test sample vector.

is best to choose the largest possible training set, which motivates us to follow a

leave-one-out approach.

Moreover, the amplitude of the error, combined with the effect of increasing data

size, as can be seen from the graph, can be attributed to the convergence of the

aforementioned `1-minimization algorithm.

4.2 Classification

Implementing the proposed classifier, as mentioned in Section 3.3, on each of the

image types, RF data, envelope data, M image, I image, and s image, give AUCs

between 0.48 and 0.57, as shown in Table 4.1. The corresponding ROC curves

are shown in Figure 4.2. The ROC curves show a tendency towards the diagonal
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Figure 4.2: Classification with images.

line TPR = FPR, explaining the AUC values around 0.5. Thus the five images

themselves contain little more information than a random image, detecting the

right class in half of the cases and detecting the wrong one in the other half, since

only a small portion of all the pixels carry useful and discriminating information

about their class, and get suppressed by the rest of the non-discriminating pixels.

Choosing in a downsampling fashion, rather than going through some intelligent

transformation of the pixels, maintains the same ratio of useful and non-useful

pixels.

4.3 The Role of Feature Extraction

Implementation of BI-RADS features and using the rank to classify the tumors gives

the ROC curve as shown in Figure 4.3. It is found that an AUC of 0.8278 could be
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Figure 4.3: Classification with BI-RADS feature set using the rank.

achieved, which is a vast improvement over the performance on the classification

using images alone without using BI-RADS features. In particular, the features

give highly discriminatory information necessary to separate the two classes, as

expected.

4.4 Exploiting Redundancy

Employing rankgroup on the database gives the ROC curve as shown in Figure 4.4.

Employing this technique improves the performance further achieving an AUC

of 0.9459. Thus the group rank has proven to successfully harness the inherent

redundancy included in the data set.

In comparison, instead of averaging over the rank, removing the outliers results in

an AUC of 0.8674.
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Figure 4.4: Classification with BI-RADS feature set (a) using group rank, (b) removing

outliers, and (c) using the majority rule.

Also, implementing a majority rule gives the ROC curve with an AUC of 0.8278, no

visible improvement.

4.5 Optimizing Feature Set

Among the 25 features used in classification, choosing the reduced set of features

by recursive search improves the classification performance, as shown in Figure 4.5,

giving the ROC curve with an AUC of 0.9754.

In contrast, choosing the best AUC by taking the set of features with lowest p-values

gives the ROC curve that has only a marginal improvement with the improved AUC

of 0.9495.
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Figure 4.5: Classification with (a) reduced BI-RADS feature set, (b) BI-RADS feature

set from p-value analysis, (c) first 15 principal components, and (d) first 10

principal components.

Using the first 15 significant principal components gives the ROC curve with an

AUC of 0.9450, and the first 10 of them correspond to an AUC of 0.7646. Thus

choosing principal components as features makes a zero or negative improvement.

The reduced set includes 15 features, namely, echogenicity, heterogeneity, co-

occurrence contrast, 4-neighborhood pixels algorithm (FNPA) to measure texture,

4-neighborhood pixels algorithm (FNPA) with image in dB, Hurst coefficient to

measure heterogeneity, Hurst coefficient with image in dB, shadowing, relative

absorption, lesion aspect ratio, lesion area, lesion compactness, lesion roundness,

lesion form factor, and lesion Hausdorf dimension to measure border irregularity.



60

4.6 Comparative Study

This section accumulates the performance result from the proposed technique as

well as those reported by some of the work available in the literature as presented

in Section 1.8.

With the ROC curve obtained from the proposed classifier shown in Figure 4.6a,

Figure 4.6b shows the ROC curve obtained by reproducing the work of Alam

et. al. [10], which uses the same data set as used in the current research. Though

not a comparison study per se due to the difference in the data set involved, ROC

curves and AUCs from the work of Tan et. al. [8], Shankar et. al. [9], Joo et. al. [11],

and Huang and Chen [12] are shown in Figures 4.6c to 4.6f and Table 4.2.

These results insinuate that the proposed method surpasses or is comparable to

the other ones reported in the literature. It can be noted that the work of Shankar

et. al., Huang and Chen, and Tan et. al. employed a Gaussian-based ROC curve,

while our work as well as those of Alam et. al. and Joo et. al. implemented a

trapezoidal rule which gives a slightly lower estimate of AUC than the smooth

Gaussian estimate [28]. Methods listed in Section 1.8 that do not perform any

ROC analysis are not considered for the comparative study.
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(b) Classification using the work of Alam et. al. [10].

Figure 4.6: Classification using the proposed method and state of the art.
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(d) Classification using the work of Shankar

et. al. [9].

Figure 4.6 (Continued): Classification using the proposed method and state of the art.
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(f) Classification using the work of Huang and

Chen [12].

Figure 4.6 (Continued): Classification using the proposed method and state of the art.
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Table 4.1: Classification results at different stages.

Name of Feature AUC

RF 0.5220

Envelope 0.4857

Midband 0.5336

Intercept 0.5681

Slope 0.5550

BI-RADS features using the rank 0.8278

Removal of outliers 0.8674

Majority rule 0.8278

BI-RADS features using the group rank 0.9459

p-value analysis 0.9495

PCA with 15 components 0.9450

PCA with 10 components 0.7646

Optimized BI-RADS features 0.9754
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Table 4.2: Classification results of the proposed method and state of the art.

Classifier AUC

Proposed classifier 0.9754

Tan et. al. [8] 0.93

Shankar et. al. [9] 0.94

Alam et. al. [10] 0.95

Joo et. al. [11] 0.96

Huang and Chen [12] 0.97



Chapter 5

Conclusions and Suggestions for

Future Work

5.1 Summary of the Thesis

Sparse Representation-based Classifier (SRC) is introduced for the first time in

medical diagnosis from ultrasound images. This work elegantly demonstrates that

SRC becomes a powerful tool in discriminating between malignant and benign

lesions when the SRs of multiple scans are averaged and feature sets are optimized.

Therefore, the judicial use of multiple scans indeed makes difference and it is

always a better option compared to the complicated biopsy when the later one is

less convenient and less comfortable for a patient and also costlier in several order

of magnitudes.

66
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5.2 Future Work

In future, we hope to look into the cases where we would like to investigate how

the multiple scans can be combined for the conventional classifiers such as SVM,

LOGREG, and LDA for better performance and how they perform compared to the

proposed one in this thesis.
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