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Abstract

Orthogonal frequency division multiplexing (OFDM) is very attractive for high bit rate
wireless communications, and is effective in avoiding intersymbol interference caused by
multipath delay. However, it is sensitive to time-selective fading which destroys the
orthogonality among different subcarriers in one OFDM symbol leading to intercarrier
interference. OFDM signal is also degraded by timing jitter caused by time synchronization
errors at the receiver. An analytical approach to determine the impact of time selective
fading, timing jitter and AWGN on OFDM systems with DQPSK, QPSK and DPSK
modulation has been presented in this dissertation. The BER performance results are
evaluated for different values of fading and jitter variance. The performance of the OFDM

system in Rayleigh and Rician fading channels is also compared.

Multiple antennas can be combined with OFDM to increase the diversity gain and te improve
the spectral efficiency through spatial multiplexing and space-time coding. Similar to single-
antenna OFDM, Space time block coded (STBC) OFDM suffers from significant
performance degradation due to noise, jitter and time-selective fading. Analytical approach is
also developed to evaluate the BER performance of a quasi-orthogonal STBC-OFDM having
multiple transmitting and single receiving antennas. The analysis is extended for a MIMO-
OFDM system using the “selection method™ for combining multiple recetving antennas,
which offers significant improvement in the system performance. The effects of increase in
number of OFDM subcarriers and increase in Doppler frequ'ency are also investigated.
Performance improvement in all the above mentioned cases is also observed when

appropriate convolution coding is applied.

The computed results show that for both OFDM and STBC-OFDM, DPSK and QPSK
systems suffer higher amount of power penalty than DQPSK system due to the effect of jitter.
It is also noticed that the QPSK system suffers almost the same amount of power penalty as
DPSK system for lower values of jitter variance and at higher values; DPSK suffers more
penalty than QPSK. Numerical computations show the improvement in the BER performance
in STBC-OFDM from the stand alone OFDM system. It is also found that the power penalty
due to jitter is reduced in the STBC-OFDM system, For QPSK modulation, at a jitter
variance of 0.2, the penalty at a BER of 10* is 8.5 dB for OFDM and 6dB for STBC-OFDM.

viil
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Chaptei‘ 1

lntroduction

1.1 Introduction to Communication Systems

The exchange of thoughts, messages, or information, as by speech, signals, writing, or
behavior is known as communication. Any transmission, emission, or reception of s@gnal by
wire, radio, visual, optical or other electromagnetic. systems are known as electrical
communication. Electrical communication systems are designed to send messages or
information from a source that gencrates the messages to one or more destinations. The heart
-of the communication system consists of three basic parts, namely, the transmitter, the

channel, and the receiver as shown in Fig. 1.1,

——x  Source and | Transmitter
input transducer

Channel

Outpiit' Receiver
transducer

Fig. 1.1 Functional block diagram of a communication system

lhc trdnsmltter converts the electrical signal into a format that is suitable for transmission
through the physical channel or transmission medium. The transmllter must translate the
information signal into the appropriate frequency range that matches the frequency allocation
assigned to the transmitter. In general, it performs the matching of ihe message to the channel
by a process called modulation. In addition to modulation the other funcﬁons that are

performed by the transmitter are filtering of the information-bearing signal, amplification of



the modulated signal, and in the case of wireless transmission, radiation of the signal by

mcans of a transmitting antenna.

The function of the receivef is to x:ecover the message signal contained in the received signal.‘
If the message signai is transmitted by carrier modulation, the receiver performs carrier
demodulation 'in_ order to extract the message from the sinusoidal carrier. Since the signal
demodulation is performed in the presence of additive noise and possibly other signal
distortion, the demodulated message signal is generally degraded to some extent by the

© presence of these distortions in the received signal.

The communication channel is the physical medium that is used to send the signal from the
transmitier to the receiver. The telephone network makes extensive use of wire lines for voice
transmission as well as data and video transmission. Twisted pair wirelines and coaxial cable
are basically guided electromagnetic channels that provide relatively modest bandwidths.
Telephone wire has a bandwidth of several hundred kilohertz, whereas coaxial cable has a
bandwidth of several megahertz. Fiber-optic communication 1s a method of transmitting
information from one place to anolther by sending light through an optical fiber. The hight
forms an electromagnetic carrier wave that is modulated to carry information. Optical fibers

offer a channel bandwidth that is several orders of magmtud(, larger than coaxial Ldble
channcls. Fiber-optic cable is used by many telecommunications- companies to transmit
lélephonc signals, Internet communication, and cable television signals, sometimes all on the
same optical fiber. Due to much lower attenuation and interference, optical fiber has large
advantages over cxisting copper wire in long-distance and high-demand applications.
However, infrastructure development within cities 1s relatively difficult and time-consuming,
and fiber-optic systems are complex and expensive to install and operate. Due to these
difficulties, fiber-optic communication systems have primarily been installed in long-distance
applications,” where they can be used to their full transmission capacity, offsetting the

increcased cost. -
There are also underwater ocean channels in which the mformatlon bearing signal is
transmitted acousncally Electromagnetlc waves do not propagate over long distances

underwater except at ‘extremely low frequencies. Although acoustics has been used

cffectively'for point-to-point communications in vertical dcep-water channels, acoustics has



had limited success in shallow water. Effects such as time-varying multi-path propagation
and non-Gaussian noise are two of the major factors that limit acoustic communications in
shallow water. Power line communication is a system for using electric power lines to carry

radio signals for communication purposcs.

Some media that can be characterized as special communication channels are data storage
media, such as magnetic tape, magnetic disks, and optical disks. In wireless transmission the
channel is usually the free space over which the signal is radiated by the use of an antenna

[1].

1.2 Historical Revicw

One of the earliest inventions of major significance to communications was the invention of
" the clectric battery by Alessandro Volta in 1799. This invention made it possible for Samuel
Morsc to develop the clectric telegraph, which he demonstrated in 1837. Telephony came
into being with the invention of the telephone in the 1870s. Alexander Graham Bell patented
his invention in 1876. The development of wireless communications stems from the work of
Qersted, faraday, Géuss, Maxwell, and Hertz. James C. Maxwell in 1864 predicted - the
cxistence of electromagnetic radiation and formulated the basic that has Bccn in use for over a
century. In 1894 a sensitive device that could detect radio signals, was used by its inventor
Oliver Lodge to demonstrate wireless communication over a distance of 150 yards at Oxford,
England. Gugliclmo Marconi is credited with the.de\;elopment of wireless telegraphy.
Marconi demonstrated the transmission of radio signals at a distance of approximately Zkms
in 1895. The invention of vacuum tube was especially instrumental in the development of
radio comimunication systems. Fleming invented the vacuum tube in 1904 and the vacuum
triode amplifier was invented .by De Forest in 1906. The invention of triode made radio

broadcast possiblc in the early pa;t of the twentieth century [1].

1.3 Gengeral Features of Wireless Communication

The term wirelcess 1s normally used to refer to any type of electrical or electronic operation
that is accomplished without the use of a "hard wired" connection. Wireless communication

is the transfer of information over a distance without the use of clectrical conductors or



"wires". The distances 1nv0]ved may be short (a few meters as in television remote conlrol) or
very long (thousands or even millions of kllometers for rad]o communications). When the
context is clear the term is often simply shortened to "wireless". Wireless communications is
generally considered to be a branch of telecommunications. Wireless communication may be
via:

¢ radio frequency comrmunication,

e microwave communication, for examplc long-range line-of-sight via highly directional

antennas, or short-range communication, or

e infrared {IR) short-range communication, for example from remote controls,

Applications méy involve point-to-point communication, point-to-multipoint communication,
broadcasting, cellular netwbrks andllother wireless networks. The following situations justify
the usc of wireless technology: ~

e Tospana distance beybnd the capabilitics df typical cabling,

o To avoid obstacles such as physical structures, EMI, or RF]I,

e« To providc a backup communications link in case of normal network failure,

T o. llnk portable or temporary workstations,

To overcome situations where normdl cablmg is difficult or ﬁnan01ally impractical, or

To rcmotely connect mobile users or networks.

In wireless commumcatlon an important feature is that the transrmtted 51gnal is corrupted in a
random manner by a vanety of possible mechanisms. The most common form of slbnal
| degradation comes in the form of additive noise, which is generated at the front end of the
receiver where signal dmp]if'cation is performed. This noise is often called thermal noise. In
wircless transmission, dddltlondl addltwc disturbance are man- “made noise, the atmosphmc
noisc picked by a recelvmg dntcnnd Imerference from other users of the channel is another
form of additive noise that oﬂcn arises in both wireless and w1relme communication sybtems

However, in the mobile radio environment, signals are usually Jmpalr-.ed by fading and
multipath delay spread phenomenon. In such channels, severe fading of the signalramplilude
and 1S1 duc to the frequency selectivity of the channel lead to unacceptable degradation of the
system error performance. Channel coding and adaptive equalization techniques have been
widely used in the single carrier mobile communicr;.lt‘i_on systems to combat fading and

multipath propagation. However, due to the inherent delay in-the coding and equalization



pro'ce'ss and high cost of the hardware, there are practical difficulties to use these techniques

in systems operating at high bit rates.

1.4 OFDM and Other Multiplexing Technigues

Modern telephone networks allow bandwidths in their channels that are much larger than
those needed for a digitalized telephone channel. Basically, a number of channels share a
comnion transniission medium with the aim of reducing costs and complexity in the network.
Multiplexing is defined as the process by which several signals from different channels share
a channel with 'gre-ater capacity. When the sharing is carried out with respect to a remote
resource, such as a satellite, this is lreferred to as mu!tiplc access rather than multiplexing.

There are various ways of performing this sharing such as:

e FDM/FDMA (Frequency Division Multip]exing/Fréqu'ency Division Multiple Access}
¢« TDM/TDMA (Time Division Multip]exiné/Time Division Multiple Access)

e CDMA (Code Division Multiple Access)

e PDMA (Polarization Division Muitiple Access)

e SDMA (Space Division Multiple Access)

e CSMA (Carrier sense multiple access)

There is  another mu[tipléxing technique knox,;vn as Orthogonal Frequency Division
Multiplexing (OFDM) which Is in some respect similar to conventional FDM. The difference
lies in the way in which the signals are modulated and demodulated. Priority is given to
nﬁnimiﬁng the jnterfereﬁce, or crosstalk, among the channels and symbols comprising the
data stream. OFDM spread spectrum technique distribut@s the data over a large number of
carriers that are spaced apart at precise frequencies. This Spacing provides the "orthogonality"

in this technique which prevents the demodulators from seeing frequencies other than their

own. "



1.5 Review of Previous Works

Several research work have been carried out during the last few years on the performance
evaluation of an OFDM system both analytically and also by simulations [12]-[22]. In this

section, a partial review of these works is presented.

The BER performance results for OFDM system over fading channels are reported in [12]-
[16]. The performance of non-coherently detected BFSK/OFDM over multipath fading
channels with noise is investigated in [12]. This analysis demonstrates that it is possible to
transmit information in selective channels with no symbol interference. Expressions of the
Bit Error Probability (BEP) are derived in the context of. frequency selective Rayleigh and

frequency selective Rician fading channels with and without convolutional coding.

Ref. [13] proposes an approximate derivation method of the bit error rate (BER) in
DQPSK/OFDM systems over frequency non-selective Nakégami-Rice and Rayleigh fading
channels. The validity of this equation is conﬁn:n‘ed from the fact that the BER derived tfrom
this approximate equation coincides with that from the computer simulation, even when the

system parameters, for example Doppler frequency, Rician parameter and so on, are varied.

The performance of OFDM has been evaluated in fading channels exhibiting both time-
selectivity and frequency- selectmty in [14]. InvestigatiOn is also performed to find how
various parameters, such as the nu mber of carriers and the guard time length affect the system
performance. Further, the Optlmum ‘values of the above parameters, which minimize the

degradation of the signal-to-'r'loise ratio at the input of the decision device, are determined.

The maximum a posteriori probability (MAP) receiver is derived for OFDM signals in a
tading channel in [15]. As the complexity of the MAP receiver is high, a low-complexity,

suboptimal receiver is obtained and its performance is also evaluated.

Ref. t16] proposes a'sir'nple calculation method, that is, an approximate closed-fofm eduation
of the bit error rate (BER) in DPSK/OFDM systems mentioned above over both time and,
frequency Selectlve Rician fading channels. In orthogonal frequency division multlplexmg,
{(OFDM) systems wﬂh differential phase shift keying (DPSK), it is possible to apply

differential modulation either in the time or frequency domain depending on the condition of



fading channels, such as the Doppler. frequency shift and the delay spread. The validity of the .
proposed method is demonstrated by the fact that the BER pcrformances given by the derived

cqudllon (,omudc with thosc by Monte Carlo simulation.

The effect of timing jitter on the performance of an OFDM system is also reported in [17],
[18]. The bit error rate (BER) degradation is evaluated in OFDM systems where the sampling
| instant -is..._af’feclcd- by timing jitter in [.] 7]. The timing jitter is modeled by a stationary random
process with a known statistic and the error caused by it is described as additive noise. This
dccompoéition is useful bécause it allows for the analytical determination of the BER. The

method may be applied for input data sequences with and without code.

The cffeet of random jitter in the sanip]ing circuit at the receiver in an OFDM communicatioﬁ
system is studied in [18]. It is shown that the effect of jitter can be looked at as interference
betwcen different sub-carriers and derive a lower bound for the variance of the interference in-
terms of the eigenvalues of the covariance matrix of the jitter process. The obtained results
are comparcd with simulation results. The effect of over sampling on the interference is
described and explanation is provided. for the way interférencé'vaﬁes with sub-carrier index

{or different sampling rates.

A simple two-branch transmit diversity scheme is preseﬁted in [19]. Using two transmil
antennas and one receive antenna the scheme provides the same diversity order as maximal-
ratio receiver combining (MRRC) with one transmit antenna, and two receive antennas. It 1s
also shown that the scheme may casily be generalized to two transmit antennas and M receive
antennas to provide a diversity order of 2M. The new scheme does not require any bandwidth

cxpansion, any feedback from 'the,recci-vcr to the transmitter and its computation complexity

is similar to MRRC.

The theory of ortho gonal space-time block code (OSTBC) for wircless fading environment is
dcvclopcd in [20] Ddta is encoded using a space-time block code and the encoded data is
split into n slreamb which are simultaneously transmitted using n transmit antennas. The
reccived signal at cach receive antenna s a linear SUpGI’pOblthI’l of the n transmitted signals
perturbed by noise. Maximum-likelihood decoding is achicved in a simple way through

decou;ﬁliﬁg_bf’ the signals transmitted from different antennas rather than joint detection.



In Ref. [21], it has been shown that a complex orthogonal design that provides full diversity
and full transmission rate for a space-time block code is not possible for more than two
antennas. Previous attempts have been concentrated in generalizing orthogonal designs,
which provide space-time block codes with full diversity and a high transmission rate. This
paper modifies the complex orthogonal codes to quasi-orthogonal codes, which have rate one
and provide partial diversity. The decoder of the proposed codes works with pairs of
* transmitted symbols instead of single symbols, However the work is for single-carrier system

and the analytical BER performance results are not reported. -

The pertormance of QOSTC- QFDM system over fast fading channel is investigated in terms
~of carrier to interference (C/I) and signal to interference and noise ratios in [22]. Comparison
s also made-on five different detection schemes and their SER ftloors are also evaluated

through simulations. However the jitter effect is ignored and only a single receiving antenna

5 used.

1.6 Objectives of the Thesis

The objectives of this research work are:
* To carryout the bit error rate (BER) performance analysis of an OFDM system
considering all” three channel impairments like AWGN, fading and timing jitter in

Rayleigh and Rician fading environments.

¢ To develop an analytical apprc.)'lac.h in order to find the BER of a QOSTC OFDM system

considering all those channelimpairments.

* To extend the analysis for a MIMO-OFDM systerﬁ with switching/selection method for
‘combining multiple lleceiving antennas and to evaluate the improvement in QOSTC

OFDM system performance.

* To extend the analysts for the OFDM and MIMO-OFDM systems with convolution
coding to evaluate the effect of coding on system p'erfolnnance in presence of channel

impairments,



* To evaluate the performance results by numerical computation and to find the optimum.

system design parameters.

1.7 Contributioln of this Work

The mathematical expressi'on of signal-to-noise plus interference ratio (SNIR) for an OFDM
system is derived considering the combined effects of AWGN, fading and timing jitter. In the
SNIR expression, both the channel attenuation and Doppler frequency shift are considered as
tading effect. With the expression of SNIR, the BER of the OFDM system affected by
AWGN, fading and jitter is found. Similarly the SNIR and BER are evaluated for STBC-

OFDM and MIMO-OFDM systems.

1.8 Organization of the Thesis

Chapter 1 yves a briet overwew of a n.ommumcatlon system and description of different
impairments in wireless commumcatlon link. The back;;lound and objective of the thesis are
. also presented in chaptf_:r ,] Chdptel 2 pives a comparative description. of OFDM with
different multiplexing/mﬁiﬁple access technologies. The concept of OFDM, STBC and

* convolution coding is also described in this chapter.

In chapter 3 the performance of OFDM and MIMO-OFDM is evaluated. In this chapter we
p:ebent the block diagrams of the systems under con51derat10n We evaluate the different
_ inter ferences caused by fading in an OFDM system. Then we examine the BER performance
of tlu, system in presence of AWGN, fading and timing jitter. We also perform the same
analysis for STBC-QFDM system Having only transmit diversity. We extend our analysis by '

applying diversity combining into the receiving side.

In chapter 4 we perform numerical computations on the expressions of the systems described
in chapter 3. Different BER plots are shown and results are presented and compared. Chapter
5 concludes the thesis by discussing some of the expected problems and scope for further

research.



Chapter 2
Ovemew of OFDM and MIMO Technology

This chapter highlights. different multiplexing techniques and technical details of OFDM
technology. The overview of diversity, STBC and MIMO technology are also presented in

this chapter.

2.1 Different Multiplexing and Multiple Access Techniques

The various ways of performlng multtplexmg, is already menttoned in Chapter 1. The

comparative description of these schemes are mentioned below

FDM/FDMA (Frequency Division Multiplexing/Frequency Division Multiple Access).

Assigns a portion of the total bandwidth to each of the channels.

TDM/TDMA (Time Division Multiplexing/Time Division Multiple Access): Assigns all of

the transport capacity sequentially to each of the channels.

CDMA (Code Division Multiple Access): In certain circumstances it is possible to fransmit
multiple b]blldl‘a in the same. frequeney and at the same time, with the receiver being
responsible t0t separatmg them Thls teehmque has been ubed ‘for years in military
_technology, and is based on extendlng the . spectrum of the signal and reducing the

transmission POWET.

PDMA (Polarization Division Multiple Access): Given that polarization can be maintained,
the polarization direction can be usee} as a multiple access technique, although when there arc
matty obstacles noise can make it unsuitable, which is why it is not usually used in indoor
inS:t:tlltations. Qutside, however, it is widely used to increase transmission rates i installations

that use microwaves,””

10



SDMA (Space Division Multiple Access): With directional aerials, the same frequency can
be re-used provided the alignment of the aerials is correctly adjusted. There is a great deal of

interference but this system lets frequencies obtain a high degree of reusability.

CSMA (Carrier sense multiple access): Carrier Sense Mu],tii)le Access (CSMA) is a
probabilistic Media Access Control (MAC) protoco! in which a node verifies the absence of
other traftic before transmitting on & shared physical medium, such ds an electrical bus, or a
band of electromagnetic spectrum. In CSMA multiple nodes sénd and receive on the medium.

Fransmissions by one node are generally received by all other nodes using the medium.

2.1.1 Code Division Multiple Access (CDMA) describes a communication channel access
principle that employs spread-spectrum technology and a special coding scheme (where each
transmitter is assigned a code). By contrast, time division multiple access (TDMA) d.i\_fidcs
aceess by ume, w.hile frequency-division multiple access (FDMA) divides it by fréqit&_:ncyl
CDMA is a form ofr"spreéd.-spectrum” signaling', since the morc.julated coded signal has a

much higher bandwidth than the data being communicated.

I radio CDMA, each grouplof users is given a shared code. Many codes occupy the same
channel, but only users associated with a particular code can understand each other. CDMA is
characterized by high capacity and small cell radius. CDMA has been used in many-
communications and navigation systems, inctuding the Global Positioning System and the

OmniTRACS satellite system for transportation logistics [2).

Features: _

* Narrowband nwes§agé signal multiplied by wideband §preading signal or pseudonoise
code

* Each user has his own pseudonoise (PN) code . 7

* Soft capacity limit: system performance degrades for all users as number of users
increases

¢ Cell frequency reuse: no frequency planning needed

* Soft handoft increases capacity

e Near-far problem

* Interference limited: power control is required
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2.1.2 Time Division Multiple Access (TDMA) is a channel access method for shared
“medium (usually radio) networks. It allows several users to share the same frequency channel
by dividing the signal into different timeslots. The users transmit in rapid succession, one
after the other, each using his own timeslot. This allows multiple stations to share the same
transmission medium (e.g. radio frequency channel) while using only the part of its
bandwidth they require. TDMA is used in the digital 2G cellular systems such as Globa!
System for Mobile Communications (GSM), in satellite Systems, and combat-net radio

systems.

TDMA is a type bf Time-division multiplexing, with the special point that instead of having
one transmitter connected to one receiver, there are multiple transmitters. In the case of the
u.plink from a mobile phone to a base station this becomes particularly difficult because the
mobile phone can move around and vary the timing ad\-'étice required to make its
transmission match the gap in transmission from its peers. The difference between time-
div'iélio:n multifalexing (TDM) and time-division mulﬁpté access is that time-division
multip]exin.g requires users to be collocated to be multipléxéd into the channel. In that regard,

time-division multiple access can be considered as a remote multiplexing technology [3].

TDMA Features:

» Shares single carrier frequency with multiple users

) Non—continq_ohs transmission makeé handoft simpler

¢ Slots can be assigned on demand in dynamic TDMA

» Less stringent power control than CDMA due to reduced intra cell interference
¢ Higher synchronization overhead than CDMA

« Advanced equalization is necessary for high data rates

¢ Cell breathing (borrowing resources from adjacent cells) 1s more complicated than in
CDMA '

Comparison of TDMA with other multiple-access schemes:

In radio systems, TDMA is usually used alongside Frequency-division multiple access
(FDMA) and Frequency division duplex (FDD); the combination is referred to as
FDMA/TDMA/FDD. This is the case in both GSM and 15-136 for example. A major

‘advantage of TDMA is that the radio part of the mobile only needs to listen and broadcast for
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its own timeslot. For the rest of the time, the mobile can carry out measurements on the
network, detecting surrounding transmitters on different frequencies. This allows safe inter

frequency handovers, something which is difficult in CDMA systems.

CDMA, by comparison, supports "soft hand-off" which allows a mobile phone to be in
communication with up to 6 base stations simultaneously, a type of "same-frequency
handover". The incoming packets are compared for qua]ity; and the best one is selected.
CDMA's "cell breathing" characteristic, where a terminal on the boundary of two congested
cells will be unable to_receive a clear signal, can often negate this advantage during peak

periods.

A disadvantage of TDMA systems is that they create interference at a frequency which is
directly connected to the timeslot length. This is the irritating buzz which can sometimes be
heard it a GSM phone is left next to a radio or Speakers. Another disadvantage is that the
"dead time" between timeslots limits the potential bandwidth of a TDMA channel. These are |
implemented in part because of the difficulty ensyiring that_different terminals transmit at
exactly the times required. Handsets that are moving will need to constantly adjust their
timings to ensure their transmission is received at precisely the right time, because as they
move further from the base station, their signal will take longer to arrive. This also means that
the major TDMA systems have hard limits on cell sizes in terms of range, though in practice
the power levels required to receive and transmit over &iétances greater than the supported

range would be mostly impractical anyway [3).

2.1.3 Frequency Division Multiple Access or FDMA is an access technology that is used by
radio systems to share the radio spectrum. The terminology “multiple access” implies the
sharing of the resource amongst users, and the “frequency division” describes how the
sharing is done: by allocating users with different carrier frequencies of the radio spectrum,
In an FDMA schetﬁe, the given Radio Freduency (RF) bandwidth is divided into adjacent
frequency segments. Each segment is provided with bandwidth to enable an associated
communications signal to pass through a transmission environment with an acceptable level

of interference from communications signals in adjacent frequency segments [4].
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2.2 Fundamentals of OFDM:
OFDM Overview

OFDM is a modulation technique where multiple low data rate carriers are combined by a
transmitter to form a composite high data rate transmission. Digital signal processing makes
OFDM possible. The basic idea behind this scheme is to spread out the effect of a tade aver
many bits. Rather than having a few adjacent bits completely destroyed, we now have all the

bits only slightly affected by a fade.

Each carrier in an' OFDM system is a sinusoid with a frequency that is an integer multiple of
a base or fundaménttal sinusoid frequency. Therefore, each carrier is like a Fourier series
component of the composite signal. An OFDM signal is created in the frequency domain,
and then transformed into the timé domain via the Discrete Fourier Transform (DFT). Two
‘periodic signals‘; are orthogonal when the integral of their product, over one period, is equal 10
zero. The carriers of an OFDM system are sinusoids that lﬁeet this requirement because ¢ach
one is a multiple of a fundamental ﬂ’equ-éncy. Each one has an integer number of cycles in

the tundamental period [5].

Preliminary Concepts

Wihen the DFT (Discrete Fourier Transform) of a time signal is taken, the frequency domain
resulls are a function of the time sampling period and the number of samples. The
fundamental frequency of the DFT is equal to I/NT (1/total sample time). Each frequency
represented in the DFT is an integer multiple of the fundamental frequency. The maximum
frequency that can be represented by a time signal sampled at rate 1/T is fmax = 12T as-
given by the Nyquist sampling theorem. This frequency is located in the center of the DF'TV
points, All ,_ﬁ'equencies beyond that point are images of the representative frequencies. The
maximum frequency bin of the DFT is equal to the sampling frequency (1/T) minus one
fundamental (1/NT).

The IDFT (Inverse Discrete Fourier Transform) performs the oppostte operation to the DFT.
It takes a signal defined by frequency components and converts them to a time signal. The
parameter mapping is the same as for the DFT.” The time duration of the IDFT time signal is
equal to the number of DFT bins (N) times the sampling period (T). It is perfectly valid to

generate a signal in the frequency domain, and convert it to a time domain equivalent for

14



practical use. This is how modulation is applied in OFDM. The frequency domain is a
mathematical tool used for analysis. Anything usable by the real world must be converted

into a real, time domain signal. In practice the Fast Fourier Transfbrm (FFT) and IFFT are

used in place of the DFT and IDFT [5].

Orthogonality

In OFDM, the sub-carrier frequencies are chosen so that the sub-carriers are orthogonal 1o
each other, mean'ing that cross-talk between the sub-channels is eliminated and inter-carrier
guard bands are not requued This greatly simplities the desngn of both the transmitter and the
receiver: unlike conventional FDM, a separate filter 1‘01 each sub- channel is not required. The
orthogonality also allows high spectral efficiency, near the Nyquist rate. Almost the whoie
available frequency band can be utilized. OFDM generally has a nearly 'white' spectrum,
giving it benign electromagnetic interference properties with respect to other co-channel

LSers.

The orthogonality allows for efficient modulator and demodulator implementation using the
FFT algorithm. OFDM ‘requires very accurate ffequency synchronization between the
receiver and the transmitter; any deviation and the sub-carriers are no longer orthogonal,
causing inter-carrier interference (ICI), i.e. cross-talk between the sub-carriers. Frequency
oftsets are typically caused by mismatched transmitter and re:ceiver oscillators, or by Doppler
shift due 1o movement. Whilst Doppler shift alone may be compensated for by the recéi\'ér}
the situation is worsened when combined with multipath, as reflections will appcar at varioﬁ%
frequency Dﬁbutb w ]mh is much harder to correct. This effect typically worsens as specd
incredses, and is ah important factor limiting the use of OFDM in high-speed vehicies.

Several techniques for ICI suppression are suggested, but they may increase the receiver

complexity [5).

Guard Period

One key principle of OFDM is that since low symbol rate modulation schemes (i.e. where the
symbols are relatively long compared to the channel time characteristics) suffer less from
intersymbol interference caused by multipath, it is advantageous to transmit a number of Jow-
rate streams in parallel instead of a single high-rate stream. Since the duration of each symbol

is long. it is feasible to insert a guard interval between the OFDM symbols, thus eliminating

15



the intersymbol interference. The guard interval also elimjnates the need for a pulse-shaping

filter, and it reduces the sensitivity to time synchronization problems.

The cyclic prefix, which is transmitted during the guard interval, consists of the end of the
OFDM symbol copied into the guard interval, and the guard interval is transmitted followed
by the OFDM -symbol, The reason that the guard interval consists of a copy of the end ot the
OFDM symbol is so that the receiver will integrate over an integer number of sinusoid cycles

for each of the multipaths when it performs OF DM demodulation with the FFT [5}.

Multipath Characteristics
OFDM avoids frequency selective fading and ISI by providing relatively long symeI periods
for a given data rate. For a given transmission channel and a given source data rate, OFDM
can provide better multipath characteristics than a single carrier. However, since the OFDM
CHImers are Spread over a frequency range, there still may be some frequency selective
attenuation on a time-varying basis. A deep fade on a particular ﬂequenc:)- may,.qause _the
loss of data 01{ that frequency for a given time, but the use of Forward Error'Co-ding can fix it.
It a single carrier .experienced a deep fade, too many consecutive symbols may be lost and

correction coding may be ineffective.

OFDM is more bandwidth efficient than a single carrier. Another efficient aspect of OFDM
is that a single transmitter’s bandwidth can be increased incrementally by addition of more
adjacent carriers. [n addition, no bandwidth buffers are needed between transmit bandwitths
of separate transmitters as long as orthogonality can be maintained betwéen all the carrers

[5].

Simplified equalization 7

The effects of frequency-selective channel conditions, for example féding caused by
multipath propagation, can be considered as constant (flat) over an OFDM sub-channel if the
sub-channel is sufficiently narrow-banded, i.e: if the number of sub-channels is sufficiently
larve. This makes equalization far simpler at the receiver in OFDM in comparison (o
conventional single-carrier modulation. The equalizer only has to multiply each sub-carrier
by a constant value, or a rarely changed value. Some of the sub-carriers in some of the

OFDM symbols may carry pilot signals for measurement of the channel conditions, 1.e. the
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equalizer gain for each sub-carrier. Pilot signals may also be used for synchronization. If
differential modulation such as DPSK or DQPSK is applied to each sub-carrier, equalization
can be completely omitted, since these schemes are insensitive to slowly changing amplitude

and phase distortion [5].

Physical Implementation
Since OFDM is carried out in the digital domain, there are many ways it can be implemented.
Some options are provided in the following list. Each of these options should be viable given

~ current technology [5):

1. ASIC (Application Specific fntegrated Circuit)

ASICs are the fastest, smallest, and lowest power way to implement OFDM

Cannot change the ASIC after it is built without dé_signing a new chip

o

Generc.'.’-pmpose M."cmp.rocesmr or Micr oCorm. ofler

e Pow erPC 7400 or other processor capable of fast vector operations
. 1ohly plogrammable

* Needs memory and other peripheral chips

*  Uses the most power and space, and would be the slowest

[S]

. Ffe/c.;’—Progmmmabz’e Gate Array (FPGA)

* An FPGA combines the speed, power, aﬁd density attributes of an ASIC with the
programmability of a general—pulbose processor. o

* An FPGA could be reprogrammed for ﬁew functions by a base station to meet future

{currently unknown requirements).

¢ This should be the best choice

Orthogonal Frequency Division Multiple Access (OFDMA) is a multi-user vhe15i0n of the
popular OFDM digital modulation scheme. Multiple access is achieved in OFDMA by
asblgmng subsets of subcarriers to individual users. This allows snmultaneous low data rate
transmission from several users. Based on feedback information about the channel

conditions, adaptive user-to-subcarrier assignment can be achieved. If the assignment is done



sufticiently fast, this further improves the OFDM robustness to fast fading and narrow-band
cochannel interference, and makes it possible to achieve even better system spectral
efficiency. Different number of sub-carriers can be assigned to different users, in view to
support differentiated Quality of Service (QoS), i.e. to control the data rate and error

probability individually for each user.

OFDMA resembles code division multiple access (CDMA) sprerad spectrum, where users can
achieve different data rates by assigning a different code spreading factor or a different
number of spreading codes to each user. OFDMA can also be described as a combination .of
frequency domain and time domain multiple access, where the resources are partitioned in the
ume-frequency space, and slots are assigned along the OFDM symbol index as well as

OFDM sub-carrier index [6].

"Applications

.OFD\'I applications include the following:

. mntal Audio Broadcasting (DAB), w:relesa CD quality sound transmission )

. --Dlgatal Video Broadcasting (DVB), 5pecmcally, Digital Terrestrial  Television
Broadeasting (DTTB)

e Wircless LAN: (IEEE 802.11a) and Hiper LAN/2

. \_f\"ireless MAN: (IEEE 802.16) WiMAX

. -ADSL (Asymumetric Digital Subscriber Line), also called DMT (Digital Mui[i-Tone)

B Advan_tages

« Can ¢asily adapt to severe channel conditions without complex equali'za_tiqn-

* Robust against narrow-band co-channel interference |

¢ Robust against intersymbol interferénce (1SI) and fading caused by multipath propagation
» High spectral efficiency '

» Efficient implementation using FFT

* Low sensitivity to tine synchronization errors
~o  Tuned sub-dmnnel receiver filters are not required (uhlike’conventional FDM)

« Facilitates Single Frequency Networks, i.e. transmittér macrodiversity.
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Disadvantages
» Sensitive to Doppler shift,
* Sensitive to frequency synchronization problems.

¢ Inefficient transmitter power consumption, due to linear power amplifier requirement.

2.3 Bluetooth

2.3.1 Bluetooth Overview

Bluetooth is an industrial specification for wireless personal area networks (PANs). Bluetooth
prov ides a Wdy to connect and exchange information between devices such as mobile phones.
laptops. PCs, printers, dlgltal cameras, and video game consoles over a sccure, globally
unlicensed short-range radio frequency. The Bluetooth specifications are deve]oped‘and-

licensed by the Bluetooth Special Interest Group (SIG).

Bluetooth is analogous to USB, zind is écéeptable for situations when two or more devmes are
m proximity to each other and dont require high bandwidth. Bluetooth also snnp]mes the
discovery and setup of services. Bluetooth devices advertise all services they pIO\’lde Thls
makes the utl]l[} of the service that much more accessible, without the need o w orry abou!

network addresses, permissions and all the other considerations that go with typical networks.

Bluetooth is a radio standard and communications protocol primarity designed for low power
consumption, with a Sl]OI‘t range (power-class-dependent: 1 meter, 10 meters, 100 'nA]‘eters)
lmsed on low-cost transceiver fnicrochips in each device. Bluetooth lets these devices
communicate with each other when they are in range. The devices use ‘a radio
communications system, so they do not have to be in line of sight of each other, ana can ¢ven
be in other rooms, as long as the recejved fransmission is powerful enough. The data rate
achieved is 1 Mbps, 3Mbps, 53-480 Mbps. In order to use Bluetooth, a device must be
compatible with certain B!uetooth profiles. These define the possible applications and uses

(1.

Applications:

More prevalent applications of Bluetooth include:
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»  Wireless control of and communication between a mobile phone and a hands-free headset
~ or car kit. This was one of the earliest applications to become popular.
‘e Wireless nétworking between PCs in a confined spaée and where little bandwidth is
required. | '
e Wireless communications with PC input and output devices, the most common being the
Mmouse, ke)l/board and printer.
¢ Replacement of traditional wired éeria] comrmunications in test equipment, GPS receivers,
medical equipment, bar code scanners, and traffic control devices. B
e For controls where infrared was traditionally used.
. Srehr'dl:ng small advertisements from Bluetooth enabled advertising hoardings to other,

discoverable, Bluetooth devices.

2.3.2 Bluetooth vs Wi-:Fi in Networking

Bluetooth differs from Wi-Fi in that the latter provides higher throughput,and,cov‘ers greater
distances, but requires more expensive hardware and higher power consumption. They use
the same frequency range, bL& emplb"y different multiplexing schemes, While Bluetooth is a
cable replacement for a variety of applications, Wi-Fi is a cable replacemenf on]yrtbr' local
area network access. Bluetooth is often thought of as rwireless USB, whereas Wi-Fi 15
wireless Ethernet, both operating at much lower bandwidth than the cable systems they are

trying to veplace (7).

2.4 Diversity Techniques in Wireless Communication

2.4.1 Diversity Schemes )

In telecommunications, a diversity scheme refers to a method for improvidg the reliability of
a message signal by utilizing two or more communication channels with different
characteristics. Diversity plays an important role in combating fading and co-channel
interference and avoiding error bursts. It is based on the fact that individual channels
- experience different icvels of fading and interference. Multiple versions of the same signal
may be transmitted and/or received and combined in the receiver. Alternatively, a redundant
forward error correction code may be added and different parts of the message tr-ansmiéted

over different channels. Diversity techniques may exploit the multipath propagation, resulting
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in a diversity gain, often measured in decibels. The following classes of diversity schemes
can be identified [8]:

Time diversity: Multiple versions of the same signal are transmitted at different time
instants. Alternatively, a redundant forward error correction code is added and the message is
spread in time by means of bit-interleaving before it is transmitted. Thus, error bursts are

avoided, which simplifies the error correction.

Frequency diversity: The signal is transferred using several frequency channels or spread

over a wide spectrum that is affected by ﬁ'equénc-y-selective fadin'g. Examples are:

e OFDM modulation in combination with subcarrier interleaving and forward error
correction '

» Spread spectrum, for example frequency hopping or DS-CDMA,

Space diversity: The signal is transferred over several different pfbpagatioh paths. In the
case of wired transmission, this can be achieved by transmitting via multiple wires. In the
case of wireless transmission, it can be achieved by antenna diversity.uéing multiple
transmitter antennas (transmit diversity) and/or multiple receiving antennas (diversity
reception). In the latter case, a diversity combining technique is applied before further signal
processing takes place. If the antennas are at fér distance, for example at different cellutar
base station sites or WLAN access points, this is called macrodiversity. If the antennas are at
a distance in the order of one wavelength, this is called microdive_rsity. A special case 1y
phased antenna arrays, which also can be utilized for beamforming, MIMQ channels and

Space-time coding (STC).

Polarization diversity: Multiple versions of a signal are transmitied and received via
antennas with different polarization. A diversity combining technique is applied on the

receiver side.
Multiuser diversity: Multiuser diversity is obiained by opportunistic user scheduling at

either the transmitter or the receiver. Opportunistic user scheduling is as-follows that the

transmitter selects the best user among candidate receivers according to qualities of each
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channel between the transmitter and each receiver. In FDD systems, a receiver must feed

back the channel quality information to the transmitter with the limited level of resolution.
Antenna diversity: transmitted along different propagation paths.

2.4.2 STBC Overview

Space~time block coding is a technique used in wireless communications to transmit multiple
copies of a data stream across a number of antennas and to exploit the various received
versions of the data to improve the reliability of data-tranéfer. The fact that transmitted data
must traverse a potentially difficult environment with scattering, reflection, refraction and so
on as well as can be corrupted by thermal noise in the receiver means that some of the
received copies of the data will be better than others. This redundancy results in a higher
chance of being able to use one or more of the received copies of the data to correctly decode
the received signal. In fact, spaceﬁti.me coding combines all the.copies of the recerved signal

m an optimal way to extract as much information from each of them as possible.

STC involves the wansmission of multiple redundant copies of data to (A:ﬁompensate tor t;ading
and thermal noise in the hope that some of them may arrive at the receiver in a better state
than others. In the case of STBC in particular, the data stream to be transmitted is encoded in
blocks. which are distributed among spaced antennas and across time. While 1t is necessary o
have multiple transmit antennas, it is not necessary to have n*n‘ultifpﬂe receive antennas,
“although to do so improves performance. This process of receiving diverse copies of the data

is known as diversity reception.

STBCs as originally introduced, and as usually studied, are orthogonal. This means that the
STBC is designed such that the vectors representing any pair of columns taken from the
coding matrix is orthogonal. The result of this is simple, linear, optimal decoding at the
receiver. Its most serious disadvantage is that all but one of the codes that satisfy this

criterion must sacrifice some proportion of their data rate.
Apart from there being no full-rate, complex, orthogonal STBC for. more than 2 antennas, it

has been derived that, for more than three antennas, the maximum possible rate is 3/4. Codes

have been designed which achieve a good proportion of this, but they have very long block-
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length and are unsuitable for practical use. This is because decoding cannot proceed until af/
transmissions in a block have been received, so a longer block-length, T results in a longer

decoding delay.

Quasi-orthogonal STBCs
These codes exhibit partial orthogonality and provide only part of the diversity gain

mentioned above. An example reported by Hamid Jafarkhani is:
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The orthogonality criterion onty holds for columns (1 and 2), (1 and 3), (2 and 4) and (3 and
4). Crucially, however, the code is full-raté and still only r'eduirés Iinear'p'rbce'ssing at the
receiver, although decoding is slightly more éomplex than forr orthogonal STBCs. Results
‘_ _' show that this Q-STBC outperforms (inA a bit-error rate sense) the f'ully—orthogon.al 4-antenna
" “STBC over a good range of signal-to-noise‘fatios (SNRs). At high SNRs, though (above
about 22dB in this particular case), the increased diversity offered by orthogonal STBCs
vields a better BER. Beyond this point, the relative merits of the schemes have to be

considered in terms of useful data throughput [11].

2.4.3 Diversity Combining
Diversity combining is the technique applied to combine the multiple received signals of a
diversity reception device into a single wnproved signal. Various diversity combining

techniques can be distinguished [12}:

Maximal-ratio combining: The received signals are weighted with resbect to their SNR and
then summed. Assuming ideal operation, predetection stage maximal-ratio combining .
achieves the best performance improvement compared with the other methods. However it
requires cophasing, weighting, and sunﬁning circuits resulting in the most complicated

implementation.

23



Equal gain combining: All the received signals are summed coherently. It is equal to
maximal-ratio combining, except that the weighting circuits are ommited. The performance
improvement by an equal-gain combiner is slightly inferior to thaf of a .rna.xima]-ratio-
combiner, since interference and noise corrupted signals may combined with high qaulity

(interference and noise free) signals.

Sclection combining: Qut of the N received sighals, the strongest sighal is selected. For
VHF, UHF, and microwave communications, both the inaximal-ratio and equal-géin
combining methods are unsuitable. It is difficult to realize a cophasing -cir_ql_iit having precise
and stable tracking performance in a rapidly changing random ph-aAs"'e:' multipath fading
environment. Compared with other two menthods the selection method is more Suitablé:_ for
mobile radio applications because of its simple implementations. Stable opeation is eas-ily
achieved and its performance is slightly inferior to .the one obtained by maximal-ratio

combinng method.

Switched combining: The receiver switches to another signal when current signal drops

below a predefined threshold. This is a less efficient technique than selection combining.

2.4.4 MIMO Technology

Multiple-input multiplc-output,' or MIMO, refers to the use of muluple antennas both ai the
transmitter and receiver. Anothér common term for this technology is smart antennas, which
performs spatial information processing with multiple antennas. MIMO technology has
attracted attention in wireless communications, since it offers Signiﬁcan't increases in data
throughput and link range without additional bandwidth or transmit power. It achieves this by
higher spectral efticiency (more bits. per second per Hertz of bandwidth) and link reliability

or diversity (reduced fading).

Spatial multiplexing requires MIMO antenna conﬂguration.- In spatial multiplexing, a high
rate signal is split into multiple lower rate streams and each.stream is transmitted from a .
different transmit antenna in the same frequericy channel. lf these signals arrive at the
receiver antenna array with sufficiently difterent spatial signatures, the receiver can separate

these streams, creating parallel channels for free. Spatial multiplexing is very powerful



technique for increasing channel capacity at higher Signal to Noise Ratio (SNR). The
maximum number of spatial streams is limited by the lesser in the number of antennas at the

- transmitter or receiver. Spatial multiplexing can be used with or without transmit channel

knowledge.

Diversity coding techniques are used when there is no channel knowledge at the transmitter.
In diversity methods a single stream (unlike multiple streams in spatial multiplexing) is
transmitted, but the signal is coded using techniques called space-time coding. The signal is
- emitted from each of the transmit antennas using certain principles of full or near orthogonal
Tcﬁding. Diversity exploits the independent fading in the multiple antenna links to enhance
signal diversity. B;ecause there is no channel knowledge, there is no beamforming or array

gain from diversity coding. [10]

2.5 Convolutional Coding

in telecommunication, a ConvolLrlrtiroﬁal code is a type of error-correcting éi)de in which (a)
each m-bit information sylﬁbél (ea'ch m-bit string) to be encoded is transformed ihtd an n-bit
symbo!, where m/n'is the code rate (ﬁ > m) and (b) the transformation is a function of the last
k information symbols, where k is the constraint length of the code. Convolutiona! codes are
often used to improve the performance of digital radio, mobile phones, satellite links, and

Bluetooth implementation.

A free distance d is a minimal Hamming distance benween different encoded sequences. A
correcting capability t of a convolutional code is a number of errors that can be corrected by
the cade. Since a convolutional code doesn't use blocks, processing.instead a continuous
bitstream, the value ot t applies to a quantity of errors located relatively near fo cach other.
That is, multiple groups of t errors can usually be fixed when they are relatively far. Free
distance can be interpreted as a minimal length of an erroneous "burst" at the output of a
convolutional decoder. Several algorithms exist for decoding convolutional codes. For
relatively small values of k, the Viterbi algorithm is universally used as it provides maximum

likelihood performance and is highly parallelizable. [9]

3]
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This chapter has provided an overview of different multiplexing techniques along with
OFDM, fundamentals of diversity, and convolutional coding. Analysis of OFDM and STBC-
OFDM is the subject of the next chapter.
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Chapter 3
Syst.em Description and Modeling

3.1 Performance Analysis of an QFDM Svystem: -

3.1.1 System Model

The model of the OFDM system considered for analysis is shown in Fig. 3.1.
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o ’ P . Prefix
bln] :
Channel
. Cyclic ved
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‘ Demap Removal

Signa] (1)

Fig. 3.1 Block diagram of an OFDM system

“Serial to Parallel Conversion

The input serial data stream b[h] 1s formatted into the word size required for transmission.
e.g. 2 bits/word for QPSK, and shifted into a parallel format. The data is then transmitted in
parallel by assigning each data word to one carrier in the transmission.

Modulation of Data

* The data to be transmitted on each carrier is mapped into a Phase Shift Keying (PSK) format.

The data on each symbol is then mapped to a phase angle based on the modulation method.
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For example, for QPSK the phase angles used are 0, 90, 180, and 270 degrees. For DQPSK
and DPSK (DBPSK) modulation, differential coding is performed in the time domain.

Inverse Fouricer Transform
Using IFFT, OFDM modulation is computed-on each set of symbols, resulting in time-

domain samples.

Guard Period
The guard period is a cyclic extension of the symbol to be transmitted. After the guard has
" been added, the symbols af_é then converted back to a serial time waveform. This is then the

base band signal for the OFDM transmission.

§ :
E- fl
= |
1 1 i 1 e 1
a
Time
Fig. 3.2 OFDM signal in time domain

‘ S mpditllcle ‘Avalabls Bandwicth

Fraquecy

Fig. 3.3 OFDM signal in frequency domain
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Channel

The channel is time-selective Rayleigh/Rician fading with AWGN.

Receiver

The receiver basically does the reverse operation to the transmitter. The guard pertod is
removed. The FFT of each symbol is then taken to find the original transmitted Spectrulﬁ.
This returns N parallel streams. The phase angle of each transmission carrieris then
evaluated and converted back to binary stream by demodulating the received phase. These
streams are then re-combined into a serial stream, bA[n] which is an estimate of the originﬂ

binary stream at the transmitter,

3.1.2 Effeet of Fading 7

Rayleigh fading is caused by _multipath reception. The mobile antenna receives a large
number of reflected and scaftered waves. Becausé of wavé' cancellation effe_cfs, the
instantaneous received po'Wef seén by a moving antenna becomes a randon: variable.

dependent on the location of the antenna. All waves experience their own phase rotation. The .

resulting vector may signiﬁéantly.”change in amplitude if individual components undergo

different phase shifts. In mobile radio channels with high terminal speeds, such changes
occur rapidly. Rayleigh fading then causes the signal amplitude and phase to fluctuate-
‘rapidly. Rician fading is similar to that for Rayleigh fading, except that in Rician fading a
strong dominant component is present. This dominant component can for instanée be the line-
of-sig.ht wave. The Rician K-factor is defined as the ratio of signal power in dominant

component over the (local-mean) scattered power,

Multipath fading degrades the signal energy in single carrier systems but it causes additional
interference in OFDM systems. We will analyze the interference based on the concept of

complex Fourier series. The complex Fourier coefficients Ck can be expressed as

cgz%gf(x)e‘“dx, _— o@n

where T is the Nyquist interval. Now f(x) Is assumed to be the interference which occurs at a
certain subcarrier, the complep{ Fourier coefficients of f(x} are classified into two cases:
L. cx (k#0) is an alternating current (AC) i:omponent of f(x), and Eck13 can be considered as the

inter-carrier interference (ICI) power,
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2. ¢y is a direct current (DC) component of f{x), and |c0!2 can be considered as the intra-

symbol interference power.

Inter-Carrier Interference:
When a carrier cos(2nf.t) passes through the fading channels, the received carrier frequency
is affected byﬂ Dopplér frequency fy cosf, where 6 is a random phase with the uniform
distribution of (0, 2m). Then the received carrier r{t) can be expressed as [16] _ -
(1) = cos {2n( f. + 3 cos 9)t}
= cos(2m t. t) = (2n fat cos 0) sin(2m £ 1), _

for 12m 3t cos B <<1, _ ('_3.2)

The second term of Eq. (3.2) means the ICI from the loss of orthogonality among subcarriers,

From Eq. (3.1}, the interference power to a subcarrier k (k#0) can be obtained as [16]

: 2
1 . —jk%‘il
lee]” = = | 27f ;t(cosBe Y di
o
fuTycosO)

k
(3.3)
It is tound fromy Eq. (3.3) that the interference power from a remote subcarrier Ky (large
_number of k) is kept to be small. Therefore, by using the symmetricity of the complex Fourier
coetticients and Euler zeta function, the total power of ICI /¢ from subcarriers k (kisks

k), k#0) can be calculated as [16]

[C¥]

it =
lu( —2 kzzllc_;\.l
- 2
i (fuTycosb)
K=l s

L Ty c0s8)’
- 3

Lk ==1

3.4
where it is assumed that the number of subcarriers in OFDM systems is very large. Finally,
the average power I, of ICI caused by the Doppler frequency shift can be derived by

averaging Eq. (3.4) by uniformly distributed 6 as [16]
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1 T (T, cos 6)

. j———de
21r p 3
_ (1)’
6
_ () (3.5)
6(1+3,)°

Intra-Symbeol Interference

Intra-symbol interference is created because of phase rotation angle of the demodu!atmu
5ymbol caused by the fading. This rotation gives rise to the degradation of the symbol energy
and the interference to the quadrature channel component. The phase rotation angle v in
terms of time can be expressed as [16]

Wty =2m fyt cos 8,

{3.6)
which is c_auséd by the Doppler frequency shift. Theretore, the 'receiyed carrier r(t) with the -
phase rotation 'wr_b,e_cb.lrnes las [16] 7
r(t) = cos (2n fet + \p) '_ ‘

= cos y cos(2n fer) = sin v sin(2n fer).
‘ (3.7
In Eq. (3.7), cos y and sin y mean the degradation of the symbol energy and the interference
o the quadrature channel component, respectively. Assuming |2n fy t cos 8] << 1. cosy and -
) sinqu in Eq.(3.7) can be approxiimated as [16]
" cosy = cos(27f 1(cosB)) 2 1
sing = sin(27f,(cos9)) = 217 ,t(cos6)
(3.8)
Consequently, the degradation of the symbol energy can be neglected, while the interference
to the quadrature channel component must be considered as rthe intra-symbol i[ltel-fc_re11cé."" '
The average interference power to the quadrature channel component can be calcu[atedr by

taking account of a DC component |eqf? of complex Fourier coefficient in Eq. (3.1). From Eq.

(3.8), the interference power ][{" and its average power fj",céused by the Doppler

frequency shift become as [16]
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et 1 ?-"2 ' 8 dn?
{; :(7_‘(j, 7t cos@dr)
= (#f,T. cos8)°

11 =2 T (af, T (cos8)'d6

(3.9 ©
3.1.3 SNIR in Presence of Fading and AWGN o
Due to the inter-carrier and intra-symbol interferences mentioned above, the BER is more
degraded than single carrier systems. The derivation of the signal-to-noise plus interference
power raito (SNIR) involves the interference power estim'ated as the Gaussian noise. It is a
pomt to notrce that the two interference powers should be included in the SNIR of the

[egened Rdv]ewh wave since those interferences are Laused by fading.

Considering P; and P, as the signal power and noise pow'er'-fGSpectively the signal-to-noise

ratio is expressed as

P
SNR yy =—-
TR
_ (K +l)(1+§c) )
N (3.10)
2

where I?(l+8c) means the energy loss caused by the removal of the GI and K is the Rician
tactor. For the special case of Rayleigh fading channel and negligible GI the SNR éxpréssion
is changed as follows “ ' |

SNR yx = TEO“

Considering Py as the total interference power, the express’ion'for Signal-to-Noise Plus

Interterence Power Ratio can be expressed as follows

SNIR vyny = g
i + P

n
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Finally substituting Eq. (3.5), Eq. (3.9} and Eq. (3.10) into Eq. (3.11) leads the SNIR equation

as
SNIR i = = L _ (3.12)
(k+D)(+8,). R T) (T,
26, . 2 76
"N '

3.1.4 Modified SNIR in Presence of Fading, AWGN _:in'd Jitter

We modify the eq'uation of intercarrier interference in Eq. (3.4) to express it in terms of

number of OFDM subcarriers. The total interference. power from N; number of subcarriers

can be expressed as

T

P

0 sin 29]% N 1

_ (LT [

2T 2

1

1’7

_Yala) on o) ¥
2 k=l
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N 1 2
Z:I — (FaTy)”

. (3.13)
Substituting Eq. {3.9), Eq. (3.10) and Eq. (3.13) into Eq. (3.11) we derive the equation of
SNIR in presence of only tading and AWGN as

1
. N 2 hY
(k+D0+8) W T) &
25, >
v NO-

SNIR =

| 3
— (7))
1k|2 o

il

|

(3.14)
Now we will derive the SNIR expression consid.eringjitter along with fading and AWGN. In
any communication System tirhing jitter causes the signal power to degrade by a factor of
(1-¢) over a ime slot. The jitter also causes inter_ference, which is expressed as I;=Eb €. Here-
“ ¢ is the timing error normalized by symbol duration T, ie. (e = A/ T,). So 'thé total
interference power becomes I= 1, +'I.;1 +1. To incorporate the jitter effect along with fading

and AWGN, the equation of SNIR in Eq. (3. 14) is modified as follows:

e (k+D1+06.)  (aF, T)1 vl
+1)( +(S., i N - ‘_—!s o )
P DS e M S GO TR g T
260 €) 2 f.—lzz'l kD Ty b
Ny

. S (3.13)
In fading environment, the received signa!l enérgy is random depending on random fade but
the noise energy remains unchangedi The received bit energy Ey is the product of input bit
energy Ei, and the multiplicative fade o', Ep=Ej x o’ -So with this modiﬁéation the

equation of SNIR in Eq. (3.15) becomes:

SN 0= (k+D(1+8 (F"T)’l Ny
: F+ 11+ 6, o, T,)” 5 )
: PSS (r1 ) 3 S (Eae
2L,a7)(1-8) 2 S ek

Ny

(3.16) -
3.1.5 Expressions of BER

With DQPSK modulation the expression of BER in fading channel is evaluated as [16]
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(- p) o1 K-
Pe = K+l eyp(o— K41y

sl ey T
K+1 K+1

where p= Jo(2n F4 T5) is the time correlation function and I'=E/Ng 1s the bit SNR. 3.17

The terms [/(K+1) and vni (SNIR) are related in [16] as following

FAK+1) = %L for DQPSK

R (3.18)
Substituting Eq. (3.18) in Eq. (3.17) we find the BER'éq&a'tions for DQPSK modulation as

. SNIR SNIR
{1—-]0(27?7,:7-.\-)}(—'2“*)"'1 K—*Z— e
Pe = - ' 3.19
¢ SNIR xpl-gyR ) (19
2(ff;f+1) _ ,_—2—+1

To incorporate the jitter effect along with fading and AWGN, we modify the'éxpressrioh' of =+
BER in Eq. (3.19) as follows T

AT NSNRE@), « SNIR(s, @)

: 2 :
Pe(c.a)= eXpi—-———+— -1}, for DQPSK
Z{SN}'R(E,(I) Y SNIR(e,a) 1

2

o . -(3.20)
The equation of BER of QPSK system in AWGN channel is found as [23]

Pe = 0.5 erfc LT
' \ Ny

?O.Sert‘c‘xf SNIR

, (3.21)
To find the BER performance of QPSK/OFDM system in presence of fading, jitter and
AWGN we modify Eq. (3.21) as follows:

Pe(e, @) = 0.5 erfc / SNIR (¢,a)

The equation of BER of DPSK (DBPSK) system in AWGN channel is found as {23}
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Pe=0.5 exp ( Es )
c= U2 ¢€x -
p No

= (.5 exp (-SNIR)

| o (3.23)
To tind the BER performance of DPSK/OFDM system in presence of fading, jitter and
AWGN we modity Eq. (3.23) as follows:
Pe (¢, a) = 0.5 ¢ S/MRLE
7 or
Pe (e, u) = 0.5 exp {-SINR (¢, @) }

(3.24)

For a fixed value of « the probability of bit error is Pe(a). This Pe(a) is c'onsideréd as a
conditional probability of errbr for a given value of channel attenuation/gain a. For Rayleigh

fading channel, o is Rayleigh distributed. So the pdf of @ is:

x exp (-ji,)
. 20

pla)=

Rk

Q

(3.25)

Here © is Rayleigh parameter. The mean and variance value of the Rayleigh density function
is a function of 6. Mean =1.25x¢  and variance =0.655xg. For Rician fading channel, a is

Rician distributed. So the pdf of a is:
plu) = 2 x exp (- (8 + m’ Y/26° ) x I (axm)/ o)
T -

(3.26)
Here 1, 1 the zeroth order Bessel function. m’= k x 2¢°. The pdf of zero mean Gaussian
distributed jitter is;

1

ple) = % exp (- ¢? /20(.2 )

J Irea

3.27)
The unconditional BER can be calculated by averaging the conditional BER, over all possible

values of ¢ and ¢
P62j [ Pe(a,€) play ple) do de

(3.28)



Substituting Eq. (3.20), Eq. (3.25) and Eq. (3.27) in Eq. (3.28) we can calculate the
unconditional BER for DQPSK modulation in Rayleigh fading channel. In the same way by
substituting Eq. (3.20), Eq. (3.25) and Eq. (3.26) in Eq. (3.28) we can calculate the
unconditional BER for DQPSK modulation in Rician fading channel. Similarly unconditional
BER of OFDM with QPSK and DPSK modulations can be ﬁﬁd in Rayleigh and Ricain

fading channels.

3.1.6 Convolutional Coding: e
To improve transmission performance, channel coding is added. To optimize the us_e'cif-thé
correction capacity of a particular code, soft decision is always a good solution. For this
~ reason convolutional coding is chosen for the system. In the presence of channel coding, an
expression of the bit error probability P, cannot be worked out exactly, .showing the n_eed‘,for
la good upper bound. It is well known that using a rate R= K/N convolutional coding and a
i ‘\/itler.bi algorithtﬁ decoding, the bit error probability for an information symbol is bounded by
Cas(12] .

P. <3 W(d)P(d)
K n’:u'Jr‘

(3.29)

where P(d) is the probability for the decoding algorithm to choose a path at distance d from

the correct path in the decoding trellis, dr is the free distance of the encoder and W(d), a . '

characteristic coefticient ot the encoder, is defined as [12]:
HWidy= S ia{d,i)
i=|

7 ) (3.30a)
where a(d. 1) is the number of paths at distance d from the correct path and corresponding to 1

information symbols equal to '1'. In general, the a(d, i} are deduced from the transfer function
of the encoder. Considering the uncoded BER o be P.n the value of P(d) can be éxp:'essed as

tollows:

P(d)=1{4 B, (1= P,)}""

(3.30b)
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W(d) is obtained from the code weights in Table 3.1 as [12]. Substituting the unconditional

BER (Pe) trom Eq. (3.28) in Eq. (3.30b), we can calculate the coded BER from Eq. (3.29).

Table 3.1; Weigh Spectrum of convolutional encoders

Hamming,lI Weight d W(d) for R=1/2 W(d) for R=1/3

10 3.6%10" -
11 0 -
12 2.11x10% -
13 0 -
14 1.404x10% -
15 -0 1
6 1.633x10™ 6
17 _ 0 1.9

’ 18 7.7433x10% 2.8
19 0o - 55
20 5.0260%10° 9.6 |
21 0 1.69x10%
22 3.322763x10% 3.38x10%
23 0 6.36x10"
24 2.129291x10% 1.276x10™
25 0 2.172x10%
26 1.3436491x10% -
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3.2 Performance Analysis of a STBC-OFDM System:

3.2.1 System Model

The model of a STBC-OFDM system considered for analysis is shown in Fig 3.4,

Binary ' : Transmitted
;s STBC Cyelic > . '
[npUt — E{?; —m S/,p | Encoding » IDET +—¥  Prefix Slgn_a! S(t) .
bn] l
o Channel
Blnﬁl‘)’ Data M P/S - 4 Linear. " : h—]| Cyelic Received
b’ D Combiner DET Prefix y . R
[n] emap , Removal Signal r(1)

Fig 3.4 Block diagram of a STBC-OFDM system

We consider MIMO-OFDM system with"Pr'numb_er of transmiting and two receiving .

antennas. There are N; number of OFDM subcarriers. We also consider time-selective
Rayleigh and Rician fading channel. Binary input data is mapped to a modulation symbols

fa(i)Ythat are assumed to have the following properties:

‘E[a(i)] =0
Efa(i) a*Q}] = 1, i=]
. = 0,17
The input sequence {a(i), 1=0, 1, 2 ....... (N,-I"-rl)} 15 serial-to-parallel converted- into P

sequences each of length Ny, as - ,

antk)= a(k+(p-1)N;)  where p=1,2...... Pandk=0,1,2...... (Ns-1)
Each of the N; sequences {a;(k} ...... soap(k)y, k=0,1,2
matrix Wy of size PxP by using a quasi orthégonal STBC with constellation rotation. For

P=4, the 4x4 quasi orthogonal scheme is given as [22]:

Ak - ax*(k) e as(k) -e1Pa * (k) h (3.31)
ax(k) a1%(k) &a4(k) e1%a,%(k) '
W= eask)  -e7Pa*(k) ai(k) -ax*(k)
Cat) Carl) ar) |
39

....... ,(Ns ~1) is mapped to a .
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where the rotation angle @ depends on the signal constellation. Then we take the IDFT of '),

Wa, oL, Y, in order to form the transm_it_ted signals as
Su=. LT Wy NI s ] (Ns-1)
: YA
(3.32)
S, is a PxP matrix, which represents the transmitted signals on the nith subcarrier. We define
W[ ) o W] (NGPXP)
(3.33)
S=[S . Sl (NPxP)
| ) (3.34)
where ()7 denotes transpose, then S can be written as
S=(Ue LM | | T
o (335)

Here ()" denotes complex conj'ugafé tranSpQSé, © denotes kronecker product, [, is the Pxp
identity matrix, and U is the NS_XN5 uni{aff -dilscrete Fourier transform (DFT) matrix,:l.n-
frequency-selective fading channels with L resolvable paths, there exists interbloéi\—'
interterence (IB1). To minimize this 1B, a cyclic prefix of length ¢, (c,=L) is added to each
OFDM svinbot. At the receiver, the cyclic prefix is discarded, leaving 1BI-free, information-

bearing signals, -

The model of the channel with L resolvable multipath components ¢an be expressed as [22]

Ir) = jz[: P16t —1,T,) '
(3.36)
where p; is the zero-mean complex Gaussian random variable, and 1, is the delay of the /th
" path normalized with respect_ti) T,. The'delays {1)} are assumed to be uniformly distributed

over the cyclic prefix ¢,. The channel has an exponential power-delay profile 6(t/) =¢ .

where 1., represents the rms delay spread, which is also normalized with respect to T;. The
P symbols in each column of Wy are transmitted from the P transmit antennas simultaneously
during every OFDM symbol period. Considering the channel matrix H the received signals is

expressed in an N, xP matrix as:
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R=HS+V, |
(3.37)

where V=[v0,........vN5_1]T (N; =P) is the édditi{?e white Gaussian noise (AWGN) _matrix
whose elements are independent and identicaﬁy distributed. Hence
E{vec(V).vec(V)"] = ¢” Iysp '

(3.38)

where 7 is the variance of the zero-mean noise samples when the transmitted symbol energy
is normalized to unity. For OFDM systems over fast fading channels, channel estimation is
generally carried out by transmitting pilot symbols in given positions of the frequency-time
urid. We assume hereafter that channel state inf‘orﬁ;tafion (CSI} is known at the receiver. In
the presence of time-selective fading, H is no longer a block—circu]ém matrix. Consequently,
G =UH(UsI, )" is not a block diagonal matrix. This shows that time-selective fading

causes IC1, which is represented by the off-diagonal blocks of G.

The received signal R is processed by multiplying 1t with U, forming’Nsx,p matrix X as
X=[x},........ e X 1" =UR, S

Now trom (3.37) we get

X=UHS+V)=GV+W
_ (3.39)
where %, :_{"x.(k), ...... xp(k) 17, wi =[ wik),.....wp(k) ]T and W=UV={wy, ... .wxe ']T {(N=P)

R

S ogl W, +wl. k=0.... Nl

[AEN T

vy
Y = g.’...ﬁ-_?k +

andg, . =[g! ), 2, koK' =0, Nevd

(3.40)

g4y s the (A, 4")th block of G. The signal X is received in two receiving anterinas. Diversity

combiner at the receiver selects the best instantaneous signal of the two antennas. The

received signal can be detected through differential or coherent scheme,
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It is shown in the Appendix that in the presence of time-varying fading, SINR for quasi-
orthogonal STBC-OFDM system has an expression as:

SINR=
e
Ll Ng=t ' -
4TN, +2 5 (N, - Do 2af, T ™
= =0~ i=l|
5 —
Nyl Ng—! o 27 — )
45 T[N +2 7% (N —I)JO(ZJ'nf(,fS)COS(ATk iye "™ l+a
k=l 4=0 1= 7 .

5

(3.41)

3.2.2 Modified SNIR in Presence of Fading, AWGN and Jitter

We Modity Eq. (3.41) and express the signal to noise and interference ratio (SNIR) with N;
OFDM srubca.rriers \.vithotltltim:mg error for STBC-OFDM as foltows:

iz

- Nyl — '.
NS TN, 2 £ (N, - DS, T)] e T
SINR= 1. . =0 i=l r
R Nyl . ) 27 ’ri"f .
Ny [AE Ii (N, +2 % (NA.—E)JO(?.mdeJ.)cos(N Kiyte "™ 1+ o~
=l =0 i=l i

B

(3.42)
where Ny is the number of transmitting antennas.

Both Eq. (3.41} and Eq. (3.42) are for unit symbol energy. We consider symbo! energy Es, Gl
ratio 8. and Rician parameter K. For DQPSK and QPSK symbol ener.g'y is twice the bit
energy Ep and for DPSK it is equal to Ey. However Jitter causes the signal power to degrade
hy a factor of {1-€yover a time sldt.'Thejitter also causes interference, which is added as E ¢.
Heré ¢ is the timing error normalized by symbol duration T;i.e. (e = A/ TS)-. To incorporate
the jitter effect along with fading and AWGN, the equation dt‘-SNIR tor DPSK is moditfied as

follows:



SINR(e) =

i

L=l E,(1-¢) Ny- N ‘ g
Ny Eo[{ﬂ(ff R )} [Ny +2 2 (N E)JO(ZMde;)]r]B

Ne-1 LT

‘z i N, +2 3 (N, ), 2aif, T, )cos(—k'z)}e T 14 (02 + E,8)

i=] .s

VE.‘)U

N o
(K+1)(1+5 )

(3.43)

In tading environment, the received signal energy is random depending on random fade but
the noise energy remains unchanged. The received bit energy Eb is the product of input bit
energy Fp, and the multiplicative fade o, Eb=Ej x o’. So with this modiﬁca_ticin"the

 equation of SNIR for DPSK becomes:

SINR(e, @) =
iy

(Ema-—)(l_—_'s_)} +2 E (Ar _I)Jﬂ(zm/dT )] ]E r;m\

éy[{(K+1)(l+5) =1
Em )]' '\ g g V rr"
EK al)(1(+5 ) Z:: g (N, +2 2. (N —:)JU(medT)cos(——AA Pye "™ ]+ (o’ LJhra 7€)

(3.44)

Similarty for DQPSK and QPSK the equation of SNIR is derived as follows:

SINR(e, o) =
Ll QE,a° )(l oA, 7r"'J,
\,F L N 2 V . 7 [‘ ras
/ Z[ K a1yl o, ) [ + Z (N, - Q2af,T)] Je
!'\ (jtllia )(1—‘5) Fai V Nl —

z i N,+2 3 (N, -y (2mde)cos(———A iyte Y+ (o + E,a’e)

i=l s

(K+1(l+6)

{3.45)

Substituting Eq. (3.45) in Eq. (3.20) and Eq. (3.22)~wé obtain the coriditional BER of STBC-
* OFDM system for DQPSK and QPSK modulation respectively. To.obtain the the conditional
BER of STRC-OFDM system for DPSK, Eq. (3.44) is substituted in Eq. (3.24). The
unconditional BER-of STBC-OFDM is calculated in the same approach as described in
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section 3.1.5 for OFDM systems. The expressions mentioned in section 3.1.6 to calculate the

_ponvoultiqnal coded BER also holds for STBC-OFDM systems.

3.2.3 MIMO- OFDV.I
STBC-OFDM w1th transmitting diversity is transformed into MIMO- OFDM by addition of
receiving diversity. The block diagram of a MIMOQ system 18 shown in Fig 3.5.

Channel \\77
e L L L
j S e 4
« e ”.-’
1 N .:7“’ o 1
o . : e T~ : : .
Transmitter i .':--.‘.,1:.\_:.--:‘:.‘ i Recelver
H J.ﬂ-,“"a",b:
’J'-.-“' el
- S
atiavaenrvmmmn N

Fig. 3.5 Block diagram of a MIMO system

To utilize the recéiving diversity scheme diversity cbmbining is required. For selective
diversity combining the instantaneous processed bit SNR/SIR at the output of the combiner is
given by [23]
v=max{ Al A2}

7 (3.46)
Here % is the instantaneous SIR at each réceiving antenna. v is the the instantaneous SIR of

the combined branch. For a single antenna the pdfjofk is obtained as follows

P(h)=

(A+. l) .
(3.47)

Where A denotes the average value A. The pdf of y for the selection combining method 1s

24 24

P =
2N= (A4 4 (2/‘.+.4):

(3.48)
The average Bit error probability without diversity is Pei(A) and with diversity is Pe2(A)

44



Pe.(A)= | Pe(y) Pu(y) dy

S YR

(A+ A7
(3.49)
Pex(A)= | Pe(y) Paly) dy
T 24 24
J, Pe(r) (Aedy (22+4) dy
| (3.50)
o 24 24
Pe2(A) = -
e ). I Pety) {(/:+A)’ 22+ 4y body
o ' 24 : 24
- [P dy - | P
= [ Pey) e W [ Pety) YR dy
_ - A : (472)
= 2 Pe - dy - Pe d
JPet) s i Pe(y) oAy &
. oo _- B 2
= 2 PeyA) - Pei(AR2)
So tor SIR=A, the relationship becomes:
Pea(A)=2Pe{A) - Pe(A/2)
‘ (3.51)

"~ For SNR=A the same t:esu]t is found: Pe:(A)=2Pe (A) - Pei(A/2)

From the expressions we can conclude that for SINR=A the same relationship will hold. In
this case, Pe(A) represents BER for-average SINR=A w'itﬁ siﬁgle receiving antenna and
Pe:(A) represents BER fm: average SINR=A  with diversity ”combining of two receiving |
antennas. Substituting the unconditional BER of STBC-OFDM with single receiving antenna
from section 3.2.2, in Eq (3.51) we obtain the unconditional-BER folr MIMO-OFDM with
two receiving antenna. The expressions mentioned in section 3.1.6 can be used to calcul_até

the convoultional coded BER for MIMO-OFDM systems.

In this chapfer we have presented the analytical method for evaluating OFDM, STBC-OFDM
and MIMO-OFDM in presents of three impairments. The next chapter shows the numerical

results of the presented analysis.
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| Chapter 4
Results and Discussion

In this chapter we evaluate the performance of OFDM and STBC-OFDM systems
considering different channel impairments, For numerical calculation we have considered

some practical values of the system parameters shown in Table 4.1.

Table 4.1: System constants and parameters

Parameter Description Values considered
T Temperature
300
R, Receiver resistance
50
ki Boltzman’s Constant .
1.38x10°
B Data Rate per OFDM subcarrier IMbps=10° bps
No AWGN 3.312¢107°
T, Symbol Period ) 10°
Gl ratio :
O 0.25
Effective Symbol period deducting
T4 _ 0.75x10°
guard period

Ny = 4xk;xT=xB/R, =3.312x107"°
Ta=T.-Tg

=T, 0.25T,

=0.75x T,
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4.1 Performance Results of an OFDM System:

0
1w T T T T T

i 1 | 1 1 1 1 I 1

20 45 -40 35 -30 25 -20 -15 -10 -5 0
. ’ PinindBm .

Fig TRRE BER 'vs. Pin (dBm) in presence of timing jitter f01 DQPSK-OFDM
(Ne=16, Fg=60 Hz, 67=0.1, Te=10"s)

Following the analytical approach presented in section 3.1, the bit error rate performance
results are evaluated at a data rate of 1 Mbps per OFDM subcarrier with maximum Doppler
trequency of 60 Hz in Rayleigh fading channel. Keeping number of subcarriers to sixteen and
-1';1dinu vartance 1o 0.1 we compare the performance of the system with and without jitier. Fig.
4.1.1 shows the plots of BER vs. Pin (dBm) for DQPSK-OFDM system. From Fig. 4.1.1 it is

noticed that the BER slightly degrades with increase in jitter.

Iig. 4.1.2 and Fig. 4.1.3 show the plots of BER vs. Pin (dBm) for QPSK and DPSK systems
respectively. The plots show that OFDM is robust against lower values ofjitter variance buf
the BER is highly degraded when jitter is substantially high and results in BER floor. At a
_ RER of 107, the jitter effect is negligible for jitter variance o> <0.125 for both QPSK and
DI'SK modulation. It is found that the jitter effect is more.pronounced in QPSK and DPSK
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-h0 45 40 -35 -30 -25 =20 -15 =10
: Pinin dBm .

10

'Fw 4.1.2 BER vs. Pj; (dBm} in presence of tllanJltter for QPSK-OFDM
(N=16, F=60 Hz, 67=0.1, T;=10")

than in DQPSK system. The amounts of penalty suffered by the systems due to timing jitter
are shown in Table 4.1.1. It is noticed that the QPSK system suffers aimost the same émounl
- ml‘.power penalty as DPSK system for lower values of jitter variance and at higher values of
jitter, DPSK suffers more penalty than QPSK For example, At a jitter variance 61’ 0.2, the
penalty at a BER of 10-8 is 10.7dB tor. DPSK and 8.5dB for QPSK.
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BER
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o>=0 o?=0.125

Fig. 4.1.3: BER vs. Py, (dBm) in presence of timing jitter for DPSK-OFDM
(Ns=16, Fe=60 Hz, 67=0.1, T=10"%s)

Table 4.1.1: Power penalty (in dB) due to jitter at BER=10"® and BER=10"°
Type BER=10" BER=10"

052 052 ng . jogz - 0'52 052
=0.2|=0.15{=0.125| =0.2 | =0.15| =0.125
QPSK |85] 12 | 08 | 1.5 | 08 | 06
DPSK [10.7] 13 1 085 ] 1.7 | 085 0.65

DQPSK | - | - - 085|065 ]| 05

Fig. 4.1.4; Fig. 4.1.5, Fig. 4.1.6 show the p[bts of the system with and w_ithout '
convolutional coding in presence of jitter for DQPSK, QPSK and DPSK respectively. From -
Table 4.1.2 'it is found that, significant improvement of the BER performance is achieved by
applying convolutional coding. For convolution code of rate 4, the coding gain is 12dB for
constraint .length K=6 and 13 dB for K=7 at an uncoded BER of 10°° with QPSK
modulation. It is also noticed that for higher amounts of input power, the coding gain is

substantially higher in K=7 than in K=6.
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Fig. 4.1.4: BER vs. Py, (dBm) with and without coding for DQPSK-OFDM
(N=16. F4=60 Hz. 6,°=0.2, 5°=0.1, T;=10")
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o
]
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10°°L
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Fig. 4.1 :5_: BER vs. Pi, (dBm) with and without coding for QPSK-OFDM

. (N=16, Fg=60 Hz, 6.7=0.2, 5°=0.1, T=10"%)

Thme412:BERImpnwmnmnduebcomngﬁwOFDM

Modulation | Pin (dBm) | Uncoded BER BER BER
. (R=1/2 K=6) (R=i/2 K=7)
DQPSK 20 107 107 10"
QPSK -20 10"° 107 10+
DPSK -20 10770 10 107
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Fig. 4.1.6; BER vs. Py (dBm) with and without coding for DPSK OFDM
(N=16, F;=60 Hz, o 02,0, =0.1, T=10 s)

Fig. 4.1.7 shows the plots of BER vs. Pin (dBm) for DQPSK system in Rayleigh and Rician
channels. It is noticed that BER performance is better in Rician fading _channel. This is
because in Rician channel there exists one dominant line-of-sight path that is absent in
Rayleigh channel. From Fig. 4.1.7 1t is also revealed that BER performance improves with
iﬁi:i‘cas_e in Rician factor. For example, at 0dB input power and DQPSK mudﬁaliién, the BER
of a Rayleigh fading channel is 107 whi_le'Rici'a.n channels have a BER iﬁ the order of 107,
10 and 107 for K=OdB, 3dB and 6dB respectively. This result can be explained from the fact

that higher Rician factor indicates more dominant line-of-sight path.

Fig. 4.1.8 shows the plots of BER vs.--Pin (dBm) for the analysis presented by Sasamori in
[16] and the proposed analysis of this thesis. The plots are considered for DQPSK system in
Raylelgh channel with Fg=60 Hz and T =10"%s. The proposed am]yms shows more BER than
the previous analysis presented by Sasamori [16], because the proposed ana1y51s considers

additional impairments of timing jitter (OFQZO.I) and channel attenuation (c¢£=0.1).
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Fig. 4.1.7: BER vs. P;, (dBm) f‘(jr R_ayleigh and Rician channels for DQPSK-OFDM
(N&=16, Fg=60 Hz, 6,.°=0.2, 5°=0.1, T=10""s)
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Figure 4.1.8: BER vs, P;, (dBm) comparison for previous and proposed analysis

53



4.2 Performance Results of a STBC-OFDM System:

10'5 | ) 1 ‘ l | 1 : | 'I
-80 70 60 - -50 . 40 <30 20 10 -
- Pinin dbm

Figurer4.2.1: BER vs. P, (dBm) in presence of timing jitter for STBC-CFDM (DQPSK)
(N=16, F=60 Hz, 67'=0.1, T=10"s, T,=4, R,=1)

Following the theoretical analysis presented in section 3.2, we evaluate the BER performance
of a STBC-OFDM wireless communication system considering the effe;:t' of timing jitter.
We consider four transmit antennas, sixteen OFDM subcarriers, maximum Doppler
frequency of 60 Hz and 1 Mbps data rate. Fig. 4.2.1 shows the effect of timing jitter in a
DQPSK OFDM system with one receiving antenna and fading variance of 0.1. From Fig
4.2.1. it is revealed that with the increase in jitter the BER performance degrades and results
~in BER floor for higher values Df'jittér variance. At a jitter variance o of 0.2, the BER tloor

- oceurs at about 107 compared to 107 for the case of without timing error.
We also evaluate the similar performance of the system employing QPSK and DPSK

modulation as shown in Fig. 4.2.2 and Fig. 4.2.3 respectively. It is noticed that the jitter

causes BER floor in both the cases. It is found that the jitter effect is more pronounced in
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Figure 4.2.2: BER 'vs._'P-“; (dBm) in presence of timing jitter for STBC,—O,FDM (QPSK)
- (N=16, F&=60 Hz, 6°=0.1, T;=10"%, T,=4, R,=1)

QPSK and DPSK than in DQPSK in terms of increase in BER floor. The amounts of penalty
suftered by the systems due to timing jitter at BER=10"® are shown in Table 4.2.1. It is
noticed that the QPSK system suffers almost the same amouﬁt Qf power penalty as DPSK
system for lower values of jitter variance and at higher values Vc-)fjitter, DPSK suffers more
penalty than QPSK For example, At a jitter variance of 0.2; the benalty at 2 BER of 107 is
9dB for DPSK arid 6dB for QPSK. .

Table 4.2.1: Power penalty (in dB) due to jitter at BER=10"

Type L. ) BER=102‘S 7
o.”=0.07|0.°=0.125|6."=0.15 6.° =0.2

QPSK | 03 0.8 1.1 6

DPSK | 0.3 0.8 1.2 9
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 Figure 4.2.3: BER vs. Py, (dBm) in presence of timing jitter for STBC-OFDM (DPSK)
’ (N=16, F=60 Hz, 6/=0.1, T=10"s, T,=4, R,=1)

Fig. 4.2.4, Fig. 4.2.5, Fig. 4.2.6 show the plots oi’ the system with and \.vifhnu[
convolutional coding in presence'ofjitte'r for DQPSK, QPSK and DPSK respectively. From
Table 4.2.2, it is found that,- srigniﬁcant'improvement of the BER performance is achieved by
applying convolutional coding. For convolution code of rate ', the coding gain is 19dB for
“constraint length K=6 and 20dB for K=7 at an uncoded BER of 10°° with QPSK modulation.
[tis a'lso noticed that for higher amounts of input power, the coding gain is substantially

higher in K=7 than in K=6.
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Fig..4.2;4: BER vs. Pi, (dBm) with and without coding for DQPSK—OFDM
(N=16, F4=60 Hz, 6.2=0.2, 62=0.1, T.=10s, T,=4, R,=1)
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Fig. 4.2.5: BER vs. P;, (dBm) with and without coding for QPSK-OFDM
(N=16, Fe=60 Hz, 6.°=0.2, 62=0.1, T,=10"%, T,=4, R,=1)
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- Fig 4.2.6: BER vs. Py, (dBm) with and without codmg for DPSK- OFDM
=16, F&= 60Hzc€ =0.2, o/ =0.1, T=10%, Ty 4R—1)
Table 4.2.2: BER Improvement due to codmg for STBC- OFDM
Modulation Pin Uncoded BER . BER - BER
(dBm) (R=1/2 K=6) '(R"=-1/2 K=7)

QPSK -40 107 10 107

DPSK -40 107 1077 10"

DQPSK -40 10 10" 1"

DQPSK -20 10 o™ 107

4.2.7 shows the effect of icadi'ng'v_ariance on the BER performance of QPSK QOFDM

'sy‘item with one receiving antenna and four transmitting antenna. It is found that with
decrease in fading variance there 1s degradation in system BER performance. Keepmu jitter
variance fixed to 0.1, we Fnd that at fading variance o =0.25 the BER is 10" whereas at o/

=0.05 the BER iricreases to 10™ at -60dBm input power,
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Figure 4.2.7: BER Vs, 'P-.n (dBm) with variation in fading for STBC-OFDM {QPSK)
(Ns=16, Fg=60 Hz, 6.°=0.1, T=10", T,=4, R,=1)

Fig. 4.2.8 illustrates the performance comparison of STBC-OFDM with and without receiver
diversity. The plot shiows that the BER reduces from 107 10 10 in presence of jitter o, =0.2
by deploying diversity combining in receiving side with two receiving antenna. It shows two

pair of curves, one without jitter and another with jitter variance of 0.2.

Fig. 4.2.9 shows the plots of Space time block coded MIMO-OFDM with DQPSK
modulation system with and without convolutional coding in presence of jitter considering
four transmitting and two receiving antenna. For convolution code of rate ¥, the coding gain
is 26dB for constraint length K=6 and 28dB for K=7 at an uncoded BER of 1077, 1t is also
noticed that for higher amounts of input power, the coding gain is substantially higher in K=7

than in K=6.
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Figure 4.2.8: Plots of BER vs. Pj, (dB-_'m) with & without receiving diversity for STBC-
OFDM (DQPSK) '
(N=16, F4=60 Hz, 67=0.1, T=10%, T=4)

Fig. 4.2.10 and Flg 4.2.11 show the plots of BER vs. number of subcarriers (-Ns) tor
different values of Doppler frequency normalized by symbol period. It is noticed that with the
increase in Doppler frequeriq_/ the BER increases. I'rom Fig._4.2.'lQ' it is also revealed that
with increase in N,, the BER decreases and becomes minimal and then increases for a
particutar value ot Doppler frequency. From Fig. 4.2.11 it is (')_bs-er\f‘ed that BER is minimal .

when number of subcarriers (Ns) is 12,
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Figure 4.2.10: BER vs. N, (number of subcarriers) for MIMO-OFDM (DQPSK)
(F4=60 Hz, 52=0.01, o/=0.1, T=10%, T,=4, R,=2)
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Figure 4.2.11: BER vs. N; for MIMO-OFDM (DQPSK) with values of Nsupto 64
(Fg=60 Hz, 6.2=0.01, 07'=0.1, T=10"s, T=4, Ry=2}

Fig. 4.1.12 shows the plots of BER vs. Pin (dBm) for the 'maiy515 presented by Zhang in [ 2]
and the ploposed analysm of this thesis. The plots are considered for Rayleigh channel w1th
Fg=60 Hz, T,=10"s, fou] number of transmitting and single receiving antennas. The proposed
analysis shows more BER than the previous analy51s presented by Zhang [22], because the
proposed analysis considers additional lmpauments of timing jitter (6.=0. 1) and channel

attenuation (0,—'=0. 1).
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- Figure 4.2.12: BER vs. P;, (dBm) for preQious and proposed analysis
(Fe=60 Hz, T=10", T,=4, R=1)

From the findings of the evaluation we can propose an optimum system with following
Cdesign parameterﬁ:
1. Convolutional coding of rate Vs and K=7
2. STBC-OFDM with Tx=4,_ Rx%Z
3. Number of OFDM subc_.arriers 12

4. DQPSK as modulation scheme as it is most robust against jitter.
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Chapter 5

Conclusion and Future Work

5.1 Conclusion

OFDM, which is effective in avoiding 1SI that multipath delay might cause, is very
vulné-abie to time-selectivity of the channel. However, it is also sensitive to AWGN and
timing jitter. In this thesis, we have developed an analytical appfoach to evaluate the
combined eftfects of timing jitter, time selec‘ti-vc__fad‘ihg and AWGN on the BER performance
of an OFDM system. We consider both the Dobpler frequency and channel attenuation as the
outcome of multipath fading in our BER calculation. We ‘compare the perfohnance tor
DQPSK, QPSK and DPSK modulation schemes and find that none of them ca.n'compietely
eliminate the channel impairments. We also notice that for DQPSK the jitter eﬂect is less
pronounced than coherently detected QPSK and DPSK. For example at a Jltter variance of
0.2, the penalty at a BER of 10° is 1.7dB for DPSK, 1.5dB for QPSK and 0 SDdB for
DQPSK. It_lSl also noticed that the QPSK system suffers almost the sar_ne amount of power
penalty as DPSK system for lower values of jitter variénce and at l;lighe.r values of jitter.
DPSK suffers more penalty than QPSK. For example, at a jitter variance of 0.2, the penalty al
a BER of 10°, is 10.7dB for DPSK and 8.5dB for QPSK whereas at a jitter variance o1’ 0.123,
the penalty is 0.83dB for DPSK and 0.80dB for QPSK. We also observe that :the BER ot an
OFDM system is much higher in Rayleigh fading channel than Rician channel. We compute
the BER of OFDM in Rician fading channels with different Rician parameters and numerical

results show that the performance is improved with higher values of Rician parameters.

Multi-antenna OFDM including STBC-QFDM and MIMO-OFDM are capable of acﬁieving
spatial_diversity and/or increasing spectral efficiency. However, similar to single-antenna
OFDM, multi-antenna OFDM systém“is also sensitive to those 'th'ree channel impairments.
We evaluate the performance of quasi-orthogom] STBC-OFDM system having multiple
transnit and single receiving antenna. It is noticed that STBC OFDM shows better BER
performance than OFDM system. For QPSK modulation, at a jitter vanance of 0.2, the
penalty at a BER of 10® is 8.5 dB for OFDM and 6dB for STBC-OFDM. Numerical

computations indicate that BER becomes higher with increase in Doppler frequency and
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increase in number of subcarirers. We extend the analysis for a MIMO-OFDM system with
selection tethod for combining multiple receiving antennas and find substantial
improvement in the system performance. For example, the BER reduces from 107 to 10° in
presence of jitter o =0.2 by deploying diversity combining in Teceiving side with two

receiving antennas.

We apply convolutional coding to mitigate the effect of channel impairments in the
performance of single-antenna and multi-antenna OFDM system. It is observed that at
—20dBm input power the uncoded MIMO-OFDM system results in BER of 10 whereas
coded system shows BER of 10%. As coded MIMO-OFDM successfully achieves
outstanding performance, it can be used in practical applications where fading, jitter and

AWGN strongly exist.

5.2 Suggestions for Future Work

In our analysis we have considered the combined effects of fading, jitter and Gaussian noise
in Rayleigh and Rician fading channels. However a few suggestions for future work are given

helow:

OFDM is very sensitive to phase synchronization errors, one of them being Wiener phase
noise. Phase noise reflects imperfections of the local oscillator (LO), i.e. random drift of the
LO phase from its reference. So to take into account this noise effect the expressions for

SNIR should be modified.

We have considered MIMO-OFDM with four transmitting and only two receiving antennas.
The theoretical analysis can be done for four or more number receiving antennas. Bluetooth
systems produce unintentional interference in orthogonal frequency divisien multiplexing
(OFDM) systems using the industry, science and medical (ISM) band. The performance of
OFDM systems in the presence of Bluetooth interference can be numerically analyzed in

fading channels in addition to AWGN and jitter.
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Convolutional codes are now giving way to turbo codes, a new class of iterated short
convolutional codes that closely approach the theoretical limits imposed by Shannon's
theorem with much less decoding complexity. Turbo coding can be used as error chrectihg

channel code instead of convolutional coding in our analysis.
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Appendix:

Derivation of SNIR in an STBC- OFDM Systems

The expreSSIOn of SNIR of a STBC-OFDM system in presence of multipath fading and
AWGN s denved as [22].

From Eq.‘ (3.39) the processed received signal X has an expression as follows:
X=U(HS+V)=G¥+W (A1)

where xi =[ xi(k), ......xp(k) %, wi =[ wi(K),....we(k) ]" and W=UV=[wy, ...Wns1 ' (NsxP)

oy : AT
v, =g W+ Zl‘kgf‘k.‘Pk. +w,  k=0,.... Ni-1

: _dndg, o —[g,,flzl yeeeerrannns gif;)]r, k,k*=0,......... , Ne-1
L | (A.2)
.4 is the (k. k')th block of G. Let us define three vectors:
yi = [xi(k), xa" (k). x3(k), x¢"(k)]"
zi = [wi(k), wa (k), wi(k), wa (k)17
vi = [a,(k), a=(k), e/¥as(k), eas(k)]”
(A.3)
From Eq. (A.1), Eq. (A.2) and Eq. (A.3) y, can be expressed as
M g |
y = Y , " .
Vi Ly +k'=0’:k‘=k kW T2, -
(A.4)
where
M= ME0) MED )
MEDQAN, +c,)) MU QN +c,))
(A.5)

bkt =0 N1 with
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MED (n) = g,E*; (n) g (m)

g (N +c,) —gil(n+N +c,)

(A6)

In the presence of time-varying fading, SINR for quasi-orthogonal STBC-OFDM system is

obtained as [22]

SINR= A
F,+F
2
M i)
-l 2
E
[“A GZA=A eVt 2 F]
= ir{E[M AAW/.WFM&-]}
Nl Ng~1 ’
tr{ E[( . 0% " Moy +ZA )( Ozk‘: M, o+ Z,,,)H +zsz]}
El !g””(q(N e, 0’
— y= U p=l
£l \;J lg(m(f](N ga )2‘]_'_02
k'= )_f\ =k g= 0 p!
L1 Ng-l _H
4I‘zD[NS +2 5 (N, =1, Qmf,T)]e "m
= = 'f:1
AL~ - _H
4‘ \Z [N +2 S: (N *I)J (7mffr )COS(—‘—!\ ]) e Trima ]+O_2

AIID
! \
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