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ABSTRACT  
 

The main objective of this thesis is to provide new solutions to reduce leakage power for 

Very Large Scale Integration (VLSI) designers. Especially, we focus on leakage power 

reduction. Although leakage power was negligible at 0.18µ technology and above, in 

nanoscale technology, such as 0.07µ, leakage power is almost equal to dynamic power 

consumption. In 65 nm and below technologies, leakage accounts for 30-40% of processor 

power.  

 

In this thesis we propose a new technique to reduce leakage power with minimum area. It is a 

state saving technique which makes it better than traditional sleep transistor technique. As it 

is a state saving technique, it can be used in memory design i.e. SRAM (Static Random 

Access Memory) cell. Although the proposed approach incurs some delay, the SRAM cell 

with proposed method can achieve ultra-low leakage power consumption while suppressing 

two main leakage paths in an SRAM cell.  
 

Unlike the stack approach (which saves state), this approach can work well with dual-Vth 

technologies, reducing leakage by several orders of magnitude over the stack approach in 

single-Vth technology. In comparison with the most common approaches in VLSI design 

(sleepy stack, dual stack and dual sleep approaches), the proposed method shows better 

leakage power(almost 50% leakage reduction than dual stack and 70% leakage reduction 

than dual sleep) and dynamic power dissipation than dual stack, dual sleep, sleepy stack and 

better speed than sleepy stack, dual sleep. Moreover, the area required by proposed method is 

much less than those of the sleepy stack and dual stack approaches. 
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CHAPTER I 

INTRODUCTION 
 

Power consumption is one of the top concerns of Very Large Scale Integration (VLSI) circuit 

design, for which Complementary Metal Oxide Semiconductor (CMOS) is the primary 

technology. Today’s focus on low power is not only because of the recent growing demands of 

mobile applications. Even before the mobile era, power consumption has been a fundamental 

problem. To solve the power dissipation problem, many researchers have proposed different 

ideas from the device level to the architectural level and above. However, there is no universal 

way to avoid tradeoffs between power, delay and area, and thus designers are required to 

choose appropriate techniques that satisfy application and product needs. 

Power consumption in CMOS consists of dynamic and static components. Dynamic power is 

consumed when transistors are switching, and static power is consumed regardless of transistor 

switching. Dynamic power consumption was previously (at 0.18µ technology and above) the 

single largest concern for low power chip designers since dynamic power accounted for 90% 

or more of the total chip power. But now, as the technology feature size scales down, static 

power has become a great challenge for current and future technologies. Based on the 

International Transistor Roadmap for Semiconductor (ITRS), Kim, et al. reported that 

subthreshold leakage power dissipation of a chip may exceed dynamic power dissipation at the 

65nm feature size [1], [2].  

One of the main reasons causing the leakage power increase is increase of subthreshold 

leakage power. When technology feature size scales down, supply voltage and threshold 

voltage also scale down. Subthreshold leakage power increases exponentially as threshold 

voltage decreases. Furthermore, the structure of the short channel device lowers the threshold 

voltage even lower. In addition to subthreshold leakage, another contributor to leakage power 

is gate-oxide leakage power due to the tunneling current through the gate-oxide insulator. 

Since gate-oxide thickness will be reduced as the technology decreases, in nanoscale 
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technology, gate-oxide leakage power may be comparable to subthreshold leakage power if not 

handled properly. 

In this thesis, we provide a novel approach as a new remedy for designers in terms of leakage 

power, area and speed. Here we explore the basic structure of this approach. Also, we study 

various proposed circuits including generic logic circuits and memory. 

 

1.1 Problem Statement 

Power consumption is a major concern in VLSI systems. Until recently, dynamic power was a 

great concern. But recently, due to the decreasing technology of feature size, static power is the 

top most concern in VLSI circuits. In fact static power increases exponentially in nanoscale 

VLSI systems. So, it is an important issue to reduce leakage power consumption.  

Techniques for reducing leakage power can be grouped into two categories: state- preserving 

techniques where circuit state (present value) is retained and state-destructive techniques where 

the current Boolean value might be lost. A state-preserving technique has an advantage over 

state-destructive technique is that with a state preserving technique the circuitry can resume 

operation at a point much later in time without having to somehow regenerate state.  

There are several methods for reducing the leakage power. But each of the methods has some 

limitations. In this thesis we propose a novel approach that achieves ultra-low leakage power 

consumption while maintaining logic state with minimum area requirements and less delay, 

and thus can be used for a long inactive time but a fast response time requirement.  

 

1.2 Motivation 

Most of the portable systems, such as cellular communication devices, and laptop computers 

operate from a limited power supply. Devices like cell phones have long idle times and operate 

in standby mode when not in use. Consequently, the extension of battery-based operation time 

is a significant design goal which can be made possible by controlling the leakage current 
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flowing through the CMOS gate. Low-power consumption in high performance VLSI circuits 

is highly desirable aspect as it directly relates to battery life, reliability, packaging, and heat 

removal costs .With the continuous trend of technology scaling, leakage power is becoming 

major contributor to the total power consumption in CMOS circuits. Scaling of Vdd reduces 

dynamic power consumption but degrades the performance of the circuit as well. This can be 

partially compensated by lowering Vth but at the cost of increased leakage power. Minimizing 

leakage power consumption is currently an extremely challenging area of research. 

For low leakage consumption there are several methods available. One of the most common 

methods is sleep transistor method which cuts off Vdd and/or Gnd connections of transistors to 

save leakage power consumption. However, when transistors are allowed to float, a system 

may have to wait a long time to reliably restore lost state and thus may experience seriously 

degraded performance. Therefore, retaining state is crucial for a system that requires fast 

response even while in an inactive state. As the sleep transistor technique is a state destructive 

method, it is not suitable for VLSI logic design. Another method is stack approach. But the 

area requirement in this case is a great problem. Again dynamic power dissipation is also high 

and the worse case is the propagation delay. The next two important proposals are sleepy stack 

and sleepy keeper approaches. But sleepy keeper approach consumes more static and dynamic 

power than sleepy stack, whereas the sleepy stack approach is slower and consumes more area 

than sleepy keeper. Dynamic power is increased in dual sleep method. Area requirement is 

higher in dual stack technique. Hence we sought a new way to trade off between these 

characteristics. This new method ensures excellent tradeoff between these. 

 

1.3 Thesis Organization 

The thesis is organized into seven chapters. 
 
CHAPTER I: INTRODUCTION. This chapter introduces power consumption issues in 
VLSI. This chapter also explains motivation and organization of the thesis.  
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CHAPTER II: DESIGN CONSIDERATION. This chapter explains design criteria used 
throughout this thesis.  
 
CHAPTER III: PREVIOUS WORKS. This chapter describes previous work in power 
reduction research and explains key differences between our solutions and previous work.  
 
CHAPTER IV: PROPOSED METHOD. This chapter introduces the novel proposed 
technique. The structure of the proposed technique is described followed by a detailed 
explanation of its operation. Delay model of our proposed method is compared here 
analytically with some previous techniques.   
 
CHAPTER V: APPLYING PROPOSED METHOD. This chapter explores various 
applications of the proposed approach. The applications include generic logic and memory 
circuits. For each application of the proposed technique, comparisons with the best known 
prior low-leakage techniques are carried out using benchmark circuits.  
 
CHAPTER VI: SIMULATION RESULTS. This chapter discusses the simulation results 
from various applications of the proposed approach. The proposed technique is empirically 
compared to well-known previous approaches. The comparisons are assessed in terms of 
area, dynamic power, static power and propagation delay. 
 
CHAPTER VII: CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH. This 
chapter summarizes the major accomplishments of this thesis and suggestions for future 
research are also included in this chapter. 
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CHAPTER II 
DESIGN CONSIDERATION 

 
Power consumption in CMOS consists of dynamic and static components. Dynamic power is 
consumed when transistors are switching, and static power is consumed regardless of 
transistor switching. Dynamic power consumption was previously (at 180nm technology and 
above) the single largest concern for low-power chip designers since dynamic power 
accounted for 90% or more of the total chip power. Therefore, many previously proposed 
techniques, such as voltage and frequency scaling, focused on dynamic power reduction. 
However, as the feature size shrinks, e.g., to 90nm and 65nm and less, static power has 
become a great challenge for current and future technologies. Based on the ITRS, Kim et al. 
[2] reported that subthreshold leakage power dissipation of a chip may exceed dynamic 
power dissipation at the 65nm feature size. Four types of characteristics are considered in 
design process and for the purpose of comparison between the previous methods and the 
proposed technique. These four design considerations are static power, dynamic power, 
propagation delay and area. 
 
 
2.1  Leakage Power 

 

Figure 2.1: Subthreshold leakage of an NMOS. 

The current flow in the channel of an FET depends on creating and sustaining an inversion 

layer on the surface. If the gate bias voltage is not sufficient to invert the surface (VGS < 

VTO), the carriers (electrons) in the channel face a potential barrier that blocks the flow. 

Increasing the gate voltage reduces this potential barrier and eventually allows the flow of 
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carrier under the influence of the channel electric field. In small geometry MOSFETs, the 

potential barrier is controlled by both gate to source voltage VGS and the drain to source 

voltage VDS. If the drain voltage is increased, the potential barrier in the channel decreases, 

leading to drain induced barrier lowering (DIBL). The reduction of the potential barrier 

eventually allows electron flow between the source and the drain even if the gate to source 

voltage is lower than the threshold voltage. The channel current that flows under the 

condition (VGS < VTO) is called the sub-threshold current.  

One of the main contributors to static power consumption in CMOS is subthreshold leakage 

current shown in Figure 2.1, i.e., the drain to source current when the gate voltage is smaller 

than the transistor threshold voltage. Since subthreshold current increases exponentially as 

the threshold voltage decreases, nanoscale technologies with scaled down threshold voltages 

will severely suffer from subthreshold leakage power consumption.  

The relation between sub-threshold current (Id) and gate voltage is  

Id = IS exp (Vgs / ξVT)                                                                                                           (2.1) 
 

The threshold voltage is the value of the gate voltage that turns on the transistor by inducing 

a highly conductive path in the channel from the source to the drain. The subthreshold swing 

is the change of the gate voltage in the subthreshold region that is required for an order-of-

magnitude change of the drain current. As the channel length (L) of a typical MOSFET is 

reduced with all other device parameters held constant, the threshold voltage decreases, and 

the subthreshold swing increases, as illustrated in Figure 2.2. Collectively, threshold voltage 

roll off and subthreshold swing rollup are commonly known as short-channel effects (SCE). 

In consequence of SCEs, as seen in Figure 2.2, the ratio of the drive (ON) current to the 

leakage (OFF) current is substantially reduced, which imposes severe trade-offs between 

circuit speed and standby power. In addition, SCEs amplify the impact of process variations 

on integrated circuits (IC), impairing their reliability and even functionality. Therefore, 

suppression of SCEs to acceptable levels is of the highest importance during MOSFET 

scaling.  
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Figure 2.2: Impact of short-channel effects on drain current. As channel length is 

reduced. Subthreshold swing increases (S2>S1) and threshold voltage decreases 

(VTH,2<VTH,1). 

Another contributor to leakage power is gate oxide leakage due to the tunneling current 

through the gate oxide insulator. Since gate oxide thickness will be reduced as the technology 

decreases, in nanoscale technology, gate oxide leakage power may be comparable to sub-

threshold leakage power. High-K dielectric gate insulators may provide a solution to reduce 

gate leakage.                              

 
Figure 2.3: (a) A single transistor (left) and (b) stacked transistors (right) 

 

Subthreshold leakage can be reduced by stacking transistors, i.e., taking advantage of the so-

called “stack effect” [3]. The stack effect occurs when two or more stacked transistors are 

turned off together; the result is reduced leakage power consumption (Fig. 2.3). 
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2.2  SRAM Cell Leakage Paths 

In this section, we explain the major subthreshold leakage components in a 6-T SRAM cell. 

The subthreshold leakage current in an SRAM cell is typically categorized into two kinds [4] 

as shown in Figure 2.4: (i) cell leakage current that flows from Vdd to Gnd internal to the 

cell and (ii) bitline leakage current that flows from bitline (or bitline’) to Gnd. Although an 

SRAM cell has two bitline (BL) leakage paths, the bitline leakage current and bitline’ (BL’) 

leakage current differs according to the value stored in the SRAM bit. If an SRAM cell holds 

‘1’ as shown in Figure 2.4, the bitline leakage current passing through N3 and N2 is 

effectively suppressed due to two reasons. First, after precharging bitline and bitline’ both to 

‘1,’ the source voltage and the drain voltage of N3 are the same, and thus potentially no 

current flows through N3. Second, two stacked and turned off transistors (N2 and N3) induce 

the stack effect. 

 
Figure 2.4: SRAM cell leakage paths 

 
Meanwhile, for this case where the SRAM bit holds value ‘1,’ a large bitline’ leakage current 

flows passing through N4 and N1. If, on the other hand, the SRAM cell holds ‘0,’ a large 

bitline leakage current flows while bitline’ leakage current is suppressed.  

 

2.3  Switching Power and Delay Tradeoffs 

In this section, we explain tradeoffs between switching power and delay. In CMOS, power 

consumption consists of leakage power and dynamic power – note that dynamic power 

includes both switching power and short-circuit power. Switching power is consumed when a 
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gate charges its output load capacitance, and short-circuit power is consumed when a pull-up 

network and a pull-down network are on together for an instant while transistors are turning 

on and off. For 180nm channel lengths and above, leakage power is very small compared to 

dynamic power. Furthermore, short-circuit power is also less than 10% of the dynamic power 

for a typical CMOS design, and the ratio between dynamic power and short-circuit power 

does not change as long as the ratio between supply voltage and threshold voltage remains 

the same [5]. Since, for 180nm and above, short-circuit power and leakage power are 

relatively small compared to switching power, CMOS power consumption of a particular 

CMOS gate under consideration can be represented by the following switching power 

(Pswitching) equation: 

fVCP ddLswitching
2                                                                            (2.2) 

Where, CL, Vdd, and f denote the load capacitance of a CMOS gate, the supply voltage and the 

clock frequency, respectively [6]. Notation ρ denotes the switching ratio of a gate output; this 

switching ratio represents the number of times the particular gate’s output changes from Gnd 

to Vdd per second – please note that when output capacitance discharges from Vdd to Gnd, 

switching power is not consumed because power from Vdd is not used (e.g., discharging to 

Gnd does not consume battery power). The switching ratio varies according to the input 

vectors and benchmark programs, and thus an average value of each benchmark may be used 

as a switching ratio. 

 

Equation 2.2 shows that lowering Vdd decreases CMOS switching power consumption 

quadratically. However, this power reduction unfortunately entails an increase in the gate 

delay in a CMOS circuit as shown in following approximated equation:   

                                                  

 thdd

dd
d VV

VT



                                                           (2.3)
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Where Td, Vth, and α denote the gate delay in a CMOS circuit, the threshold voltage and 

velocity saturation index of a transistor, respectively. It is well-known that while α has values 

close to 2 for above 2.0μ, for 0.25μ α is between 1.3 and 1.5, and for below 0.1μ α is close to 

1 [7], [8]. However, instead of scaling down α value along with the technology feature size, 

CMOS technology may take a constant α value to avoid the hot carrier related problem [9]. A 

constant α value could be accomplished by changing Vth because α is a function of gate-

source voltage [10]. If we scale down Vdd, switching power in Equation 2.2 decreases, while 

the gate delay in Equation 2.3 increases. Therefore, CMOS circuit speed can be traded with 

switching power consumption as shown in Equations 2.2 and 2.3. When there exists tradeoffs 

between multiple criteria, e.g., power and delay, we may say one design is better than another 

design in specific criteria. The point of design space is called a Pareto point if there is no 

point with one or more inferior objective [11]. In this thesis we estimate leakage power 

consumption by measuring static power when transistors are not switching. Furthermore, we 

estimate active power consumption by measuring power when transistors are switching. This 

active power includes dynamic power consumption and leakage power consumption. 

In theory, a new technology generation with transistor width, length, and oxide thickness 

scaled down by 30% will accomplish all of these three goals. 

Previously scaling was done keeping the voltage constant until reaching 0.8µ feature size. 

This approach keeps the dynamic power consumption resulting from charging/discharging of 

capacitances per transistor the same for different technologies, as seen in equation 2.4; 

Power = C × VDD
2 × f                                                                                                           (2.4) 

 

This approach leads to a dramatic increase in power consumption as the transistor count and 

design complexity (and therefore switching activity) increased. For this reason, after 0.8µ 

technology, constant electric field scaling instead of constant voltage scaling was employed. 

In constant electric field scaling, supply voltage is scaled down by the same amount as the 

feature size. So, for a 0.7 scaling factor, this approach leads to a ~50% reduction in power 

consumption per transistor, as seen in Equation 2.5; 
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Power  0.7 × C × 0.72 × VDD
2 × f / 0.7 

            = 0.49 × C × VDD
2 × f                                                                                               (2.5) 

 

Even though reduced power supply voltages decrease dynamic power consumption per 

transistor, the trend of reducing power supply voltage led to a significant increase in the 

leakage power consumption because of the necessity to reduce threshold voltage in order to 

compensate the drive loss caused by the reduced supply voltage. As a common practice, 

threshold voltage for a process is usually chosen to be smaller than one quarter of the supply 

voltage value to ensure that performance does not suffer excessively [12]. This approach 

combined with the exponential relationship of leakage current to threshold voltage, led to a 

significant increase in the percentage of leakage power consumption in total system power 

consumption. If this trend continues, the leakage power consumption will be equal to the 

dynamic power consumption in a couple of technology generations. Since the leakage energy 

is- in a sense “wasted” energy, half of the energy dissipation will be waste in the future 

technologies if significant improvements in device, circuit, architecture, and software are not 

introduced. 
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CHAPTER III 
PREVIOUS WORKS 

 
In this chapter, we review important prior work that is closely related to our research. 

Furthermore, the previous work is compared to our research. We explore the prior work 

targeting leakage power reduction. 

 

3.1 Static Power Reduction VLSI Research 

In this section, we discuss previous low-power techniques that primarily target reducing 

leakage power consumption of CMOS circuits. Techniques for leakage power reduction can 

be grouped into two categories: (i) state-saving techniques where circuit state (present value) 

is retained and (ii) state-destructive techniques where the current Boolean output value of the 

circuit might be lost [13]. A state-saving technique has an advantage over a state-destructive 

technique in that with a state-saving technique the circuitry can immediately resume 

operation at a point much later in time without having to somehow regenerate state. We 

characterize each low-leakage technique according to this criterion.  

  

3.1.1 Static Power Reduction Research for Generic Logic Circuits 

This section explains low-leakage techniques for generic logic circuits. Although our 

research focuses on techniques which save state, we also review the state-destructive 

techniques for the purposes of comparison. 

 

3.1.1.1 Base case 

The base case circuit contains only the PMOS network and the NMOS network and there 

exists no method to reduce leakage. A base case inverter is shown as for clarity in Figure 3.1. 
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Though it is a state-saving technique it is not efficient in case of static as well as dynamic 

power management though it requires the minimum possible area. 

 

                                            

                                                         Figure 3.1: Base case 

 

3.1.1.2 Sleep transistor  

                                                    

                                         Figure 3.2: Sleep transistor technique 

 

State-destructive techniques cut off transistor (pull-up or pull-down or both) networks from 

supply voltage or ground using sleep transistors [14]. These types of techniques are also 

called gated-Vdd and gated-Gnd (note that a gated clock is generally used for dynamic power 

reduction). Motoh et al. propose a technique they call Multi-Threshold-Voltage CMOS 

(MTCMOS) [14], which adds high-Vth sleep transistors between pull-up networks and Vdd 
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and between pull-down networks and ground as shown in Figure 3.2 while logic circuits use 

low-Vth transistors in order to maintain fast logic switching speeds. The sleep transistors are 

turned off when the logic circuits are not in use. By isolating the logic networks using sleep 

transistors, the sleep transistor technique dramatically reduces leakage power during sleep 

mode. However, the additional sleep transistors increase area and delay. Furthermore, the 

pull-up and pull-down networks will have floating values and thus will lose state during sleep 

mode. These floating values significantly impact the wakeup time and energy of the sleep 

technique due to the requirement to recharge transistors which lost state during sleep (this 

issue is nontrivial, especially for registers and flip-flops). 

Effect of introducing sleep Transistor(s) in Active Mode: 

During the normal mode of circuit operation, the sleep transistors can be modeled as a 

resistor R. Assuming that the current flowing into the transistor is I, this resistance will cause 

a voltage drop across it, say Vsleep. Therefore, the gate driving capability reduces to Vdd - 

Vsleep from Vdd. This reduction in driving capability causes degradation in circuit 

performance.  

To overcome this problem, it is essential to lower the resistance R of the transistor as much 

as possible. This in turn implies increasing the size (width) of the transistor, since the 

resistance of the transistor is inversely proportional to it’s width. This, however, comes at an 

expense of increased area and dynamic power dissipation. Conversely, a small size transistor 

would degrade the circuit speed. A solution to this problem would be to reduce the threshold 

voltage Vth but the sub-threshold current and hence the leakage power would increase 

exponentially. Hence, there is a clear trade-off between area, power and delay metrics of a 

circuit for low leakage designs.  

So, sleep transistors 

 Increase area and delay 

 Lose state during sleep mode 
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3.1.1.3 Forced stack 

Another technique to reduce leakage power is transistor stacking (Fig.3.3). Transistor 
stacking exploits the stack; the stack effect results in substantial sub-threshold leakage 
current reduction when two or more stacked transistors are turned off together. Narendra et 
al. studied the effectiveness of the stack effect including effects from increasing the channel 
length [15]. Since forced stacking of what previously was a single transistor increases delay, 
Johnson et al. propose an algorithm that finds circuit input vectors which maximizes stacked 
transistors of existing complex logic [16]. 

                                                   

                                                     Figure 3.3: Forced stack 

 

Reducing leakage power through stack effect 

Subthreshold leakage can be reduced by stacking transistors, i.e., taking advantage of the so-

called “stack effect” [3]. The stack effect occurs when two or more stacked transistors are 

turned off together; the result is reduced leakage power consumption. Let us explain an 

important stack effect leakage reduction model. The model we explain here is based on the 

leakage models [3], [17]. 
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Figure 3.3.1: A single transistor 

 

                                                   Figure 3.3.2: A stacked transistor 

For a turned off single transistor shown in Figure 3.3.1, leakage current (Isub0) can be 
expressed as follows: 
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   n = subthreshold swing coefficient 
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V = thermal voltage. 

Vgs0, Vth0, Vbs0 and Vds0 are the gate-to-source voltage, the zero-bias threshold voltage, the 

base-to-source voltage and the drain-to-source voltage, respectively. γ is the body-bias effect 

coefficient, and η is the Drain Induced Barrier Lowering (DIBL) coefficient, µ0 is zero-bias 

mobility, Cox is the gate-oxide capacitance, W is the width of the transistor, and Leff is the 

effective channel length [18]. (Note that throughout this project we assume µn = 2µp, i.e., 

NMOS carrier mobility is twice PMOS carrier mobility). Also note that we use a W/L ratio 

based on an actual transistor size, in which way a W/L ratio properly characterizes circuit 

models used in this case.  

Let us assume that the two stacked transistors (M1 and M2) in Figure 3.3.2 are turned off. 

We also assume that the transistor width of each of M1 and M2 is the same as the transistor 

width of M0 (WM0 = WM1 = WM2). Two leakage currents Isub1 of the transistor M1 and 

Isub2 of the transistor M2 can be expressed as follows: 
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Where, VX is the voltage at the node between M1 and M2. 

Now consider leakage current reduction between Isub0 and Isub1(= Isub2). The reduction factor X 

can be expressed as follows: 
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VX in Equation (3.7) can be derived by letting Isub1= Isub2 and by solving the following 
equation: 
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1                           (3.8) 

 

If all the parameters are known, we can calculate stack effect leakage power reduction using 

the equations (3.7) and (3.8). As an example, we consider leakage model parameter values 

targeting 0.5µ technology in Table I [3]. From equation (3.8), we calculate VX = 0.0443V, 

and from equation (3.7) we obtain leakage reduction factor X = 4.188. Although the 

reduction is 4.188X at 0.5µ technology, the reduction increases at nanoscale technology 

because η increases as technology feature size shrinks. Threshold voltage of a CMOS 

transistor can be controlled using body bias. In general, we apply Vdd to the body (e.g., an n-

well or n-tub) of PMOS and apply Gnd to a body (e.g., p-well or p-substrate) of NMOS. This 

condition, in which source voltage and body voltage of a transistor are the same, is called 

Zero-Body Bias (ZBB). Threshold voltage at ZBB is called ZBB threshold voltage. When 

body voltage is lower than source voltage by biasing negative voltage to body, this condition 

is called Reverse-Body Bias (RBB). Alternatively, when body voltage is higher than source 

voltage by biasing positive voltage to body, this condition is called Forward-Body Bias 

(FBB). When RBB is applied to a transistor, threshold voltage increases, and when FBB 

applied to a transistor, threshold voltage decreases. This phenomenon is called body-bias 

effect, and this is frequently used to control threshold voltage dynamically [31]. 
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Table I: Leakage model parameters (0.5µ tech) 

Parameter  Value 

Vdd 1V 

Vth 0.2V 

n (subthreshold slope coefficient) 1.5 

η (DIBL coefficient)  0.05V/V 

γ (body-bias effect coefficient) 0.24V/V 

 

3.1.1.4 Sleepy stack  

Another technique to reduce leakage power is sleepy stack [19], [20] structure. The sleepy 

stack structure has a combined structure of the forced stack and the sleep transistor 

techniques. Figure 3.4 shows a sleepy stack inverter. The sleepy stack technique divides 

existing transistors into two transistors each typically with the same width W1 half the size of 

the original single transistor’s width W0 (i.e., W1 = W0/2), thus maintaining equivalent input 

capacitance. Sleep transistors are added in parallel to one of the transistors in each set of two 

stacked transistors. Half size transistor width of the original transistor is used for the sleep 

transistor width of the sleepy stack. During active mode all sleep transistors are turned on. 

This sleepy stack structure can potentially reduce circuit delay in two ways. First, since the 

sleep transistors are always on during active mode, the sleepy stack structure achieves faster 

switching time than the forced stack structure. High-Vth transistors (which are slow but 

1000X or so less leaky) can be used for the sleep transistors and the transistors parallel to the 

sleep transistors without incurring large delay increase.  

During sleep mode both of the sleep transistors are turned off. Although the sleep transistors 

are turned off, the sleepy stack structure maintains exact logic state. The leakage reduction of 

the sleepy stack structure occurs in two ways. First, leakage power is suppressed by high-Vth 

transistors, which are applied to the sleep transistors and the transistors parallel to the sleep 

transistors. Second, two stacked and turned off transistors induce the stack effect, which also 

suppresses leakage power consumption. By combining these two effects, the sleepy stack 
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structure achieves ultra-low leakage power consumption during sleep mode while retaining 

exact logic state. The price for this is increased area. 

                                             

                Figure 3.4: Sleepy stack inverter 

 

3.1.1.5 Sleepy keeper  

Another approach utilizes leakage feedback approach [21] as shown in Figure 3.5, a PMOS 

transistor is placed in parallel to the sleep transistor (S) and a NMOS transistor is placed in 

parallel to the sleep transistor (S'). The two transistors are driven by the output of the inverter 

which is driven by the output of the circuit. During sleep mode, sleep transistors are turned 

off and one of the transistors in parallel to the sleep transistors keep the connection with the 

appropriate power rail to maintain a value of ‘1’ in sleep mode, given that the ‘1’ value has 

already been calculated, the sleepy keeper [22] approach uses this output value of ‘1’ and an 

NMOS transistor connected to VDD to maintain output value equal to ‘1’ when in sleep 

mode. As shown in Figure 3.5, an additional single NMOS transistor placed in parallel to the 

pull-up sleep transistor connects VDD to the pull-up network. When in sleep mode, this 

NMOS transistor is the only source of VDD to the pull-up network since the sleep transistor 

is off. Similarly, to maintain a value of ‘0’ in sleep mode, given that the ‘0’ value has already 

been calculated, the sleepy keeper approach uses this output value of ‘0’ and a PMOS 

transistor connected to Gnd to maintain output value equal to ‘0’ when in sleep mode. As 

shown in Figure 3.5, an additional single PMOS transistor placed in parallel to the pull-down 
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sleep transistor is the only source of Gnd to the pull-down network which is the dual case of 

the output ‘1’ case explained above. 

                                           

                                                  Figure 3.5: Sleepy keeper 

 

3.1.1.6 Dual sleep 

In dual sleep method (Figure 3.6), two sleep transistors are used in each NMOS or PMOS 

block [23]. One sleep transistor is used to turn on in ON state and the other one is used to 

turn on in OFF state. Again in OFF state a block is used containing both PMOS and NMOS 

transistors in order to reduce the leakage power. 

Dual sleep approach uses the advantage of using the two extra pull-up and two extra pull-

down transistors in sleep mode either in OFF state or in ON state. It uses two pull-up sleep 

transistors and two pull-down sleep transistors. When S=1 the pull down NMOS transistor is 

ON and the pull-up PMOS transistor is ON since S’=0. So the arrangement works as a 

normal device in ON state. During OFF state S is forced to 0 and hence the pull-down 

NMOS transistor is OFF and PMOS transistor is ON and the pull-up PMOS transistor is OFF 

while NMOS transistor is ON. So in OFF state a PMOS is in series with an NMOS both in 

pull-up and pull-down circuits which is liable to reduce power. 
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                                               Figure 3.6: Dual sleep method 

Besides power, a major advantage is area reduction. Since the dual sleep portion can be made 

common to all logic circuitry, less numbers of transistors are needed to apply a certain logic 

circuit. For example a chain of 4 inverters both sleepy stack and sleepy keeper approaches 

require 24 transistors whereas the dual sleep method only requires 12 transistors, thus saving 

12 transistors and hence a considerable amount of area reduction can be achieved. 

 

3.1.1.7 Dual stack 

In dual stack method (Figure 3.7) two pairs of transistors, one in the pull-up network and 

another in the pull-down network are used in order to retain state [24]. Here sleep transistors 

N5 and P5 are parallel to two other sets of sleep transistors. Those two sets are made up of 1 

pair of transistor each. P5 is parallel to the NMOS set with N6 and N7. N5 is parallel to the 

PMOS set with P6 and P7.  

In sleep mode the single sleep transistors are off, i.e. transistor N5 and P5 are off. It is done 

by making S=0 and hence S´=1. Then the other four transistors P6, P7 and N6, N7 connect 

the main circuit with power rail. Here two PMOS in the pull-down network and two NMOS 

in the pull-up network are used. The advantage is that NMOS degrades the high logic level 

while PMOS degrades the low logic level. Due to the body effect, they further decrease the 

voltage level. So, the pass transistors decrease the voltage applied across the main circuit. As 
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static power is proportional to the voltage applied, with the reduced voltage the power 

decreases but the advantage of state retention is achieved. 

 

Figure 3.7: Dual stack method 

While in active mode i.e. S=1 and S´=0, both the single sleep transistors (N5 and P5) and the 

parallel transistors (P6, P7 and N6, N7) are on. The set of one PMOS parallel with two 

NMOS works as transmission gate and the power connection is again established in 

uncorrupted way. Further the set of one PMOS parallel with two series NMOS and the set of 

one NMOS parallel with two series PMOS produces less resistance as paralleling two 

resistance reduces the net resistance. And due to the less resistance more current can flow 

through the circuit block; the output capacitor is charged and discharged fast and thus delay 

is less. 

 

3.2 Power Reduction Research Using Voltage Scaling 

3.2.1 Multiple Vdd and Vth Optimization 

High-level synthesis based on voltage scaling can be extended to circuits with multiple 

supply voltages. A multiple voltage supply system can, for example, assign a low supply 

voltage (Vddl) to non-critical paths while assigning a high supply voltage (Vddh) to critical 

paths. The voltage level of each operation unit (each collection of logic circuits) is decided so 



24 

 

that the power is reduced while preserving timing constraints: this is called the Multiple-

Voltage Scheduling (MVS) [25]. Raje et al. propose a behavioral level MVS algorithm that 

uses a data flow graph to abstract a system; thus, an algorithm can be applied to minimize 

power consumption at the system or chip level [26]. 

In a multiple-Vdd system, the co-existence of multiple voltages in circuits potentially induces 

two problems. One is extra wiring needed to properly supply multiple Vdd values, potentially 

causing large area overhead. The other problem is placement of level converters. If a Vddl 

gate drives the input of a Vddh gate, the voltage level of the output of the Vddl gate is not high 

enough to drive the input of the Vddh gate; thus, if no level converter is used, the incompletely 

cut-off pmos transistor of the Vddh gate may incur static current flowing from Vddh to ground 

(Gnd). This phenomenon can be prevented by placing a level converter that shifts the voltage 

level of the Vddl gate output to Vddh. These two problems are potentially serious for Vdd 

optimization because many extra wires and level converters may be required. Therefore, 

Johnson and Chang tackle the MVS problem with the consideration of level converters [25], 

[27]. 

While [25], [26] and [27] focus on solutions within high-level synthesis frameworks, Usami 

and Horowitz propose clustered voltage scaling, which handles level converter overhead in 

gate placement. Clustered voltage scaling minimizes the number of level converters by 

clustering gates having the same supply voltage and placing Vddh gate clusters before Vddl 

gate clusters if possible [28]. Usami et al. also tackle the placement problem of wires 

carrying different voltages by placing Vddh and Vddl wires row-by-row [29]. In placing gates 

using different supply voltages, the easier way is to place Vddh and Vddl gates in two separate 

areas, which is called area-by-area placement. However, area-by-area placement requires 

long interconnections between Vddh and Vddl cells. The row-by-row scheme first places cells 

without considering voltages and then chooses the voltage level of each Vdd wire based on 

the majority of cells. The cells in a row of a different Vdd value (e.g., Vddl) are relocated to 

the nearest row where cells use the same Vdd (e.g., Vddl). 
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CHAPTER IV 

PROPOSED METHOD 

 

In this chapter we now discuss our new method regarding static and dynamic power, 

propagation delay and area. Firstly we will discuss its structure and next the operating 

principle will be shown. 

 

4.1 Proposed Structure 

                                            

Figure 4.1: Proposed method 

Sleep transistors are important part in any low leakage power design. Sleep transistors are 

used to cut- off the connection to the power rail during sleep mode. But the problem is: the 

circuit losses it’s output state during sleep mode. So, in our proposed method (Figure 4.1), to 

retain state we used two parallel transistors, one in the pull-up network and another in the 
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pull-down network. One NMOS transistor is used in the pull-down network to degrade the 

lower logic level.  

The circuit block of the inverter chain has an aspect ratio of W/L=3 for NMOS and W/L=6 

for PMOS (assuming µn=2µp). Since the proposed portion can be made common to all logic 

circuitry, less numbers of transistor are needed to apply a certain logic circuit. For example a 

chain of 4 inverters both sleepy stack and sleepy keeper approaches require 24 transistors 

whereas the proposed method only requires 13 transistors, thus saving 11 transistors and 

hence a considerable amount of area reduction can be achieved. 

We used minimum size transistor width for the sleep transistor of the proposed method. 

Although we use minimum width of the sleep transistor, changing the sleep transistor width 

may provide additional trade-off between delay, power and area. The size of the transistors 

are W/L=1 except the transistors of the logic circuits and the NMOS transistor (N7) which is 

used for degradation of the lower logic level. 

We used three high threshold transistors (N6, P6 and N7) to reduce static power 

consumption. RBB technique is applied to increase threshold voltage of N6 and N7; and FBB 

technique is applied to increase threshold voltage of P6. So, the source voltages of N6 and 

N7 are zero, but body voltages are kept at –Vdd. And in case of P6, source voltage is Vdd, but 

body voltage is 2Vdd. 

 

4.2 Operation of the Proposed Method 

In this section, the structure and operation of our proposed low-leakage-power design is 

described. It is also compared with well-known previous approaches, i.e., the sleepy stack, 

dual sleep and dual stack methods. N7 is always on (both in active mode and sleep mode). 

While in active mode i.e. S=1 and S’=0. Now the sleep transistors (N5 and P5) and one 

parallel transistor (N6), connected with the pull-up network are “on” and another parallel 

transistor (P6), connected with the pull-down network is “off”. They work as transmission 

gate and the power connection is available. Further they decrease the dynamic power. In 

sleep mode, the sleep transistors are “off”, i.e. transistors N5 and P5 are “off” and both the 
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parallel transistors N6 and P6 are “on”. We do so by making S=0 and S’=1. Now the voltage 

of Vgnd is increased at Vtp. The transistor N6 degrades the higher logic level and both the 

transistors N7 and P6 increase the lower logic level of the main logic circuit. So the voltage 

level across the logic circuit is decreased and static power is decreased for this lower voltage 

level. Again, source voltage of NMOS transistors of logic circuit is increased in sleep mode 

than in active mode; but body voltage of these NMOS transistors are zero. Due to this reverse 

body biasing threshold voltage of NMOS transistors are increased and so, sub-threshold 

leakage is decreased. Due to the high threshold voltage of N6, P6, and N7 leakage power is 

reduced.  

 

4.3 Delay Model 

 

Figure 4.2: (a) Inverter logic circuit (left) and (b) RC equivalent circuit (right) 

Generally the transistor delay of a conventional inverter shown in Figure 4.2 can be 

expressed using the following equation:  

Td0 = CLRt                                                                                                                 (4.1) 

 

Where CL is the load capacitance and Rt is the transistor resistance. Cin in Figure 4.2(b) 

indicates input capacitance. Although the non-saturation mode equation is complicated, we 

can predict the adequate first-order gate delay from Equation 4.1 [30]. 
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4.4   Analytical Comparison of Proposed approach vs. Sleepy Stack Inverter 

4.4.1 Delay model of sleepy stack inverter 

Now the delay model of the inverter with the sleepy stack technique [20] is derived (shown 

in Figure 4.3). Since we assume that we break each existing transistor into two half sized 

transistors, the resistance of each transistor of the sleepy stack is doubled, i.e. 2Rt, compared 

to the standard inverter; furthermore, in this way we can maintain input capacitance equal to 

Figure 4.2(b). In Figure 4.3, CX1 is internal node capacitance between the two pull-down 

transistors.  

 

Figure 4.3: (a) Sleepy stack technique inverter (left) and (b) RC equivalent circuit 
(right) 

Using the Elmore equation [31], we can express the delay of the sleepy stack inverter as 

follows: 

Td1 = (2Rt + Rt)CL + RtCX1                                                                                                                                                     (4.2) 

      = 3RtCL + RtCX1                                                                                                    

      = 3(RtCL + 0.33RtCX1) 

      = 3K      [Assuming RtCL + 0.33RtCX1 = K]                        (4.3) 
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4.4.2 Delay model of proposed inverter 

If C1 and C2 are internal node capacitances, using Elmore equation delay of proposed inverter 

(Figure 4.4) as follows: 

Td2 = (2Rt + Rt/2) CL + (Rt/2 + Rt) C1 + (Rt/2) C2                                                                (4.4) 

C1 is the capacitance from two transistors connected while C2 is the capacitance from three 

transistors connected. Then                                     

C2 = 3C1/2                                                                                                                         (4.5) 

 

Figure 4.4: (a) Proposed inverter (left) and (b) RC equivalent circuit (right) 

Using equation 4.5 we get 

Td2 = (2Rt + Rt/2) CL + (Rt/2 + Rt) C1 + (Rt/2) (3C1/2)    

      = 2.5RtCL +2.25RtC1                                                                                

Now CX1 is the capacitance from three transistors connected while C1 is the capacitance from 

two transistors connected. Then                                     

C1 = 2CX1/3  
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So, Td2 = 2.5RtCL +2.25Rt (2CX1/3) 

             = 2.5RtCL +1.5RtCX1  

             = 2.5(RtCL +0.6RtCX1)                     (4.6) 

The internal node capacitances are primarily due to the source and drain diffusion 

capacitances of the transistor, and are not as large as the output node capacitance. The output 

node can only have two possible values: Vdd and ground; however each internal node has 

less charge stored than the output node, the values 0.33RtCX1 can be almost equal to the value 

of 0.6RtCX1.  

So, we can assume RtCL + 0.33RtCX1 = RtCL +0.6RtCX1 = K 

Now from equation 4.6, 

Td2 = 2.5K                               (4.7) 

      = 2.5Td1/3    [From equation 4.3] 

      = 0.83Td1                                        (4.8)

  

So delay of our proposed method is almost equal to delay of sleepy stack.  

 

4.5 Analytical Comparison of Proposed approach vs. Dual Stack Inverter 

4.5.1 Delay model of dual stack inverter 

Now, in case of dual stack structure, the dual stack inverter and it’s RC equivalent circuit is 

shown in Figure 4.5. 
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Figure 4.5: (a) Dual stack technique inverter (left) and (b) RC equivalent circuit (right)      

If C3 and C4 are internal node capacitances, using Elmore equation delay of dual stack 

inverter as follows: 

Td3 = (Rt + 2 Rt/3) CL + (2 Rt/3) C3 + Rt C4                                                                     

C3 is the capacitance from three transistors connected while C4 is the capacitance from two 

transistors connected. Then          

C3 = 3C4/2                                                                                                 (4.9) 

Then, 

Td3 = (Rt + 2 Rt/3) CL + (2 Rt/3) (3C4/2) + Rt C4                                                      

       = 5 RtCL/3 + 2Rt C4                                                                                                     (4.10) 

 

Again in the sleepy stack approach CX1 is the capacitance for three transistors and here in the 

dual sleep approach C4 is the capacitance for two transistors. So, 

C4 = 2CX1/3                                                                                                                  (4.11) 

 

Now from equation 4.10, 

Td3 = 5 RtCL/3 + 2 Rt(2CX1/3)                                                                                            (4.12) 
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       = 5 RtCL/3 + 4RtCX1/3 

       = 5(RtCL + 4RtCX1/5)/3 

       = 5(RtCL + 0.8RtCX1)/3                                (4.13) 

 

As internal node has less charge stored than the output node, the values 0.33RtCX1, 0.6RtCX1 

and 0.8RtCX1 are almost equal.  

So, RtCL + 0.33RtCX1 = RtCL +0.6RtCX1 = RtCL + 0.8RtCX1 = K                      (4.14) 

 

Now from equation 4.13, 

Td3 = 1.67K 

 

4.5.2 Delay model of proposed inverter 

From equation 4.7 delay of proposed inverter  

Td2 = 2.5K 

      = 2.5Td3/1.67 

      = 1.5Td3 [From equations 4.13 and 4.14]              (4.15) 

So delay of proposed inverter is slightly larger than dual stack inverter. 
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CHAPTER V 

APPLYING PROPOSED METHOD 

 
The proposed method can successfully be implemented in both logic circuit and memory 

design. To verify this statement here this method is applied in two ways: 

1. A chain of 4 inverters 

2. SRAM cell. 

 
5.1 Application of the Proposed Method in a Chain of Four Inverters  

 
A chain of 4 inverters (Figure 5.1) is chosen because an inverter is one of the most basic 

CMOS circuits and is typically used to study circuit characteristics. We size each transistor 

of the inverter to have equal rise and fall times in each stage. Instead of using the minimum 

possible size of the transistor in a given technology, we use W/L = 6 for PMOS and W/L = 3 

for the NMOS.  

 
 

 

Figure 5.1 : A chain of four inverters 
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According to this base case circuit we construct the proposed circuit for a chain of four 

inverters as shown in Figure 5.2. It is obvious that we can use same sleep transistors for all 

the logic blocks performing same function. Thus it reduces the number of transistors to 

construct logic and hence reduce area in a significant manner. The transistor sizes are shown 

in Figure 5.2. 

           

Figure 5.2: A chain of four inverter using proposed method 

 

5.2 Application of proposed method in SRAM Cell 

 

An SRAM cell is designed based on the proposed technique. The conventional 6-T SRAM 

cell consists of two coupled inverters and two wordline pass transistors.  

 

The subthreshold leakage current in an SRAM cell in typically categorized into two kinds: 
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 Cell leakage current that flows from Vdd to Gnd internal to the cell and 

 Bitline leakage current that flows from bitline (or bitline’) to Gnd. 

The proposed method is applied in both cases: 1) in bitline leakage path and 2) in cell 

leakage path. The SRAM cell using proposed method is shown in Figure 5.3. 

 

 
Figure 5.3: SRAM cell using the proposed method 
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CHAPTER VI 
SIMULATION RESULTS 

 
We compare the proposed method to sleepy stack, dual sleep and dual stack techniques. 

Thus, we compare four design approaches in terms of power consumption (dynamic and 

static), delay and area. To show that this approach is applicable to general logic and memory 

design, we choose a chain of 4 inverters (Figure 5.2) and a SRAM cell (Figure 5.3). We use 

synopsis HSPICE [32] to estimate delay and power consumption. Area is estimated using 

MICROWIND. The inverter chain uses four inverters each with W/L=6 for PMOS and 

W/L=3 for NMOS for the dual sleep technique (Figure 3.6). Sleep transistors in this approach 

are sized such that sleep transistors activated in ON state uses W/L =6 for PMOS and W/L=3 

for NMOS and the sleep transistors activated in OFF state uses W/L=1.5. In case of dual 

stack approach (Figure 3.7), inverter chain uses four inverters each with W/L=6 for PMOS 

and W/L=3 for NMOS. The size of other transistors in this approach is W/L=1. In case of 

sleepy stack (Figure 4.4), W/L =3 for PMOS and W/L=1.5 for NMOS. In the proposed 

approach, the transistor size is shown in Fig. 5.2. The chosen technologies are BSIM4 PTM 

Model [33] and their supply voltages are given in Table II.  

 
Table II: Power supply voltage for different technologies 
 

130n 90n 65n 45n 32n 
1.3V 1.2V 1.1V 1.0V 0.9V 

 
       
6.1 Simulation Results for a Chain of Four Inverters  
 
Static power is the power which is consumed when the gate’s output is stable at logic “1” and 

logic “0”. This power is calculated by multiplying the supply voltage value by the stable 

current value. Dynamic power is dissipated during output is rising and falling and it is 

calculated by multiplying the supply voltage value by the total charge drawn from the supply 

during rising output and falling output.  
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Propagation delay is calculated to be the average of propagation delays for rising and falling 

outputs. 

 

First we explore the impact of technology scaling. Figures 6.1 ~6.4 show the simulation 

results for the chain of 4 inverters. Four different techniques: sleepy stack, dual sleep, dual 

stack and proposed method are considered.  

 

 

 
 

Figure 6.1: Static Power Dissipation for a chain of 4 inverters 
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Figure 6.2: Dynamic Power Dissipation for a chain of 4 inverters 
 
 

 
 

Figure 6.3: Propagation Delay for a chain of 4 inverters 
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Figure 6.4: Area for a chain of 4 inverters 
 
 
Let us focus on the technology implementation of each benchmark. Here data for dual sleep 
method is used from [34] and due to unavailability of other data (sleepy stack and dual 
stack), our simulated data are used. 
 
Table III: A chain of four inverters in 65nm technology 
 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 1.6469 6.33 55.73 10.52 

Dual sleep [34] 2.128 8.1733 36.43 5.29 

Dual stack 1.31 3.92 42.33 4.82 

Proposed 0.678 3.768 58.82 4.62 

 
 
 
 



40 

 

 
Table IV: Comparison between different circuit techniques for a chain of four inverters 

     in 65nm technology  
 

Circuit 
techniques 

Static power  Dynamic power  Propagation 
delay  

 

Area  

Sleepy stack +142.9% +67.99% -5.25% +127.71% 

Dual sleep +213.86% +116.91% -38.06% +14.50% 

Dual stack +93.21% +4.03% -28.03% +4.33% 

 
Here ‘+’ denotes improved and ‘-’ denotes degraded performance of our proposed technique 

with respect to other methods. We used data for dual sleep inverter from [34] and in case of 

other methods (sleepy stack and dual stack) we used our simulated data due to unavailability 

of reference data. Here the proposed method exhibits 93.21%, 4.03%, 4.33% improved and 

28.03% degraded performance than dual stack method in terms of static power, dynamic 

power, area and propagation delay respectively for a chain of four inverters considering 

65nm technology. When compared to dual sleep method, the proposed method exhibits 

213.86%, 116.91%, 14.50% improved and 38.06% degraded performance in terms of static 

power, dynamic power, area and propagation delay respectively. And in case of sleepy stack 

technique, proposed method gives 142.9%, 67.99% and 127.71% improved and 5.25% 

degraded performance in terms of static power, dynamic power, area and propagation delay 

respectively.  

 

So we can see that our proposed method shows better result than all previous method in case 

of area, static power consumption and dynamic power consumption. Here delay is increased 

than dual sleep and dual stack method whereas comparable to sleepy stack technique. 

 

According to our analytical comparison [equation 4.8] delay of proposed inverter should be 

0.83times of delay of sleepy stack inverter; i.e. 17% lower than sleepy stack inverter. But 

from simulation results we see that propagation delay is 5.25% larger in proposed method 

than in sleepy stack technique for a chain of four inverter using 65nm technology. Again, 
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analytically, delay of proposed inverter should be 1.5 times of delay of dual stack inverter 

[equation 4.15]; i.e. 50% larger than dual stack inverter. And from simulation results we find 

that propagation delay is 28.03% larger in proposed method than in dual stack method for a 

chain of four inverter using 65nm technology. These variations between analytical results 

and simulation results are due to some assumptions [Equation 4.14] in analytical 

comparisons.      

 
6.2   Simulation Results for an SRAM Cell 
 
Here we explore the simulation results for SRAM cell (Figures 6.5~6.8). Four different 

techniques: sleepy stack, dual sleep, dual stack and proposed method are considered again 

here.  

 

 
 

Figure 6.5: Static Power Dissipation for an SRAM cell 
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Figure 6.6: Dynamic Power Dissipation for an SRAM cell 
 
 

 
 

Figure 6.7: Propagation Delay for an SRAM cell 
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Figure 6.8: Area for an SRAM cell 
 
 
Again we focus on the technology implementation of each benchmark. Here data for dual 
stack method is used from [35] and due to unavailability of other data (sleepy stack and dual 
sleep), our simulated data are used. 
 
Table V: SRAM cell in 65nm technology 
 

Circuit 
Techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 1.332 18.65 201.6 6.416 

Dual sleep 2.169 16.72 263.4 4.48 

Dual stack [35] 1.4909 7.452 258 14.4 

Proposed 0.694 7.01 358.5 7.37 
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Table VI: Comparison between different circuit techniques for SRAM cell in 65nm 
         technology  

 
Circuit 

techniques 
Static power  Dynamic power  Propagation 

delay  
 

Area  

Sleepy stack +91.93% +166.05% -43.76% -12.94% 

Dual sleep +212.54% +138.52% -26.53% -39.21% 

Dual stack +114.83% +6.31% -28.03% +95.38% 

 
So the proposed method shows 114.83%, 6.31%, 95.38% improved and 28.03% degraded 

performance than dual stack method in static power, dynamic power, area and propagation 

delay respectively. Whereas the proposed method shows 212.54%, 138.52% improved and 

26.53%, 39.21% degraded performance than dual sleep in terms of static power, dynamic 

power, propagation delay and area respectively. In case of sleepy stack proposed method 

exhibits 91.93%, 166.05% improved and 12.94%, 43.76% degraded performance in static 

power, dynamic power, area and propagation delay respectively. 

 

Here also like a chain of four inverter circuit, the proposed method shows better performance 

than all previous methods considering static power and dynamic power consumption. The 

proposed method is better than dual stack method whereas comparable to dual sleep and 

sleepy stack method in case of area. Here propagation delay is slightly increased than the 

previous techniques because of some high threshold transistors used in proposed method. 

 

6.3   Summary 
 

The proposed technique is compared to existing techniques in terms of static power, dynamic 

power, delay and area. Although the proposed technique incurs some delay compared to dual 

stack and dual sleep techniques, it shows 45-55% leakage reduction compared to dual stack 

and 60-70% leakage reduction compared to dual sleep method. The proposed method shows 

better performance than dual sleep and dual stack in case of dynamic power reduction with 

less area than dual stack technique.  
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CHAPTER VII 
CONCLUSIONS AND SUGGESTIONS FOR FUTURE RESEARCH 

 

7.1 Conclusions 

In nanometer scale CMOS technology, subthreshold leakage power consumption is a great 

challenge. In this dissertation we propose a new structure to tackle the leakage problem. It is 

an improved version of dual stack method. Is shows better performance than dual stack 

technique in terms of static power, dynamic power and area. Only delay is slightly increased 

here than that of dual stack. Since the proposed structure can retain state it can be used both 

in generic logic circuit and memory; i.e. SRAM cell. We see that leakage power is around 

90~100% larger in dual stack method than our proposed method in case of a chain of four 

inverter. And in case of an SRAM cell leakage power is more than 100% larger in dual stack 

method than the proposed method. A reduction in power consumption provides several 

benefits; less heat is generated, which reduces problems associated with high temperature, 

such as need for heat sinks. This provides the consumer with a product that costs less. 

Furthermore, the reliability of the system is increased due to lower temperature stress 

gradients on the device. An additional benefit of the reduced power consumption is the 

extended life of the battery in battery-powered systems. 

Although previous approaches are effective in some ways, no perfect solution for reducing 

leakage power consumption is yet known. Therefore, designers choose techniques based 

upon technology and design criteria. Our proposed method is a novel choice for VLSI 

designers. The method is applicable to single- and multi-threshold voltages. The proposed 

method is unique in area saving and leakage power consumption than any other approaches. 

Trade-offs between dynamic power, static power and area is excellent in our proposed 

method. As such, the proposed method shows the best solution than any other state saving 

low power VLSI design techniques.  
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7.2 Suggestions for Future Work 
 
Further leakage reduction techniques should be explored based on the leakage reduction 

technique proposed in this work. NMOS and PMOS transistors can be added to some of the 

gates in the circuit to increase the controllability of the internal signals of the circuit and 

decrease the leakage current of the gates using the “stack effect”. This is however should be 

done carefully so that the minimum leakage is achieved subject to a delay constraint for all 

input – output path in the circuit. 

 

We used HSPICE for simulation and obtaining static power, dynamic power and propagation 

delay and MICROWIND for area calculation. CADENCE Software provides the more real 

time results. So CADENCE can be used to precisely estimate these parameters. Dependence 

of static power, dynamic power and propagation delay on threshold voltage scaling and 

temperature variation can be estimated. 
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A.1 

APPENDICES 

APPENDIX A: DESIGN LAYOUTS FOR A CHAIN OF FOUR INVERTERS 

A1: Layout of a chain of four inverters in sleepy stack method 

 

 

 

 

 

 

 

 

 

 

 

 

 



 A.2

A2: Layout of a chain of four inverters in dual sleep method 

 

 
 

 

 

 

 

 

 

 

 

 



 A.3

A3: Layout of a chain of four inverters in dual stack method 
 

 

 



 A.4

A4: Layout of a chain of four inverters in proposed method 

 

 

 

 

 

 

 

 



B.1 

APPENDIX B: DESIGN LAYOUTS OF SRAM CELL 

B1: Layout of SRAM cell in sleepy stack method 

 

 



 B.2

B2: Layout of SRAM cell in dual sleep method 

 

 

 



 B.3

B3: Layout of SRAM cell in dual stack method 

 

 

 



 B.4

B4: Layout of SRAM cell in proposed method 

 

 

 

 



 

C.1 

APPENDIX C: SIMULATION DATA (A CHAIN OF FOUR INVERTERS) 

C1: 130nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 3.4859 19.2 77.45 42.11 

Dual sleep 3.328 23.799 52.81 21.18 

Dual stack 2.289 11.54 64.219 19.25 

Proposed 0.987 11.36 86.44 18.46 

 

C2: 90nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 2.476 11.43 67.74 20.18 

Dual sleep 2.7981 14.023 41.823 10.15 

Dual stack 1.8389 6.811 45.629 9.226 

Proposed 0.843 6.45 63.36 8.85 

 

C3: 65nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 1.6469 6.33 55.73 10.52 

Dual sleep 2.128 8.1733 36.43 5.29 

Dual stack 1.31 3.92 42.33 4.82 

Proposed 0.678 3.768 58.82 4.62 

 

 

 



 

 C.2

 

C4: 45nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 0.9294 2.917 50.079 5.04 

Dual sleep 1.4113 4.1342 31.395 2.54 

Dual stack 0.765 1.933 55.14 2.306 

Proposed 0.446 1.849 61.33 2.21 

 

C5: 32nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 0.70529 1.425 52.81 2.55 

Dual sleep 1.184 2.087 38.831 1.28 

Dual stack 0.546 0.9695 69.79 1.166 

Proposed 0.357 0.926 82.42 1.12 

 

 



D.1 

APPENDIX D: SIMULATION DATA (SRAM CELL) 

D1: 130nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 2.751 45.51 193.19 25.66 

Dual sleep 3.31 41.63 265.09 17.94 

Dual stack 2.3549 18.95 273 57.54 

Proposed 1.017 19.45 382.79 29.48 

 

D2: 90nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 1.972 29.12 195.29 12.3 

Dual sleep 2.801 26.96 267.9 8.6 

Dual stack 1.9824 11.38 243 27.57 

Proposed 0.858 11.42 360.8 14.13 

 

D3: 65nm technology 

Circuit 
Techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 1.332 18.65 201.6 6.416 

Dual sleep 2.169 16.72 263.4 4.48 

Dual stack 1.4909 7.452 258 14.4 

Proposed 0.694 7.01 358.5 7.37 

 

 

 



 D.2

D4: 45nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 0.771 9.715 210.29 3.075 

Dual sleep 1.503 8.744 259.2 2.15 

Dual stack 0.9701 3.8693 268 6.89 

Proposed 0.481 3.63 363.09 3.53 

 

D5: 32nm technology 

Circuit 
techniques 

Static power 
(nW) 

Dynamic power 
(µW) 

Propagation 
delay  
(ps) 

Area 
(m2) 

Sleepy stack 0.603 5.18 223.59 1.555 

Dual sleep 1.308 4.647 274.6 1.087 

Dual stack 0.7803 1.9917 289 3.483 

Proposed 0.395 1.88 400.39 1.78 

 

 


