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Abstract

The aim of this thesis work is to design a smart antenna based receiver in an
Orthogonal Frequency Division Multiplexing (OFDM) system to improve the
system performance and to reduce the computational complexity. OFDM is a
special form of multi-carrier transmission that promises a higher data rate and
greater resilience to severe signal fading effects at a reasonable level of implemen-
tation complexity. OFDM with multiple receiver antennas combine the different
receiver signals. This type of OFDM system minimizes fading effects and thereby
shows significant improvement in the system performance. However, each of the

receivers has its own Fast Fourier Transform (FFT) Block, so the system com-
plexity increases by the combination of receiver signals. To reduce the complexity
of the OFDM system, a smart antenna system based Pre-FFT Maximum Ratio
Combiner (MRC) is proposed. In the proposed scheme, only one FFT block is
used instead of multiple FFT blocks in the receiver end. The received signal are
weighted and combined before FFT processing. As a result, the number of FFT
blocks reduces and the computational efficiencyincreases. A mathematical model
of the proposed system is developed and the analytical formulation of Bit Error
Rate (BER), channel capacity and throughput are also presented. Finally, the.

performance of the pre-FFT MRC receiver and single receiver are evaluated and

compared in terms of BER and other parameters. Computer simulation result
shows a significant improvements in Signal-to-Noise.Ratio (SNR) for the proposed
receiver.

xiii



Chapter 1

Introd uction

1.1 Introduction

Wireless communication gained popularity in the last decade of the 20th century-
with the success of 2nd generation (2G) digital cellular mobile services. As a result
of the continuous success in the field of wireless communications, 3rd generation
(3G) wireless systems with the higher data rate and user mobility have emerged.
But 3G is not the end of the tunnel. Ever increasing user demands have drawn

the industry to search for better solutions to support higher data rates. Hence,
the main focus of the future 4th generation (4G) wireless systems is to support
high data rates and to ensure seamless provisioning of services that allow the
deployment of multimedia applications. However, in high date rates, the signal
waveform is wideband and the channel is frequency selective, that is a large
number _ofresolvable multipaths are present in the environment.
In orthogonal frequency division multiplexing (OFDM), higher data rate data

streams are split into a number of lower data rate data streams that are trans-
mitted simultaneously over a number of subcarriers. As the symbol duration in-

creases for the lowerrate parallel subcarriers, multipath delay spread is decreased.

OFDM is also robust to the frequency selective fading due to the exploitation of
a guard interval that is introduced at the beginning of each OFDM symbol. How-
ever, once delayed signals beyond the guard interval-are introduced in a channel
with a large delay spread, inter symbol interference (lSI) causes severe degrada-
tion in the transmission performance. A smart antenna array deployed at the
receiver is able to enhance the signal integrity in an interference environment

[1] thus minimizing lSI. If the desired signals and the interferences are located

at different spatial locations, the antenna array can act as a spatial filter which
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separates the desired signal from the interferences. In the wireless environment,
using a smart antenna can reduce the co-channel interferences from other users
within its own cell and the neighboring cells, thus increasing the system capacity
[2J. Due to its advantages, a smart antenna array is likely to be an integral part

of the 4G systems.
The application of adaptive algorithms in the antenna array for the single-

carrier systems has been studied extensively. However, there are relatively few
technical papers on OFDM systems applying smart antennas and investigating
interference suppression capability for multipath environments. The nature of
modulation/demodulation on subcarriers in an OFDM system requires a new.,
approach for implementing adaptive algorithms in the antenna array. Therefore,
it is necessary to understand the fundamental principle of OFDM and to develop
techniques for applying adaptive array algorithms to OFDM systems.

1.2 Literature Review

In this section, the previous works on OFDM and smart antennas are briefly

presented. Research on vector channel models which investigate the performance

of a receiver equipped with smart antenna [3]are also presented.
The origins of OFDM development started in the late 1950's with the in-

troduction of frequency division multiplexing (FDM) for data communications.
The concept of multi-carrier transmission was introduced since 1960s [4]and the
patent for OFDM was issued in the beginning of 1970 [5]. In 1971, Weinstein
[6] introduced the idea of using a discrete fourier transform (OFT) for imple-
mentation of the generation and reception of OFDM signals, eliminating the

requirement for banks of analog subcarrier oscillators. This idea commenced an

opportunity to implement OFDM with the use of fast fourier transform (FFT),
which is an efficient implementation of the OFT. OFDM was studied during the
1980s for high speed modems [7]. The research on OFDM gained momentum in
the 1990s. The loss of orthogonality due to the doppler spread has been analyzed
in [8]. The effects of inter-carrier interference (leI) and lSI and the techniques
to combat these detrimental phenomena have been investigated in [9J-[1O].

Research on adaptive antenna systems for wireless communications dates back

to the 1960s [11]-[12].Adaptive antenna receivers provide spatial diversity and
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are considered to be the last fronticr to improve data ratcs without thc ncces-
sity of additional spectrum, An adaptive antenna array has been proposed to
increase the capacity of an OFDM based system [13], Co-Channel interference
(CCI) cancellation with the aid of a minimum mean square error (MMSE) based

adaptive antenna array has been demonstrated in [14], Combined diversity and
beamforming have been shown to be effective to combat ICI and lSI in a slow
varying channel [15]: Time domain beamforming for an OFDM receiver based
on Least Mean Square (LMS) driven MMSE bcamforming has been proposed in
[16], MMSE based adaptive antenna has also been proposed [17J to suppress the
delayed signal and doppler shifted signaL Optimum beamforming for Pre-FFT .
OFDM adaptive antenna array is proposed in [18]and Pre-DFT processing using

eigenanalysis for OFDM with multiple antennas are proposed in [19],
Vector channel models are used to investigate the performance of a receiver,

These models describe the temporal or spectral parameters like power delay pro-
file, doppler spread as well as spatial parameters like angle of arrival (AOA) and
angle spread etc, Geometrically based vector channel models define a region in
space where the objects are distributed and the distribution of these objects are
resppnsible for scattering and/or reflection, Circular channel model [20]is a popu-
lar model to describe the macro-cellular environment, In a circular channel model
the transmitter is surrounded by local scatterers that are distributed within a cir-

ele centered on the transmitter. Typical urban models are special CaseSof the

circular channel model [21], The elliptical channel model [22]provides a much
greater angle spread than the previously mentioned models, There are other geo-
metrical models that can be found in the literature [231, There is also a separate
class of vector channel models known as the statistical vector channel model that
can be found in the literature [24], A special statistical channel model based on
the Jakes model [25] can be employed to generate the complex coefficient of a
resolvable multipath as a summation of a number of unresolvable components,

This model provides very good control over the angle spread of the unresolvable

components,
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1.3 Objectives of the Thesis

In this thesis, smart antennas with OFDM based wireless network is introduced.
Usually, A single antenna is used at the transmitter and receiver end of the OFDM
model. In the proposed OFDM model, multiple smart antennas are used at the
receiver end. Signals received by the multiple receiver antennas are combined by

the maximum ratio combining methods. As the combining process takes place
before the FFT processing at the receiver, only one FFT block is needed at the
receiver and thus, minimizing the computational complexity of the receiver. The
proposed model is applied in the indoor environment. Hence, a statistical channel
model based on the modified Jake's model is used in the simulation.

1.4 Thesis Overview

The remaining chapters of this thesis are organized as follows:

In chapter 2, the concepts of smart antennas such as phased arrays and di-
versity arrays are introduced. The basic combining techniques of smart antennas
such as diversity and beamforming are presented and also compared.

In chapter 3, the concepts of OFDM with block diagrams are discussed. Each
block of OFDM system employing single antenna at the transmitter and receiver
ends are discussed in detail.

In chapter 4, the proposed model of the OFDM receiver with multiple an-

tennas are presented. A mathematical analysis of the proposed system and a
theoretical analysis of the BER is also presented. Finally, the channel used in the

proposed model is also discussed.
In Chapter 5, simulation results are presented with detail discussion. Single

and multiple smart antennas are compared to show the superiority of the proposed
method.

Chapter 6 summarizes the results of the research works and give further re-

search directions.
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Chapter 2

Smart Antenna

The necessity to improve the capacity of wireless communication systems has led

to the need for exploiting the spatial characteristics of the wireless channel. An

effective means to exploit the spatial dimension is through the use of adaptive

antenna arrays also referred to as intelligent antennas or smart antennas [261. A

lot of research has been done to improve the capacity of the wireless systems due

to the use of smart antennas. In this chapter, some of the basic concepts of smart

antennas are discussed.

2.1 Introduction

The two main factors that make wireless communications difficult are the pres-

ence of the multipath fading and the co-channel interference. The use of smart

antennas can improve performance in these hostile environments. Smart antennas

can be classified into two categories, namely the phased array and the diversity

array. Elements in a phased array are placed at a distance less than or equal to

half of a wavelength while those in a diversity array are placed at a much larger

distance. As a result, the assumption that the received signal isa plane waves

holds true for a phased array but not for a diversity array.

2.2 Antenna Array

Smart antennas use an array of a low gain antenna elements that are connected

by a combining network. The array may consist of a number of antenna elements

arranged in a desired pattern: linear equally spaced (LES), uniform circular, or

uniformly spaced planar array of similar, co-polarized, low-gain clements which

5

.f



-

are oriented in the same direction.

2.2.1 Why Antenna Array?

The use of antenna arrays at the receiver in wireless data networks may be mo-
tivated in several ways:

1. Array gain: fly using antenna arrays, it is possible to combine the signals

so that the SNR is improved.

2. Fading diversity: Due to the multipath propagation, several replicas of
the transmitted message may be incidenton the receiving antennas. The
interference between the incident waves that cause the signal level to change
is known as fading. By using several antennas, the reliability increases, as
it is not likely for the multiple received signals at the different elements of
the array to suffer the same distortion.

3. Interference suppression: In the spatial dimension, signals that have the
same temporal properties and occupy the same frequency band may have

different propagation paths, coming from different space locations. By using
the spatial processing, it is possible to suppress interferences in a way that
is not possible using a single antenna.

4. Transmitter localization: The use of antenna arrays at the receiver may be
used to calculate parameters such as the direction of arrival of the incident
waves. This information is useful for interference suppression and could be

used for emergency localization.

The antenna arrays are also used in transmission. Using space-time process-
ing, the induced currents into the antenna elements can focus the antenna pattern
towards.a desired user, while minimizing the interference of other users. Antenna
arrays also provide extended coverage and higher data rates than conventional
antenna systems.

2.3 Phased Array and Diversity Array

A phased array consists of a set of antenna elements that are spatially distributed
at known locations with reference to a common fixed point. By changing the

6



phase and amplitude of the exciting currents in each of the antenna elements, it

is possible to create gains and nulls in any direction, [27]. The signals received
in these elements are typically combined at baseband using complex weights.
Adaptive algorithms can be used to adapt the weights based on some optimization
criteria such as the maximization of the output SNR. Also there are algorithms by
which the output signal-to-interference noise ratio (SINR) can be maximized. In
such a system, the antenna response is maximized in the direction of the desired
user and is minimized in the direction of the interferer.

Phased arrays are typically used for interference rejection while diversity ar-

rays are used for combating multipath fading in mobile wireless channels. In
diversity arrays, the elements are spaced sufficiently apart so that the fading
envelopes seen at the antenna elements are uneorrelated or slightly correlated.
The main idea behind diversity arrays is that such uncorrelated (or slightly cor-
related) branches will have very low probability of simultaneously experiencing
a deep fade. Thus having more elements increases the probability that at least
one element will produce sufficient SNR for reliable decoding of the information.

Additionally, in diversity arrays there is no geometric interpretation of the array

response and the concept of beam pattern is invalid. However, a very important
result is that the combining approaches used in diversity arrays are similar to
the beamforming approaches used in phased arrays because several of these al-
gorithms have the same maximization criteria. Thus the weights used in phased
arrays to maximize the SNR are simply the same as the maXimum ratio combiner
(MRC) solution for diversity arrays.

Various array geometries are possible for the antenna elements with the most

common of them being linear, circular and planar arrays. In a linear array, the

centers of all array elements are aligned in a straight line. If the spacing between

the elements is uniform it is called a uniformly spaced linear array. A circular
array is one in which the centers of the array elements lie on a cirele. On the
other hand if the centers of the array elements all lie in the same plane it is called
a planar array. Linear and circular arrays are special cases of the planar array.

The radiation pattern of the array is determined by the radiation patterns of
the individual elements, their orientation in space and the amplitude and phase
of the feeding currents. If each elementof the array is an isotropic source, the

radiation pattern obtained will be solely dependenton the array geometry and

7



the feeding currents. The radiation pattern thus obtained is called the array
factor. If the elements of the array are similar and if they are non-isotropic, the
radiation pattern is computed from the principle of pattern' multiplication as the
product of the array factor and the individual element pattern [28]. In this thesis,
a uniform linear array is considered.

2.4 Uniform Linear Array

If the spacing between the elements of a linear array is equal, it is known as

uniform linear array (ULA). Figure 2.1 shows a K element ULA. The spacing
between the array elements is d and a plane wave arrives at the array from a
direction ()off the array broadside. The array broadside is perpendicular to the
line containing the center of the elements. The angle ()measured clockwise from
the array broadside is called the direction of arrival (DOA) or the angle of arrival
(AOA) of the received signal. The received signal at the first element can be

!',,{ay
nor~ ,

k 3

d

2

d

'-.....
Incident
plane
wave

Reference
element

Figure 2.1: A uniformly spaced linear antenna array

written as [31]

(2.1)

where,

A1(t) is the amplitude of the signal.
Ie is the carrier frequency.

l'(t) is the information.

8



f3 is the random phase. Note that the complex envelope of the signal at the first

clement is given by

(2.2)

(2.3)

Let us assume that the signals originate far away from the array and the plane
wave associated with the signal advances through a non-dispersive medium that
only introduces propagation delay. Under these circumstances, the signal at any
other element can be represented by a time advanced or time- delayed version of
the signal at the first element. Referring to Figure 2.1, the wave front impinging
on the first element travels an additional dsinO distance to arrive at the second
element. The time delay due to this additional propagation distance is given by

dsinO
T=--

c

where c is the velocity of light. The signal at the second element is thus given by

If the carrier frequency t, is large compared to the bandwidth of the impinging

signal, the signal may be treated as quasi-static during time intervals of order T

and it can be written

(2.5)

Thus the complex envelope of the signal at the second antenna can be written as

X2(t) = A(t)ei[-2~foT+.,(')+m

= Xl(t)ei[-2~foTI (2.6)

It is thus evident from Equation (2.6) that the time delay of the signal can now

be represented by a phase shift. From Equations (2.3) and (2.6), it can be written

X2(t) = xl(t)ei(-2~fodo;n'l

= xl(t)e-j[2~~J (2.7)

Therefore the complex envelope of the received signal at the i'h(i = 1,2,., X)
element can be expressed as

(2.8)
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Let a column vector is defined whose cach element contains the received signal at

the corresponding array clement. Therefore the received signal vector is defined

as

where T represents transpose.

It can be also define

_ '[2 d{K-l)aln9
1

Te J 11" " ]

(2.9)

(2.10)

a(O)is known as the array response vector or the steering vector of an ULA. The

array response vector is a function of the AOA, individual element response, the

array geometry and the signal frequency. It will be assume that for the range of

operating carrier frequency, the array response vector does not change. Since, the

geometry (uniform linear array) and the individual element response (identical

isotropic elements) have already fixed, the array response vector is a function of

the AOA only. The received signal vector can now be written in a compact vector

form as

x(t) = a(O)x(t) (2.11)

It is assumed that the bandwidth of the impinging signal is much smaller than the

reciprocal of the propagation time across the array. This assumption, commonly

known as the narrowband assumption [29J for the signal, made it possible to

represent the propagation delay within the elements of the array by phase shifts

in the signal. Although the narrowband model is exact for sinusoidal signals, this

is usually a good approximation for a situation where the bandwidth of the signal

is very small compared to the inverse of the propagation time across the array.

Any deviation from the narrowband model is detrimental to the performance of

a narrowband beamformer usually manifesting as a limit in the ability to null

interferers [30]. In such a scenario, a wideband beamformer [31] must be used.

2.5 Smart Antenna Array

In wireless environments, the users keep moving and hence, the DOAs of the

users are time-varying. Also the parameters of the user's signals vary in time
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due to the presence of co-channel interference, noise and multipath associated
with the channel. Fixed weights will not track these changes in the time varying

channel. An adaptive antenna array can change its beam pattern in response to
the changing signals. This kind of an antenna system usually works with some
internal feedback.whereby the system can modify the antenna patterns. The
weights used must be changed using some adaptive algorithm. Such algorithms
are usually designed to meet some performance criteria and then generating a
set of equations such that the performance criteria are met. Some of the most
frequently used performance criteria are the mean square error (MSE), the max-
imum likelihood (ML), maximum signal-to-noise ratio (MSNR) and maximum

signal-to-interferenee noise ratio (MSINR). These performance criteria arc usu-

ally expressed as cost functions and the weights are adapted iteratively until the

cost functions converge to a minimum value. Once the cost function is minimized
it can be assured that the performance criterion is met and the algorithm is said
to have converged. There are several factors that are to be considered while choos-
ing an adaptive algorithm like the convergence rate of the algorithm, complexity
and robustness. The convergence rate is the number of iterations required for the
convergence of the algorithm. In wireless environments, convergence rate. is im-

portant .a5it is important to converge to optimum before the channel conditions

change. The complexity issues come into play when it is needcd to determine

the number of digital signal processing (DSP) cycles needed for algorithm imple-
mentation. Finally the algorithm one can choose might be robust as it should
be able to perform fairly well even in the cases where the input data may be
ill-conditioned.

2.5.1 Theoretical Model

The adaptive antenna system needs to differentiate the desired signal from the

co-channel interferences. It requires a reference signal, a training signal or the .

direction of the desired signal source (direction of arrival) to achieve its objectives

[32]. There are a number of existing schemes to estimate the direction of arrival
and methods of updating the array weights. Algorithms also exist that exploit
properties of signal to eliminate the need of training signals.

The overall pattern of the antenna array is determined by the radiation pattern
of the individual elements, their position, their orientation in space, and the
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relativep hase and amplitude of the feeding currents to the elements. By the

principle of pattern multiplication, the total field pattern of the array F(IJ, c/J)
is given by the product of the array factor f(IJ, c/J) and the individual element

radiation pattern 90 (IJ, c/J):

F(IJ,c/J) = f(IJ,c/J) x 9a(IJ,c/J) (2.12)

where c/J is the azimuthal angle and e is the c1evation angle of a plane wave

incident on the array. The pair (e, c/J) is referred to as the direction of arrival.

The relative positions of the elements as well as the relative phase and amplitudes

of the feeding currents into the elements in turn determine the array factor. The

array factor and therefore the radiation pattern of the array can be continuously

adapted by adjusting the relative phases and amplitudes of the feeding currents

at the elements.

Each branch of the array has a weighing element Wm. The weighing element

Wm, has both magnitude and phase. By adjusting the set of weights, Wm, it

is possible to direct the main beam of the array factor in any desired direction

(IJo, c/Jo). The array shown in Figure 2.2 has a reference element at the origin and

z
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x

Figure 2.2: Co-ordinates of an antenna array
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the coordinates of the m'h element are (xm, Ym, zm)' When working with antenna'
arrays it is helpful to make use of vectors and matrices. The weight vector of an
antenna array is defined as:

W - [w w w W IH where Wm = _;~mAda>,~o- 0 I 2 M-l "" (2.13)

where the H superscript represents the Hermitian transpose, which is a transposi-
tion combined with complex conjugation. The signals from each antenna element
are grouped in a data vector:

Then the product of the array vector wand the data vector u(t) gives the array

output:

(2.15)

and the array factor in a direction (0, </» is:

(2.16)

The vector a(O, </» is called the steering vector in direction 0, </>. Given there is a
plan wave incident from a direction 0, </>, the steering vector a( 0, </» describes the

phase of the signal at each of the antenna elements relative to the phase signal

of the reference element (element 0).

(2.17)

differencebetween the m'h element and the reference element of the antenna array
and f3 = 211'/-' is the wave number. The characteristics of an array are defined by
the size and the arrangement of the antenna elements. The size of the antenna
array or the array aperture determines the gain the antenna array can achieve.
The number of elements in an array determines the degrees of freedom of the

array. The spacing of the elements plays also an important role in designing the

antenna array. For a linear equally spaced (LES) array if the spacing between

elements exceeds -'/2, then grating lobes can appear, giving the array undesired
beams, which may amplify noise or interference.

However, non-uniform spacing can also be used in design. These non-uniform
•spaced arrays, known as sparse-arrays, can yield larger apertures and smaller

beamwidth that the half-wavelength spaced arrays of similar complexity at the
expense of size.
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2.6 Diversity

In the mobile communications channel, multipath can lead to fading in the re-
ceived signal, especially when the signal bandwidth is small compared to the
coherence bandwidth of the channel. Spatial diversity provides an effective and

economical means of reducing narrowband fading.
Fading is most severe in heavily built-up areas in an urban environment.

Buildings and various obstacles scatter the propagating signal, and because of
the interaction of the different waves arriving at the antenna, the resultant signal
received by the antenna system is subject (suffers) to rapid and deep fading.
The signal envelope has a Rayleigh distribution over short distances and a log-

normal distribution over large distances. Diversity reception techniques are used
to reduce the effects of fading. In principle, diversity reception techniques can be
applied either at the base-station or at the mobile, although different problems
have to be solved.

The basic idea ofa diversity reception is that, if two or more independent
samples of a signal are taken, then these samples will fade in an uncorrelated
manner. This means that the probability that all signal samples being simulta-
neouslybelow a given level is much less than the probability of any individual

sample being below that level. The probability of M samples all being under a

certain level is pM, where p is the probability that a single sample is below the
level. It can be shown that a signal composed of a suitable combination of the
various samples will suffer much less severe fading than any individual sample
alone.

There are many types of diversity combining techniques. Some of them are:
1. Selection combiner 2. Maximum ratio combiner 3. Equal gain combiner 4.

Optimum combiner.

2.6.1 Selection Combiner

The selection combining is the simplest of all diversity schemes. The selection

combiner chooses the signal with the highest instantaneous power of SIR, so the
output SIR is equal to that of the best incoming signal. However, due to the

. fact that systems can not get instantaneous values, for the system to operate
efficiently the internal time constants have to be considerably shorter than the

14



fading periods. To avoid the system complexity associated with estimating SNR

of each branch, most practical systems monitor only the currently selected branchs

SNR and then switch branches only the SNR drops below a certain threshold.

This technique is referred to as switched diversity. Figure 2.3 shows the block

diagram of a selection combiner.

~2

I
I
I

~

Switching
Logic

Output

Antennas Variable Gain

Figure 2.3: Block diagram of a selection combiner

2.6.2 Maximum Ratio Combiner

Another used technique is the maximum ratio combiner (MRC), which adjusts

both the magnitude and the phase of weights in the combining network to max-

imize the SNR at the output of the combiner. An MRC system could be imple-

mented as an adaptive array, whose antenna elements are widely separated. In

an interference-free environment, an MRC array could also be implemented as an

adaptive array without using feedback from the array output to adjust amplitude

weighing of each branch. In such an MRC implementation, the multiple array

signals are weighed proportional to their signal-to-noise power ratios and then

summed. While an MRC array can achieve optimal performance in the presence

of noise, it does not provide the ability to reject interference or multipath. Figure

2.4 shows the block diagram of a maximum ratio combiner.
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Figure 2.4: Block diagram of a maximal ratio combiner

2.6.3 Equal Gain Combiner

Equal gain combiner is a diversity technique in which the desired signals present
at each antenna clement are co-phased and then added together. There is no

attempt to weigh the signals before addition. As a result of this there is no need
to estimate the SNR at each branch. The performance lost using equal gain

combining when compared to MRC is approximately IdB.

2.6.4 Optimum Combiner

Optimum combiner refers to the diversity method, which yields the maximum
output SINR. This is identical to using MRC when the noise and interference arc
white. However, in the presence of correlated interference, the optimal combiner
will try to maximize SNR and reduce interference. The performance gained by

using optimum combining as compared to MRC is highly dependent upon the

properties of the signals. The optimization criterion can include maximizing

SNR, maximizing the SINR, minimizing the mean square error (MMSE) between
the received signal and a reference signal, the minimum variance distortionless

response (MVDR).
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2.7 Beamforming

. In wireless environments it is often seen that the desired signal and the interfer-

ence occupy the same frequency band. Unless the signals havc low correlation

(like in COMA systems), temporal processing will not be effective in interference

rejection. However the desired signal and the interference arrive from different

directions and hence have different angle of arrival. Beamforming is the proccss

of forming beams towards the direction of the desired user while simultaneously

suppressing signals originating from other directions, given that they have same

frequency band. Thus beamforming can also be looked upon as the spatial filter-

ing of signals using their spatial signature properties.

A beamformer combines sampled data from each antenna element the same

wayan FIR filter would combine temporally sampled information. Beamformers

are of three general types, a conventional beamformer, a narrowband beamformer

and a wideband beamformer.

2.7.1 Conventional Beamformer

Adjusting only the phase of the signals from different antenna elements to point. a

beam in a desired direction is the conventional method of beam pointing or beam

forming. The gain of each signal is kept the same. This determines the total gain

of the array in the beam pointing direction. The shape of the antenna pattern in

this case is fixed, that is, the positions of the side-lobes with respect to the main

lobe remain unchanged. In other words, the main beam is steered in different

directions by adjusting various phases, but the positions of the side-lobes relative

to the main lobe do not change. However, this may be changed by adjusting

both the gain and phase of each signal to shape the pattern as required. The

amount of change depends on the number of elements of the array. The gain and

phase applied to the signals, derived from each element may be represented as a

single complex quantity, referred to as the weighing applied to signals. With an

N element array one is able to specify N-I positions. These may be one maxima

in the direction of the signal-of-interest (SOl) and N-1 nulls in the directions of

the interferers.
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2.7.2 Narrowband Beamformer

A narrowband beamformer is shown in the Figure 2.5. A narrowband signal

sampled at the i-th antenna element at time k is just the phase-shifted version of

the signal received at the reference antenna element at time k. Since this phase

shift is a function of the distance between the first antenna element and the i- th
antenna element, a narrowband beamformer needs to sample the propagating

wave field in space only. The signal at the output of the beamformer at time k,

y(n)

Figure 2.5: Narrowband beamforming

y(k), is given by a linear combination of the data at the K sensors at time k. The

output of the beamformer is given by,
K

y(n) = L wkxk(n) (2.18)
k=l

where the complex weights ware used to steer the beam towards the desired user

and steer nulls towards interferers. The above equation can be written in vector

form as

(2.19)

.Where H denotes the Hermitian (complex conjugate) transpose and

(2.20)
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is the complex weight vector.

2.7.3 Wideband Beamformer

A wideband beamformer is often used when signals of wide band are of interest

and is more complex than a narrow band beamformer [1]. Figure 2.6 shows a
wideband beamformer. A wideband signal sampled at the k - th antenna element
at time n is not just only a phase shift but also time delayed with respect to the
signal received at the reference antenna element sampled at time n. This requires

yin)

Figure 2.6: Wideband beamforming

a wideband beamformer to sample the propagating wave field in both space and
time. The output of a wideband beamformer can be expressed as

K M-l

y(n) = 2: 2: WZ.mxk(n - m) (2.21)
k=l m=O

where M - 1 is the number of delays in each of the M sensor channels. Equation
(2.21) can also be expressed in vector form as in Equation (2.19), where

, (2.22)
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and

x(n) = [Xl (n), ..... ,Xl (n - M + 1), .....,xk(n), ..... , xk(n - M + 1W (2.23)

In this case, both wand x(n) are K M x 1 column vectors.
The wideband beamformer shown in Figure 2.6 is more complex than the nar-

rowband beamformer shown in Figure 2.5. To reduce the complexity, a wideband
beamformer can be implemented in the frequency domain. The signal received
at the k-th antenna element has a phase shift of (21);/ )")(k - 1)dsinB with respect
to the signal received at the reference antenna clement. For wideband signals,
the frequency components at the two edges of the band may be widely different.
Since)., = c/ f, their corresponding wavelengths can be widely different and thus
the phase shifts experienced by the frequency components at the two edges of

the band arc not equal. Therefore, it is intuitive that a wideband signal can be

decomposed into frequency components and data at each frequency component
is processed by its own beamformer.

2.8 Diversity Versus Beamforming

Smart antennas can exploit diversity or beamforming. For diversity, one rely
essentially on the statistical independence of the signals at the different antenna
clements. In the simplest case, one can exploit the fact that it is very improbable

that the signals of all clements arc simultaneously in a dip fading, by choosing the .
signal from the antenna with the highest field strength. More advanced versions
of diversity algorithms combine the signals with such weights that the SNIR is
optimized. For beamforming, one can exploit the fact that the antenna elements
arc close together so that appreciable coherence between the antenna signals is
present. .The closeness of the antenna elements allows us to form an antenna

pattern with a single main beam that enhances the desired signal and suppresses

the interference. Mll:thematieally speaking, the difference between diversity and

beamforming is not dramatic, since both cases combine signals linearly. However,

the weight adaptation algorithms are usually quite different.
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2.9 Summary

. In this chapter, the basic concept of the antenna array and the adaptive antenna

array or smart antennas is introduced. Here diversity and beamforming tech-

niques are also introduced which are used as a signal combining technique in

smart antennas. This chapter concludes with the comparison between the diver-

sity and beamforming, and shows that they are virtually the similar combining

techniques.

21



Chapter 3

Orthogonal Frequency Division
Multiplexing (OFDM)

The orthogonal frequency division multiplexing (OFDM) is based on the mul-

ticarrier transmissions technique. The idea of multicarrier transmissions is to

divide the total signal bandwidth into a number of subcarriers and information

is transmitted on each of the subcarriers. In the conventionai multicarrier com-
munication schemes, the spectrum of each subcarrier is non-overlapping and the .
bandpass filtering is used to extract the desired frequency band. Whereas, in
OFDM, the frequency spacing between subcarriers is selected such that the sub-
carriers are mathematically orthogonal to each other. The spectra of subcarriers
overlaps each other but individual subcarriers can be extracted by baseband pro-

cessing.This overlapping property makes the OFDM more spectral efficient than

the conventional multicarrier communication scheme.

3.1 Introduction

The basic principle of OFDM is to split high data stream into a number of lower
data stream that are transmitted simultaneously over a number of subcarriers. As
symbol duration increases for lower rate parallel subcarriers, the relative amount
of dispersion caused by multipath delay spread is decreased. In OFDM, lSI and

leI are eliminated almost completely by introducing a guard time. Further in

OFDM multiple receiver antenna can be used to improve system performance.

Before going to the discussion on OFDM transmitter and receiver, the concept
of multicarrier modulation and orthogonality is discussed.
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3.1.1 Multicarrier Modulation

. In single carrier modulation, data is sent serially over the channel by modulating
one single carrier at a rate of R symbols per second. The data symbol T, is
then IIR. In a multipath fading channel, the time dispersion can be significant

compared to the symbol period, which results in lSI. A complex equalizer is then

needed to compensate for the channel distortion.
In multicarrier modulation the available bandwidth W is divided into a num-

ber of Ne of subbands, commonly called subcarriers, each of width t3.f = WINe.
The subdivision of the bandwidth is illustrated in Figure 3.1, where arrows rep-
resent the different subcarricrs. Instead of transmitting the data symbols in a
serial way, at a rate of R, multicarrier transmitter partitions the data stream into
blocks of Ne data symbols that are transmitted in parallel by modulating the Ne
carriers. The symbol duration for a multicarrier scheme is T.= Nel R.

Ne subcarrier

M=W/Ne
----<

---

f

Figure 3.1: Subdivision of the bandwidth into Nc subbands

In its most general form, the multicarrier signal can be written as a set of

modulated carriers:
+00 Nc-l

s(t) = L (L Xk,m Wk(t - mT.))
m=-oo k=O
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where x',m is the data symbol modulating the k'h subcarrier in the m'h signalling
interval. 1II is the waveform for the k'h subcarrier.
The symbol duration can bemade long compared to the maximum excess

delay of the channel or T, > > Tmax> by choosingN, sufficiently high. At the samc
time the bandwidth of the subbands can be made small compared to the coherence

bandwidth of the channcl Booh > > WIN,. The subbands then experience flat
fading, which reduces equalization to single complex multiplication per carrier.
Increasing N,thus reduces the lSI and simplifies the equalizer into a single

multiplication. However, the performance in time variant channels is degraded
by long symbols. If the coherence time Tooh of the channel is small compared to
T" the channel frequency response changes significantly during the transmission
of one symbol and a reliable detection of the transmitted information becomes
impossible. As a consequence, the coherenCetime of the channel defines an upper

bound for the number of subcarriers.

3.1.2 Orthogonality

Orthogonality is a property that allows multiple signals to be transmitted per-
fectly over a common channel and detected, without interference. Signals are
orthogonal if they are.mutually independent of each other. In the frequency do-
main most frequency division multiplexing (FDM) systems are orthogonal as each
of the separate transmission signals are well spaced out in frequency preventing

interference. But the term OFDM has been reserved for a special form of FDM.

The subcarriers in an OFDM signal are spaced as close as is theoretically possible
while maintaining orthogonality between them. OFDM achieves orthogonality in
the frequency domain by allocating each of the separate information signals onto
different subcarriers. OFDM signals are made up from a sum of sinusoids, with
each corresponding to a subcarrier. The baseband frequency of each subcarrier
is chosen to be an integer multiple of the inverse of the symbol time, resulting in

all subcarriers having an integer number of cycles per symbol. As a consequence

the subearriers are. orthogonal to each other, Figure 3.2 shows the construction

of an OFDM signal with four subcarriers.
Sets of functions are orthogonal to each other if they match the conditions .

in Equation (3.2). If any two different functions within the set are multiplied,
and integrated over a symbol period, the result is zero, for orthogonal functions.
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Figure 3.2: Spectra of four orthogonal subcarriers

Another way of thinking of this is that if one look at a matched receiver for one

of the orthogonal functions, a subcarrier in the case of OFDM, then the receiver

will only see the result for that function. The results from all other functions in

the set integrate to zero, and thus have no effect.

t {C i=jio Si(t)Sj(t)dt = 0 i i' j

Equation (3.3) shows a set of orthogonal sinusoids, which represent the sub- .

carriers for an unmodulated real OFDM signal.

S (t) = {sin(2rrkfot) 0 < t <T k = 1; 2, .,.M
k 0 otherw,se

where fa is the carrier spacing, M is the number of carriers, T is the symbol

period. Since the highest frequency componentis Mfa, the transmission band-

width is also Mfa. These subcarricrs are orthogonal to each other because when

the waveforms of any two subcarriers are multiplied and integrate over the sym-

bol period the result is zero. Multiplying the two sine waves together is the same

as mixing these subcarriers. This results in sum and difference frequency compo-

nents, which will always be integer subcarrier frequencies, as the frequency of the
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two mixing subcarricrs has integer number of cycles. Since the system is linear
one can integrate the result by taking the integral of each frequency component
separately then combining the results by adding the two sub-integrals. The two
frequency components after the mixing have an integer number of cycles over the
period and so the sub-integral of each component will be zero, as the integral of
a sinusoid over an entire period is zero. Both the sub-integrals arc zeros and so

the resulting addition of the two will also be zero. thus it is established that the
frequency components are orthogonal to each other.

3.2 OFDM Transmitter

In conventional OFDM system one transmitting antenna and one receiving an-
tenna is used. Figure 3.3 shows the transmitter part of the OFDM system.

Antenna

Input

IFFT

Channel
Coding

Cyclic
Prefix

Inter
leaving

Parallel to
Serial

Serial to
Parallel

Subcarrier
Modulation

Figure 3.3: Block diagram of an OFDM transmitter

The transmitter section first converts digital data to coded data by coding
and interleaving. The coded data is then transmitted by mapping of subcarrier
amplitude and phase by subcarrier modulation technique. It then transforms this

spectral representation of the data into the time domain using an inverse discrete
fourier transform (IDFT). The inverse fast fourier transform (IFFT) performs

the same operations as an IDFT, except that it is much more computationally
efficient. and so is used in all practical systems. After IFFT. guard time is inserted
to eliminate lSI and then it is converted back to serial form by serial to parallel
conversion and then transmitted by the transmitting antenna.
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3.2.1 Channel Coding

,Since OFDM carriers are spread over a frequency range, there still may be some
frequency selective attenuation on a time varying basis. A deep fade on a par-
ticular frequency may cause the loss of data on that frequency for that given
time, thus some of the subcarriers can be strongly attenuated and that will cause
burst errors. In these situations, forward error correction (FEC) in coded OFDM

(COFDM) can fix the errors.

Shift
registers

5,

M,

Output data
stream, bo

M,

r\. /;~m
Lmutator

M,M,
5,

Input data
stream, b,

Figure 3.4: Convolutional encoder

An efficient FEC coding in flat fading situations leads to a very high coding
gain, especially if soft decision decoding is applied. Thus, all OFDM systems
now-a-days are converted to COFDM. The benefits of COFDM are two-fold in
terms of performance improvement. First, the benefit that the channel coding

brings in, is the robustness to burst error. Secondly, interleaving brings frequency

diversity. The interleaver ensures that adjacent outputs from channel encoder are

placed far apart in frequency domain.
A conventional encoder is illustrated in Figure 3.4. Here a convolutional code

is generated by combining the outputs of a K-stage shift register (K=4) through
the employment of v modulo-2 adders (v=2). Here M, through M4 are I-bit
memory devices sucb as flip-flops. The outputs V, and V2 of the modulo-2 adders
in Figure 3.4 are
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It is assumed that initially the shift register is clear. The first bit of the input
data stream is entered into MI' During the bit interval the commutator samples,
in turn, the adder outputs VI and V2. Thus a single bit yields, in the prcsent
case, two coded output bits. The encoder is therefore of rate 1/2. The next bit
then enters MI, while the bit initially in Ml transfers to M2, and the commutator
again samples all the v adder outputs. This process continues until eventually
the last bit of the input data has been entered into MI' Thereafter, in order
that every input bit may proceed entirely through the shift register, and hence
be involved in the complete coding process, enough D'sare added to the message
to transfer the last message bit through M4, and, hence, out of the shift register.
The shift register than finds itself in its initial" clear" condition.

From Figure 3.4, it is shown that for a single bit input, two output bits are
present. So this types of encoder is 1/2 rate convolutional encoder. When this
two bits are placed far apart from each other (i.e. placed on subcarriers that
are far from each other in frequency domain), then they experience unique gain
(and/or unique fade). It is very unlikely that both onhe bits will face a deep

fade, and thus at least one of the bits will be received intact on the receiver side,

and as a result, overall performance will improve.

3.2.2 Interleaving

The OFDM subcarriers generally have different amplitudes because of the fre-
quency selective nature of typical channels. Deep fades in the frequency spec-
trum may cause groups of subcarriers to be less reliable than others, thereby
causing bit errors to occur in bursts rather than being randomly scattered. Most
FEe codes are not designed to deal with burst errors. Therefore, interleaving

is applied to randomize the occurrence of bit errors prior to decoding. At the
transmitter, the coded bits are permuted in a certain way, which makes sure that
adjacent bits are separated by several bits after interleaving. At the receiver, the
reverse permutation is performed before decoding. A commonly used interleaving
scheme is the block interleaver, where input bits are written in a matrix column

by column and read out row by row.
Figure 3.5 shows the bit numbers of a block interleaver operating on a block

size of 35 bits. After writing the 35 bits in the matrix according to the order
as depicted in the Figure 3.5, the interleaved bits are read out row by row, so
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Figure 3.5: Interleaving scheme

the output bit numbers are 0,7,14,..., . Instead of bits, the operation can also

be applied on symbols; for instance, the matrix can be filled with 35 16 - QAM
symbols containing 4 bits per symbol, so the interleaving changes the symbol

order but not the bit order within each symbol.

3.2.3 Serial to Parallel Conversion

Normally data is transmitted in the form of a serial data stream. In OFDM, each
symbol typically transmits multiple bits, and so a serial to parallel conversion
stage is needed to convert the input serial bit stream to the data to be transmitted
in each OFDM symbol. The data allocated to each symbol depends on the
modulation scheme used and the number of subcarriers .. For example, for a

subcarrier modulation of 16-QAM each subcarrier carries 4 bits of data, and so
for a transmitter using 200 subcarriers the number of bits per symbol would be
800.

For adaptive modulation schemes, the modulation'scheme used on each sub-
carrier can vary and so the number of bits per subcarrier. As a result the serial to

parallel conversion stage involves filling the data payload for each subcarrier. At
the receiver the reverse process takes place, with the data from the subcarriers

being converted back to the original serial data stream.
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3.2.4 Sub carrier Modulation

Once each subcarrier has been allocated bits for transmission, they are mapped
using a modulation scheme to a subcarrier amplitude and phase, which is rep-
resented by a complex In-phase and Quadrature-phase (IQ) vector. Figure 3.6

shows an example of subcarrier modulation mapping.

-------------~--------

• • • •
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Figure 3.6: Example IQ modulation constellation. 16-QAM

This example shows 16-QAM, which maps 4 bits for each symbol. Each
combination of the 4 bits of data corresponds to a unique IQ vector, shown as a

dot on Figure 3.6. A large number of modulation schemes are available allowing

the number of bits transmitted per carrier per symbol to be varied.
Imaginary Subcarrier modulation can be implemented using a lookup table,

making it very efficient to implement. In the receiver, mapping the received
IQ vector back to the data word performs subcarrier demodulation. During
transmission, noise and distortion becomes added to the signal due to thermal
noise, signal power reduction and imperfect channel equalization. Figure 3.7 .

shows an example of a received 16-QAMsignal. Each of the IQ points is blurred

in location due to the channel noise.
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Figure 3.7: Example IQ demodulation constellation. 16-QAM

3.2.5 Inverse Fast Fourier Transform

After the subcarrier modulation stage each of the data subcarriers is set to an

amplitude and phase bascd on the data being sent and the modulation scheme; all

unused subcarriers are set to zero. This sets up the OFDM signal in the frequency

domain. An IFFT is then used to convcrt this signal to the time domain, allowing

it to be transmitted. Figure 3.8 shows the IFFT section of the OFDM. In the

frequcncy domain, before applying the IFFT, each of the discrete samples of

the IFFT corresponds to an individual subcarrier. Most of the subcarriers arc

modulated with data. The other subcarriers are unmodulated and set to zero

amplitude. These zero sub carriers provide a frequency guard band before the

Nyquist frequency and effectively act as an interpolation of the signal and allows

for a realistic roll off in the analog anti-aliasing reconstruction filters.

3.2.6 Cyclic Prefix

For a given system bandwidth the symbol rate for an OFDM signal is much lower

than a single carricr transmission scheme. For example for a single carrier binary

phase shift keying (BPSK) modulation, the symbol rate corresponds to the bit
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Figure 3.8: OFDM generation at IFFT stage

rate of the transmission. However for OFDM the system bandwidth is broken
up into Nc subcarriers, resulting in a symbol rate that is Nc times lower than
the single carrier transmission. This low symbol rate makes OFDM naturally
resistant to effects of lSI caused by multipath propagation. In an OFDM system,
it also makes that the orthogonality of the subcarriers is lost, resulting in ICI.

To overcome these problems, Peled and Ruiz [331introduced the Cyclic Prefix
(CP). A cyclic prefix is a copy of the last part of the OFDM symbol that is added.

to the transmitted symbol and removed at the receiver before the demodulation.
The cyclic prefix should be' at least as long as the significant part of the impulse
response experienced by the transmitted signal. This way the benefit of the
cyclic prefix is twofold. First, it avoids the lSI because it acts as a guard space
between successive symbols. Second, it also converts the linear convolution with
the channel impulse response into a cyclic convolution. As a cyclic convolution in

the time domain translates into a scalar multiplication in the frequency domain,

the subcarriers remain orthogonal and there is no ICI. Figure 3.9 shows the

insertion of a guard period.
The length of the cyclic prefix should be made longer than the experienced

impulse response to avoid lSI and ICI. However, the transmitted energy increases
with the length of the cyclic prefix. The SN R loss due to the insertion of the CP
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is given by

SNR1o •• = -1010910(1- ;) (3.4)

Where Tcp denotes the length of the cyclic prefix and T = Tcp + T. is the length
of the transmitted symbol. Because of the loss of SNR and efficiency,the cyclic
prefix should not be made longer than strictly necessary.

3.2.7 Parallel to Serial Conversion

After cyclic prefix is added to the OFDM system, a parallel to serial conversion

is taken place. So after parallel to serial conversion data is transmitted in the

form of a serial data stream.

3.3 OFDM Receiver

"'" 7 Antenna

Serial to
Remove De-- Parallel - Cyclic FFT modulation -Prefix

Output Channel De-Inter Parallel -Decoding leaving to serial

Figure 3.10: Block diagram of an OFDM receiver with single antenna
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The receiver performs the reverse operation of the transmitter. Received data
is first transformed into parallel data stream. After that cyclic prefix is removed
and using Fast Fourier Transform (FFT) the signal is backed in the frequency

domain. The amplitude and phase of the subcarriers are then picked out by

demodulation of quadrature amplitude modulation and converted back to digital
data. This digital data is then decoded by Viterbidecoder to get the received
data. Fig. 3.10 shows the receiver part of the OFDM system.

3.4 Implementation Complexity of OFDM Ver-
sus Single-Carrier Modulation

One of the main reaSons to use OFDM is its ability to deal with large delay

spreads with a reasonable implementation complexity. Many researcher have

investigated the performance of OFDM over a single-carrier modulation scheme
[34]-[36):It is well known that OFDM is more effective to combat lSI compared
with a single-carrier system using a time-domain equalizer, especially for channels
with large delay spread. Moreover, the efficiencyof FFT algorithms implemented
in OFDM also makes the computational complexity much less than the time-
domain equalization in a single - carrier system [37]. However, for large FFT
sizes, a single -carrier system employing frequency domain equalization has much

lower complexity as compared with time-domain equalization [381. Recent papers
usually compare the system performance of an OFDM system with a single-carrier
system employing frequency-domain equalization because the complexities are

comparable.
Two main issues come up from the comparison of an OFDM system with a .

single-carrier system. The first one is the power amplification issue. If the data
sequence is modulated using phase shift keying (PSK) scheme, then the output
signal has a lowenvelope fluctuation with a compact spectrum for a single-carrier

system. For a multi-carrier system, such as OFDM, the envelope fluctuation is

large. In fact, according to the central limit theorem, the real and imagery parts

of an OFDM symbol are Gaussian distributed for a large number of subcarriers,
making the envelope of the OFDM signal Raleigh distributed. A signal with large
envelope fluctuation requires a power amplifier with large backoff, which makes
the amplifier power inefficient. Therefore, the power amplifier for a single.carrier
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system has a good power efficiencycompared with that for an OFDM system.
The second issue is the impact of the channel coding to system performance.

The performance of a communication system is usually measured in terms of BER
for a specific SNR. Consider the case in which the channel is frequency-selective.
For a single -carrier system using the frequency domain equalization scheme, once

the channel is equalized in the frequency domain, the signal is converted back to
the time domain before decision is made on individual bits. This means that the
energy of an individual bit is distributed over the entire frequency spectrum. On
the other hand, since the decision-making process is performed in the frequency
domain for an OFDM system, the energy of an individual bit occupies only a small
portion of the entire frequency spectrum. As a result, a deep notch at a certain
frequency range over the channel bandwidth decreases the bit energy slightly for a
single-carrier system, but for OFDM it may significantly attenuate the bit energy
across several subcarriers, making the bits on those subcarriers unreliable. In
fact, the BER for a single-carrier system is dominated by the average SNR over.
the entire channel bandwidth, while for an OFDM system it is dominated by
the subcarriers with the smallest SNR. To reduce the BER of OFDM caused
by frequency-selective fading, one can set to zero those subcarriers (referred to
as virtual subcarriers) that experience deep notches before performing IFFT on
the transmitter side. However, if the channel is time-varying, deep notches will

appear randomly across the channel bandwidth. In this case, channel coding with

error correction capability is needed to make the bits on those deep notches more

reliable and reduce the BER.
A block code [39]with code length equal to the FFT block length together with.

hard-decision decoding is a good choice as long as the code can correct the errors
per block with a high probability. Reed-Solomon codes [40]are the most widely
used block codes due to their good distance properties and efficiency in coding
and decoding. A better strategy is to use a convolutional code with interleaving

in the frequency domain and soft-decision decoding. Since convolutional coding is

not effective to correct burst errors and deep notches usually affect a contiguous .

group of subcarriers, frequency-domain interleaving provides frequency diversity
and making convolutional coding more effective to combat frequency-selective

fading.
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3.5 Summary

This chapter begins with the basic concept ofmulticarrier modulation and orthog-
onality which are the main concepts of the OFDM. After that, the detail block
diagrams of the OFDM transmitter (Le. forward error correction coding, inter-
leaving, subcarrier modulation, FFT and guard time) and receiver are depicted.

Finally,th e implementation complexity between the OFDM and the single carrier
communication systems is explained.
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Chapter 4

Smart Antennas with OFDM

In this chaptcr a smart antenna based OFDM system is proposed. In the proposed

model a single antenna is used at the transmitter end and multiple antennas are

used at the receiver end. This proposed system is called single input and multiple

output (SIMO) in the literature. An analytical formulation of the BER, channel

capacity and throughput for the proposed system is also presented in this chapter.

4.1 Proposed OFDM Receiver

Antennas

Serial to
Parallel

Serial to
Parallel

Remove
Cyclic
Prefix

Remove
Cyclic
Prefix

FFT

FFT

MRC

I H . H D~int.r ~Output Decodmg leaving

Figure 4.1: Block diagram of a conventional OFDM receiver with multiple an-
tennas

In the proposed smart antenna based OFDM system, only one antenna is used

at the transmitter side and multiple antennas are used at the receiver side. So
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at the transmitter side, the proposed system is just like any conventional OFDM
transmitter. In the chapter 3, the transmitter part of the OFDM system is
discussed extensively. At the receiver part the proposed system is different, here
an OFDM system with multiple receiving antennas are used. Signals received by
the multiple antennas are combined by the maximum ratio combining method
and this combining signals are processed at the receiver.

In a conventional multiple antenna based receiver, each FFT processing cor-
responds to onereceiver antenna. Figure 4.1 shows the diagram of that receiver.
Here, After the FFT processing, subcarrier based space combining is employed.
However, the complexity is huge because multiple FFT processing is needed for

each OFDM symbol.

Antennas

Output

MRC

Decoding

Serial to
Parallel

De-Inter
leaving

Remove
Cyclic
Prefix

Parallel
toserlaJ

FFT

De-
modulation

Figure 4.2: Blockdiagram of the proposed OFDM receiver with multiple antennas

To reduce the number of FFT processing required for each OFDM symbol, a
general receiver architecture is shown in figure 4.2. In the proposed architecture, a
group ofK received OFDM symbols with M replicas (each replica corresponds to
the output of one antenna attenuated by the corresponding channel) are firstly
processed by the pre-FFT processing block, Le. the maximum ratio combing
block, in the time domain. After that, signals are processed by FFT processor.
As the combining operations are performed at the subcarrier level before the

FFT operation, this process is known as Pre-FFT MRC. The computational
complexity of the proposed system is less as only one FFT processor is needed
for the system. After that the FFT processed signals are processed just like any

38



conventional receiver.

4.2 OFDM System Model

The discrete-time baseband equivalent model of the proposed OFDM transmitter
is given in figure 4.3.

Antenna

Xo,m

Subcarrier
Modulation IFFT

~1,m

n

Parallel
to SIn)

Serial

Input

T
Channel
Coding I

Interleaving

I
Serial to
Parallel

m= m 1,m2, m I .
Input sequence

U=G(m)
=u 1.U2, .... ,U I•....

Codeword sequence
where U I=Ull, .... UJI•...• Unl

v=v 1,V2•....•VI, ....
Interleaved sequence

where V .=U11 ••••• UJI,~... unj .

,

Figure 4.3: Discrete time baseband equivalent model of an OFDM transmitter

In the transmitter, the input data is denotedby the sequence m =ml, ....,mi,
where each mi represents a binary digit (bit), and i is a time index. It is assumed
that each mi equally likely to be a one or a zero, and independent from digit

to digit. The convolutional coder transforms each sequence m into a unique

codeword sequence U = G(m). The sequence U can be partitioned into a se-

quence of branch words: U = UI, U2, •••• , U".... Each branch word U, is made
up of binary code symbols, often called channel symbols; unlike the input data
the code symbols are not independent. The code sequence U is transformed to
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V by interleaver. After that incoming data stream is grouped in blocks of N,

data symbols. These groups are called OFDM symbols and can be represented

by a vector Xm = (XO,m XI,m ..... XN,-I,mjT. Next, an IFFT is performed on
each data symbol block, and a cyclic prefix of length N cp is added. The resulting
complex baseband discrete time signal of the m'h OFDM-symbol can be written

as

ifnE [0,N,+Ncp-1J
otherwise

(4.1)

where n is the discrete time index.
The complete time signal s(n) is given by the concatenation of all OFDM

symbols that are transmitted

00

s(n) =L sm(n - m(N, +Ncp))
m=O

(4.2)

The discrete-time baseband equivalent model of the proposed OFDM receiver
is given in figure 4.4.

In general received signal is the sum of a linear convolution with the discrete

channel impulse response h( n) and additive white Gaussian noise n( n). For this,
one implicitly assume that the channel fading is slow enough to consider it con-
stant during one OFDM symbol. In addition, it is assumed that the transmitter
and receiver are perfectly synchronized. Based on the fact .that the cyclic prefix .
is sufficiently long to accommodate the channel impulse response, or h( n) = 0 for
n < 0 and n > Ncp - 1, for jth receiver, it can be written:

N,•

. rj(n) =L hj(1))s(n - 1)) + nj(n)
~=O

(4.3)

(4.4)

If the gain of the 1" antenna is 'YI, 2nd antenna is 'Y2, .... J'h antenna is 'YJ,
then the received signal of each antenna is according to MRC and the output is

( ) _ rl(n) x 'Yi r2(n) x 'Y2 rj(n) x 'Yj
r n - 2 2 2 + 2 2 2 + ,...+ 2 2 2

'YI + 'Y2 + 'YJ 'YI + 'Y2 + 'YJ . 'YI + 'Y2 + 'YJ

Now the receivedsignal r(n) is split into blocks and the cyclic prefix associated
with each block is removed. This results in a vector rm = (r(zm) r(zm +
1) r(zm + N,- l)T, with Zm = m(N,+ Ncp) + Ncp. The received data
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InterleavingI

I

W=Wl,W: .....,W I.....
Delnterleaved sequence

I
Output Channel --

Decoding

0= 0 1.02••••••0 I••••..

Output sequence

Figure 4.4: Discrete time baseband equivalent model of an OFDM receiver

symbol Yk,m is obtained by performing a N,-point FFT on this vector. Thus Yk,m
is given by

Ne-l

Yk,m= L r(zm + n)e-j2~lm/N.
n=O

(4.5)

by substituting r(n) with Equation (4.3),(4.5) can be written as
N,,"":lNcp-l Nc-l

Yk,m= L(L h(7))sm(N", + n _7)))e32~kn/N. + L n(zm + n)e32~kn/N. (4.6)
n=O ~=O n=O

substituting sm(n) with Equation (4.1), then yields the following result:
Nc-l Ncp-l 1 Nc-l

Y = '" ( '" h(7))- '" x e32~k(n-ry)/N.)e-j2dn/N. + nk~ ~~ N~k~ k,m
n=O ~=o C k=O

(4.7)

where nk,m =~~::o-ln(zm + n)e-j2~kn/N. is the kth sample of the N, point FFT

of n(zm + n). since n(n) is white Gaussian noise, nk,m is also white Gaussian

noise.

41

(



Because h(TJ) = 0, for all TJ > Ncp - 1, one can let TJ run from 0 to Nc - 1
instead of N cp - 1. Additional swapping of the two inner sums and reordering

yields

Nc-l Nc-l Nc-l
Yk,m = L (~L (L h(",)e-j2dn/N')Xk,mei2nkn/N,) e-j2nkn/N, +nk,m (4,8)

n=O C k=O tj=O .~-------.--------'
IFFT~----------.---------~

FFT

The .first part of this expression consists of an IFFT operation nested in a FFT
'operation, The inner sum is the k'h sample of the Nc.point FFT or'h(n), of hk,

The equation hence translates into

(4,9)

This equation demonstrates that the received data symbol Yk,m on each subcarrier
k equals the data symbol Xk,m that was,transmitted on that subcarrier, multiplied
by the corresponding frequency domain cbannel coefficient hk in addition to the

transformed noise contribution nk,m'

Nowthe received data symbol is demodulated to Z ='Zl, Z2, .'" Zi as indicated'
in Figure 4.4. The task of the Veterbi decoder is to produce as output bit sequence

4.3 Analytical formulation of Bit Error Rate

In an OFDM system, the received data symbol transmitted in the,mth signalling
inte~val on the k'h subcarrier is given by the corresponding transmitted symbol,
multiplied with the channel frequency response sampled' at the kth subcarrier
frequency hk plus noise, If it has an ideal linear time-invariant (LTI) frequency

non-dispersive additive white Gaussian noise (AWGN) cbannel, this translates
to a parallel set of AWGN cbannels, with equal SNR. As a consequence, the'

performance will be identical with single carrier modulation over AWGN, except

for the SNR loss due to the cyclic prefix,
As the proposed modulation scheme for OFDM is QAM, it has to calculate the

BER of QAM. A block diagram for a generic inphase quadrature phase modulator
is found in figure 4.5, It is shown that the transmitted signal can be viewed as
the sum of two PAM processes with different pulse shapes IJ! I(t) in the top (in
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phase) branch and 'IrQ(t) in the lower (quadrature) branch where,

2 (4.10)'Ir[= 'E9T(t)C05(21r fct)
9

'IrQ = 2 . (4.11)'E9T(t)5zn(21r fct)
9

Here, Eg is the energy of the pulse shape9 T(t). The' general case when both
amplitude and phase is allowed to change between signal alternatives is called
quadrature amplitude modulation (QAM). There are many possible QAM con-
stellations but here only square constellation (4-QAM, 16-QAM, 64-QAM) is

considered. Constellation sizes such that M = 2k, where k is an integer. As seen
in the figure 4.6, the signal vectors are spaced with the distance 2A along the axes
(the.value of A is arbitrary). Hence the minimum distance of the constellation is
dmin = 2A.

PAM
llJE; g.,(l)

2 dimensional
constellation )

bits Bits I
symbol

Symbol I
vector

PAM
llJE; g,(t) x

x
S(t)

Figure 4.5: Generic IQ Modulation

When M is an even square, there will be VM possible amplitude for .both 5[

and 5Q' Infect,

5[ E {:l:A,:l:3A,:l:5A, ,:l:A(VM -I)}

5Q E {:l:A, :l:3A, :l:5A, , :l:A( vIM - I)}
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Figure 4.6: Rectangular QAM constellation

Regardless of M is an even square or not, the maximum likelihood (ML) decision
region will be rectangular shaped. The regions can be squares (type I), squares

with one open side (type II), or square with two open sides (type III). Figure 4.7

shows the diagram. For a 16-QAM has, [4] points who have type I, [8Jpoints
who have type II, [4]points who have type III. In general for a M-ary QAM has,
[(VM - 2)2J points who have type I,[M - (VM - 2)2 - 4] points who have type
II, [4]points who have type III. So,.on the average a point have closest point:

1
= M[(M -4VM +4) X 4+(4VM -8) x 3+4 x 2]

1
= 4(1 -:-VM)

Now all the closest points are equal distance apart and this distance is hIEmin -

(-y'Emin)] or 2y'Emin, where Emin is the energy of the signal with lowest ampli-

tude. For a 16-QAMwith signal constellation as shown in figure 4.8, the L by L,

where L = VM matrix is

(

(-3,3)
(-3,1)
(-3, -1)
(-3, -3)

(-1,3)
(-1,1)
(-1,-1)
(-1, -3)
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Figure 4.7: ML decision region for 16-QAM

So the average energy of the signal is

Eavg = ~ 2)x2 + y2)( VEmin?

= E;::;n i)x2 + y2) (4.12)

from the 16 - QAM matrix it is shown that here 4 or V16 or VM no of -3,3,-1,1
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Figure 4.8: 16-QAMwith signal constellation

for x and y axis. So

Emin = 3Eavg

2(M -1)
(4.13)

Now, the distance between 2 closest points is 2,)Emin and in average there are
4(1 - *) closest points around a point. So the average probability of bit error
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is,

p. = 4(1 __ 1_)Q(2,JE;;::;.)
, VM .j2No

= 4(1- _l_)Q(pEmin)
VM No

putting the value of Emin in Equation (4.13) one get,

(4.14)

1
P, = 4(1 - VM)Q( 3Eavg )

(M -l)No
(4.15)

So, the average symbol error probability in an AWGN channel for M-ary QAM,

using coherent detection can be approximated by

3Eavg )

(M -l)No
(4.16)

where Eavg/ No is the average SNR per symbol. To obtain bit error probability

from the symbol error probability, it can observed that square QAM can be

perfectly Gray coded. That is, there is only one bit difference between adjacent

symbols. Each symbol error must likely causes one bit error at large SNR. Thus

3Eavg )

(M -l)No
(4.17)

since the average energy per bit is, Eb = Eavg/log2M, Equation (4.17) can be

written as

(3l0g2VM)2Eb)

M -1 No (4.18) .

or,

4.3.1BER for Flat Fading Channel

(4.19)

In a flat fading channel, the signal undergoes a multiplicative variation. In general

this multiplicative factor is complex, that is, the signal amplitude as well as phase

are affected. If it further assume that the fading is slow, then the amplitude

attenuation and phase shift of the received signal can be considered constant
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over at least a symbol duration. Therefore, if the transmitted equivalent low-

pass complex signal is .(t), thc reccived signal can be written as

i(t) = zcj~.(t) + Ti(t) (4.20)

where z. is the amplitude of the signal, '" is the phase shift of the signal caused
by thc channel, and Ti(t) is the additive Gaussian noise.

Now, the average crror probability can be evaluated by averaging the error
probability for a fixed amplitude z over the entire range of z. that is

(4.21)

(4.22)

where

is the signal-to-noise ratio with fading for a particular value of z, Pc(')'b) is the
symbol or bit error probability conditioned on a fixed 'Yb and P(')'b) is the proba-
bility density function of 'Yb and Pc is the average symbol or bit error probability.

4.3.2 BER for Rayleigh Fading Channel

For Rayleigh fading channel, z has a Rayleigh distribution, thus z2 and 'Ybhave

a chi-square distribution with two degree of freedom. That is

1 'Yb
P(')'b) = -exp( --); T 2': 0

T T

where,

T = E{z2} Eb
No

is the average value of the signal-to-noise ratio.
Substituting the error probability expression of QAMmodulation in the AWGN

channel and Equation (4.22) into Equation (4.21), one can obtain the error prob- .

ability expression of the modulation in a slow, Rayleigh fading channel.
For QAM modulation scheme, the symbol or bit error rate in the AWGN

channel can be expressed as
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C =

o =

where C and 0 are constant, and their value is
2(£ - 1)
£1092£ .
61092£
£2 -1

In the fading channel, the signal-to-noise ratio Ebl No becomes ,b = Z2 Ebl No.
Correspondingly the conditional error probabilities are

(4.23)

(4.24)

Substituting Equation (4.23) into Equation (4.21), one can obtain the correspond-

ing bit error probabilities.

For the Q function Pebb) is evaluated using the following two formulas. The

first is

100 1 /3
[1- erj(/3x)Je-~" = -(1- --===)

o 2ft .,j ft + /32
and the second is the well-known relation between the error function and the Q

function

1- erj(x) = 2Q( v'2x) (4.25)

(4.27)

which is used to convert the Q function into the error function in order to use

Equation (4.24). Substituting Equation (4.23) and Equation (4.22) into Equation

(4.21), and making a variable change ,b = x2, one have

100C (6"
P,= 0 r[l-erj(Y2x)]e-,xdx (4.26)

Recognizing ,jPj. = /3 and 1/7 = ft in Equation (4.24), the above is equal to

C~
P, = 2"[1 - Y 2-i=5TJ

4.3.3 BER fOF Frequency Selective Fading Channel

In a frequency selective fading channel, the received signal contains multiple de-

layed versions of the transmitted signal. The multi path signals cause intersymbol

interference which results in an irreducible BER floor. The BERfalis initially

with the increase of the signal-to-noise ratio (EbINo), and stops falling when the

signal-to-noise ratio is sufficiently high at which the errors floor, it is clear that

the BER floor is directly related to the delays of the multi path components. Sim-

ulation is the main. tool of studying BER behavior in frequency selective channel

in OFDM.
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4.4 Analytical formulation of Channel Capacity

If OFDM system consists ofnT transmitter and nR receiver antenna then channel
is defined by an nR x nT complex matrix (denoted by symbol H) shown in Figure
4.9. The transmitted signal is represented by an nT x 1 column matrix (denoted

Transmit
Antenna

Receive
Antenna

Figure 4.9: Multiple input multiple output channel of wireless network

by symbol x) whereas received signal is represented by 1m nR x 1 column matrix
(denoted by symbol r). The received signal vector,

r=Hx+n (4.28)

where n is a nR x 1 column matrix of noise at receiving end. Let a matrix is

defined as,

nR<nT
nR 2: nT (4.29)

The eigenvalues)" of Q is evaluated from,

det(AIm - Q) = 0 (4.30)

where, m=min(nR,nT)
Let, another two matrix U and V is defined such that the columns of U are

the eigenvectors of HH H and the columns of V are the eigenvectors of H H H.
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Now received signal vectors can be rewritten as,

r = UDVHx+n (4.31)

where,D is an nR x nT non-negative diagonal matrix, U and V are nR x nT and
nT x nR unitary matrices respectively. So the following transformation,

The equivalent orthogonal channel i.e. r uncoupled parallel channels would be
related like,

r' = Dx' +n' (4.32)

Here r is the rank of matrix H. Let it is denoted the singular values of H by A,
i = 1,2, 3r. By substituting the entities A one get,

where i = 1,2,3, r

r; =. n;; where i = r + 1, r + 2, r + 3, nR (4.33)

Uncoupled array antenna system of Equation (4.32) and Equation (4.33) is shown

in Figure 4.10.
Now, Channel capacity can be written based on [42]'

r ),.

C =Wlog2L(1 + n~SNR)
1=1

In another form,

.C = Wlog2 det(Im + n~SN R)

Mean channel capacity could be expressed like [46]'

(4.34)

(4.35)

(4.36)

(4.37)

where m = min(nT, nR) and n = max(nT, nR), L;:-m(x) are generalized La-
guerre polynomials of order k. In the limit as nR, nT --t 00, and nR/nT is held

constant, the mean capacity converges to [431,

w 1-y 1 v
E(C) = n{log(2) + -log(-l -) - -}a y -y y

51



Transmit
Antenna

o

Receive
Antenna

Figure 4.10: Equivalent uncoupled MIMO channel for nT > nR

where, 0"2 = 1/P,y= nR/nT,w = ~(1 + Y+ 0"2 + /(1 + 0"2)2 - 4y) and v =

W + y +0"2 - /(1+ 0"2)2 - 4y)

For two transmitting and one receiving antenna case of Figure 4.11, message

symbol So and SI will be transmitted in first time slot and -Si and So in second
time slot like Table 4.1,

The channel between transmitting and receiving antenna is denoted by [44]'
ho = aoejOo and hI = alejO, where a, correspond to attenuation of signal and 0,
is the delayed phase of a path. So, Received signal like S. M. Alamouti of [45]'

Table 4.1: Symbol sequence of two antenna elements

Time Txl Tx2
t Xo XI

t+T X' X'- I a
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Rx

Figure 4.11: Single input multiple output for two antenna case

ro = r(t) = hoSo + h,S, + no

r, = r(t +T) = -hoSi + h,S~+ n,

Estimated signal at the combiner output of receiving end is related like,

So = rho h,][ro rW

So = (a6 + aDSo + hono + h,ni

S, = [hi ho][ro -rW

S, = (a6 + aDS, - hOn, + h,nO

4.5 Analytical formulation of Throughput

(4.38)

(4.39)

(4.40)

The calculation of the throughput of an OFDM system is more than a simple

exercise. In order to calculate the throughput, first convert all of the overheads
at each sublayer into a common unit - time. To obtain the maximum throughput
(MT), first divide the Medium Access Control (MAC) service data unit (SDU)
by the time it takes to transmit it:

MT = MSDU.ize
Delay per MSDU
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The data rate is not always the same even within the same physical layer conver-

gence protocol (PLCP) protocol data unit (POU). The data rate of a MAC POU

is determined by its type. Control frames such as request to serid (RTS), clear to
send (CTS) and acknowledgement.(ACK) are always transmitted at 1 Mbps for
backward compatibility. The timing diagram is different for carrier sense multiple
access/ collision avoidance (CSMA/CA) and RTS/CTS.

The duration of each delay component was determined from the standard [46J.
The transmission time of an MAC POD depends on its size and data rate. The
contention window size (CW) does not increase exponentially since there are no
collisions. Thus CW is always equal to the minimum contention window' size

(CWmin). The backoff time is selected randomly followinga uniform distribution

from (0, CW min) giving the expected value of CW min/2. Table 4.2 lists the
constant and varying delay components.

Table 4.2: Delay components of different MAC schemes

CSMA/CA TDIFS TSIFS THO TnTS TaTS TACK TDATA
JFDM-6 34 9 67.5 NA NA 44 24 x 22+ 8 x.{34 + MSDU)/24
OFDM-12 34 '9 67.5 NA NIA 32 24.x 22 + 8 x t34 + MSDU)/38
OFDM-24 34 9 67.5 NA NA 28' 24 x 22 + 8 x {34 +MSDU)/96

The total delay per MSOU is calculated as a summation of all the delay

components in the Table 1 as follows:

1.

Delay per MSDU = (TDIFS + TS1FS + THO + Tm's +
TCTS + TACK + TDATA) X 10-6 s' (4.42)

The total delay per MSOU is simplified to a function of the MSOU size in

bytes, x as:

Delay per MSDU(x) = (ax + b) X 10-6 S (4.43) i..

One can get the throughput simply by dividing the number of bits in MSOU
(8x) by the total delay (4). Table 4.3 shows parameters a and b for the throughput

formula:
8x 6MT(x) = --b X 10 bps
ax+

(4.44)

The use of the parameters a and b in the calculation of the throughput for
OFOM is based on the assumption that the total delay per MSOU is contilmous.
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Table 4.3: MT parameters for different MAC schemes

Scheme Data Rate a b
OFDM 6 Mbps 1.33333 223.5
OFDM 12 Mbps 0.66667 187
OFDM 24 Mbps 0.33333 170.75

In fact, the delay is not continuous due to the ceiling operation in the formulae.
However, the approximation error due to this operation is relatively small - less

than 2% in the worth case.

4.6 OFDM Channel

In order to have a system simulator with acceptable results; a good model for
the channel plays an importantrole. This model should consider both the fre-
quency selective fading (channel variation in frequency domain), and Doppler

effect (channel variation in time domain).
In a typical in-door environment the received signal is composed of several

reflected signals from the walls and other surrounding objects. Any difference in
the path length generates a corresponding delay which as a result of high carrier
frequency (or small wavelength in comparison with the size of actual elements)
generates a random phase with a uniform distribution between zero and 211'.This
scenario leads to the Rayleigh fading model. With small movement of the receiver
. or transmitter, the environmentand reflectors do not change much. But again
as a result of small changes in the location of the receiver, the random phases

associated with each path change and as a result the gain of the channel changes.
The frequency selective fading behavior of the channel can be model in differ- .

ent ways. The "IMT2000 indoor A channel" [47Jmodel can be used for modelling
the resolvable multi-paths in the channel. In IMT2000 indoor A channel model,
the paths are treated as wide-sense stationary, uncorrelated Gaussian random
processes with statistics according to an average power delay profile described by

the Table 4.4.
This channel lias a fairly flat response with a much higher angle spread. It is

assumed that the resolvablemulti-path components are within 60° with respect to
the channel arriving angle of the transmitted signal. The vector channel model
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Table 4.4: IMT2000 Indoor A channel

Relative Delay(ns) Average Power(dB)
0 0
50 -3
no -10
170 -18
290 -26
310 -32

based on Jake's model is employed to generate the complex amplitude of the
resolvable multi-path components for different antenna elements.

where P, is the average power received for the l-th path, J is the number of
scatters composing each resolvable path, !d is the maximum Doppler frequency,

<P,,; is a uniformly distributed random phase, .p,,; is the random angle of departure

relative to the motion of the mobile of each multipath, dk is the distance between

antenna k and the reference antenna, A is the carrier wavelength, and O,~; is
the angle of arrival of each scattered replica with respect to the array normal.
Moreover, it is assumed that 0,,; is distributed as

Pe(x) = {I"-,if 8, -.~ ~ x ~ 8,+~
',' 0 otherwIse

where 8, and A, are the central angle of arrival and the angle spread of the l-th

multipath, respectively. The parameters of the Jake's model for the channel is

shown in Table 4.5.

Table 4.5: Parameters for the Jake's model

Name of the parameters Value
Doppler spread, fd 10Hz
Number of local scatterers, J 20
Angle spread, A 60U(IMT2000)
Angle of departure, q, 0-3600
Random phase, <P 0-3600
Normalized distance, dk/ A 0.5k
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It is assumed the channel is quasi-static, meaning that the channel is time-

invariant over one OFDM symbol and thus no leI is introduced to the system.

One also assume that the delay spread of the channel is shorter than the guard

time and thus lSI is eliminated completely.

4.7 Summary

In this chapter, the maximum ratio combining receiver for multiple receiving

antennas are proposed for the OFDM based system. A mathematical model of

the proposed system is presented. The BER for the flat fading and frequency

selective fading channels for the OFDM based system are calculated and channel

capacity and maximum available throughput are also analyzed. Finally OFDM

channel used for this thesis work is presented.
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Chapter 5

Results and Discussions

In this chapter, simulation results are presented and the performance of multiple

antennas are compared.

5.1 System Parameters

In this section, system parameters are listed in tabular forms (Table 5.1 and 5.2)
with the value or the types used in the computer simulation.

Table 5.1: OFDM system parameters

Name .of the parameters - Value/Type .

Number of subcarriers 200
IFFT /FFT period 512
Modulation'type 16QAM

Guard period 20
Coding/Decoding Convolutional Coding / Viterbi decoding

Code rate (Rcl 1/2
Constraint length (K) 7
Interleaver type/depth Block interleaver /12 x 8

For a given bit rate R the parameters of an OFDM system can be determined

as follows:

• The OFDM symbol is generated with 512-point inverse FFT (IFFT) and
the number of subcarriers that convey information is 200.

• The number of bits per symbol per subcarrier is 4.

• As a rule of thumb, the guard period G should be at least twice as the
delay spread T. To minimize the SNR loss due to the guard period, the -
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symbol duration should be much larger than the guard period. However,
, symbols with long duration are susceptible to doppler spread, phase noise,

and frequency offset. As a rule of thumb, the OFDM symbol duration T,ym

should be at least five times as the guard period. Guard period for this
simulation is 20.

• It is assumed' that the rate of the channel variation is negligibly small over
one single burst. In addition, it is assumed to be a coherent 16-QAMwith a
half-rate convolutional encoding / Viterbi decoding with a constraint length '
(K) of 7 and a (12 x 8) block.interleaver used in the simulation .

• It is assumed that the receiver is equipped with an eight element ULA with

half wavelength spacing between elements. Each element of the antenna
array is assumed to be isotropic.

• It is assumed that the frequency is 2.4 GHz. So, wavelength of the channel
is A = 3 X 108/2.4 X 109 = 1/8. If the velocity is 5km/hr, then doppler

spread is fd = 100/9 Hz.

Table 5.2: OFDM channel parameters

Name of the parameters Value/Type
Maximum doppler spread 100/9 Hz

Sampling frequency 10000 Hz
Number of antenna 2
Mean angle of arrival 30°

Angle spread of the subpaths 1f /3
Normalized antenna separation 8
Number of unresolved multipath ,10
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5.2 Performance Comparison

In this section, the performance of the smart antenna with OFDM is presented.
The performance criteria is measured by the simulation program and it is done
by Matlab programming.

In Figure 5.1, the BER performance is shown for an uneoded OFDM with
different number of antennas. As expected, BER performance improves with the
increasing number of antennas for the uneoded OFDM. For example, at BER
= 8 x 10-2, SNR arc 14 dB, 8 dB and 3 dB with 1, 2 and 4 antennas respectively.
So performance improvement in SNR is 6 dB for multiple antennas. Hence, the
performance of the uneoded OFDM system can be improved for the increasing

number of antennas.

10'

~

'~=1__ M=2

----M=4

2 4 6 8
SNR (dB)

10 12 14

Figure 5.1: BER vs. SNR for OFDM without coding and interleaving for different
number of antennas
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-+-M=2

.-+-M=4

2 4 6 8
SNR (dB)

10 12 14

Figure 5.2: BER vs. SNR for coded OFDM with different number of antennas

In Figure 5.2, the BER performance is shown for an coded OFDM with differ-

ent number of antennas. As expected, the BER performance improves with the

increasing number of antennas for coded OFDM. It is seen from the figure that
BER is a little improved using single antenna. But using 2 or 4 antenna BER is
much improved. For example, at BER = 5 x 10-1, SNR are 14 dB, 4 dB, and 0
dB with 1, 2 and 4 antennas respectively. So there is a 10 dB improvement using
multiple antennas instead of single antenna in a coded OFDM system. Hence,
the coded OFDM receiver performs better for the increasing number of antennas.
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10 12 14

Figure 5.3: BER vs. SNR for different quadrature amplitude modulation for
uncoded OFDM with multiple antennas

The BER performance for an uncoded OFDM with different quadrature am-
plitude modulation schemes is shown in Figure 5.3. With the decrease of constel-
lation points, the BER decreases.for uncoded multiple OFDM receivers. This is
because the decrease in constellation points, increases the length of two adjacent
cell. It is seen in the Figure 5_3that at the BER = 5 x 10-2, the SNR are 7 dB,
9 dB, and 14 dB with QAM, 16 - QAM and 64 - QAM respectively.
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Figure 5.4: BER vs. SNR for different quadrature amplitude modulation for
coded OFDM with multiple antennas

In Figure 5.4, the BER performance is shown for the coded OFDM with.
differentqu adrature amplitude modulation schemes. With the decrease of con-
stellation points, the BER decreases for coded multiple OFDM receivers. This is
because with the decrease in constellation points, the length of two adjacent cell
is increased. It is seen in the Figure 5.4 that at BER = 1 x 10-2, the SNR are 4
dB, 7 dB, and 10 dB with QAM, 16 - QAM and 64 - QAM respectively.

2 4 6
SNR (dB)

8 10 12
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Figure 5.5: BER vs. SNR for different modulation for coded OFDM with multiple
antennas

The BER performance for the coded OFDM with different modulation schemes
is shown in Figure 5.5. As expected, the BER performance is improved for QAM
as compare to QPSK with multiple antennas for the coded OFDM. It is seen in
the Figure 5.5 that at BER = 5 x 10-3, the SNR are 8 dB and 14 dB, for QAM
and QP S K respectively.
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Figure 5_6:BER vs_ SNR for different cyclic prefix length for coded OFDM with
multiple antennas

In Figure 5.6, the BER is shown for an coded OFDM for different cyclic
prefix length. Cyclic prefix is used to mitigate the lSI by the cost of the degra-
dation of BER. This is reflected in the figure. It is seen from the figure that for

BER = 5 X 10-3, the SNR are 10 dB and 8 dB, with and without cyclic prefix

length.
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Figure 5.7: BER vs. SNR for different FFT length for coded OFDM with multiple
antennas

The BER performance is shown in Figure 5.7 for a coded OFDM for differ-
ent FFT bin length. From the figure, it is seen that for a particular BER, SNR
can be varied by the variation of the FFT bin length. For example, at the BER

= 2 x 10-2, the SNR are 10 dB, 8 dB, and 6.5 dB with FFT = 64, FFT = 256

and FFT = 512 respectively. So, the BER performance is improved if FFT bin

size is increased with multiple antennas for the coded OFDM.
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Figure 5.8: BER vs. SNR for OFDM for different constraint length for coded
OFDM with multiple antennas

In Figure 5.8, the BER performance is shown for a coded OFDM for differ-
entcons traint length for convolutional code used in the transmitter side of the
proposed architecture. From the figure, it is seen that for BER = 5 x 10-3, the
SNR is 7 dB, 6 dB and 5.5 dB respectively for constraint length is 3, 7 and 9
respectively. Thus SNR is increased with increased value of the constraint length

of the convolutional code.
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Figure 5.9: BER vs. SNR for OFDM with and without coding and interleaving
for multiple antennas

In Figure 5.9, the BER performance is shown for a coded OFDM and an
uncoded OFDM for multiple antennas. As expected, the BER performance is
improved with the increasing number of antennas. It is also seen in the figure
that the BER performance is better for a coded OFDM than an uncoded OFDM.

For example, at BER 1 x 10-2, the SNR are 8 dB and 10 dB for coded and

uncoded OFDM respectively, where the number of antennas = 2. Hence, the
coded OFDM receiver performs better than the uncoded OFDM for the increas-

ing number of antennas.

,, .
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Figure 5.10: BER vs. SNR for OFDM with analytical value and simulation value

In Figure 5.10, the BER performance is shown for the analytical value and
the simulation value at the AWGNchannel for an OFDM transceiver system. As
expected, theBER performance is better for the analytically calculated OFDM
system at the low SNR. But at higher SNR, the BER is better for the simulated
value. This is because, in analytically calculated BER does not depend on the
number of transmitted bits, it only depends on the SNR. But at simulation, the

BER depends on SNR and the number of transmitted bits. So in simulation a .
better performance is achievedwhen SNR is higher. This is reflected in the figure.
For example, at BER1 x 10-3, the SNR are 14 dB, for the analytical value but
it is 10 dB for the simulation value.
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Figure 5.11: BER vs. number of antennas for transmitter power

Figure 5.11 shows the BER vs. number of antennas for power transmitted
by the transmitter. As expected, BER is decreased for increasing the number of
antennas for a specific transmit power. This is because, when number of antenna
is increased BER is decreased. It is also shown from the figure that when trans-

mitter power is increased BER is decreased. This is reflected in the figure. For

example, when number of antennas is 4, the BER is 5 x 10-4, 6 X 10-3, 8.8 X 10-3,

1 X 10-2 for transmitter power 100mW, 40mW, 20mW and lOmW respectively.
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Figure 5.12: Mean channel capacity enhancement by increasing number of anten- .
nas

The mean capacity of an OFDM transceiver system is shown in Figure 5.12.

As expected, the mean capacity increases due to the increasing number of an-
tennas at a specific SNR. This is because, when number of antenna is increased
then me':n capacity of the transceiver system is increased. This is reflected in the

figure. For example, when number of antenna is 7, at SNR = 4 dB, the mean

capacity is 13 bps/Hz. At SNR = 7 dB, the mean capacity is 25.5 bps/Hz and
at SNR = 10 dB, the mean capacity is 47 bps/Hz.
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Figure 5.13: channel capacity enhancement by increasing number of antennas

The channel capacity of an OFDM transceiver system is shown in Figure 5.13.
As expected, the channel capacity is increased by increasing the number of anten-
nas. This is because, when number of antenna is increased the channel capacity
is also increased. This is reflected in the figure. For example, when SNR is 10

dB, the channel capacity is 91Hz for number of antenna is 4, 71Hz for number of

antenna is 3,5/Hz for number of antenna is 2, 31Hz for.number of antenna is 1.
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Figure 5.14: Maximum available throughput

The maximum throughput curve for CSMA/CA of an OFDM transceiver sys-
tem is shown in Figure 5.14. In order to get a clear comparison, the curves are
plotted for only the mandatory data rates and the maximum data rate of OFDM.
From Figure it is shown that maximum throughput is quite low compared to the
basic data rate. When basic data rate is 11 Mbps, data unit is 1500 bytes and

CSMA/CA scheme is used, maximum throughput is 5.1 Mbps. Therefore, it is

almost impossible to see throughput of over 6.1 Mbps in real deployments where
IP packets carrying TCP segments over 1500 bytes are not common. It is also
shown that the maximum throughput of higher data rates saturates much later
than the maximum throughput of lower data rates.
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Chapter 6

Conclusions and Future Work

This chapter summarizes the thesis works and gives future research directions in

OFDM based smart antenna systems.

6.1 Conclusions

In this thesis, the performance of smart antennas with OFDM based wireless data
network is investigated in vector channel model based on Jack's model. Here,

signals received by the multiple receiver antennas are combined by a pre-FFT
maximum ratio combiner. The main idea behind MRC is that the output SNR
of the combiner is the sum of the SNR of the individual antenna of the OFDM
receiver. This is justified by the computer simulation program. Simulation results
show that for a particular BER, SNK is improved when the number of antennas
is increased. Simulation results also show that the performance of the a coded
OFDM is better than uncoded OFDM and QAM performs better than QPSK
for multiple number of antennas. Another point is that, in a pre-FFT maximum
ratio combiner, signals are combined before FFT processing. Hence the number
of FFT blocks is reduced and thus minimizes the complexity of the system. So,
the proposed scheme can be used effectively to trade off the system performance
and the computational complexity. Moreover, in the proposed OFDM system,
the signal power consumption is reduced due to the reduction of the number of
FFT blocks and this is an advantage for power critical applications such as low

powered wireless devices.
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6.2 Future Work

Some possible future research works related to the proposed OFDM system are

as follows.

1. This thesis only evaluates the performance of the proposed algorithms for
the receiver employing ULA. It may be useful to study its performance for
different array geometries, such as the circular array and the planar array.

2. In this thesis, only MRC techniques for OFDM based receiver are presented.
It may be possible to use different diversity techniques for OFDM based
system. A performance evaluation can also be done with different types of
diversity techniques for OFDM based smart antenna systems.

3. In the simulation, the proposed MRC technique is applied for indoor channel
. model. This technique can also be applied for outdoor channel model like
COST-207 six-tap typical urban (TU) channel model.

4. The performance of the system increases as the number of antennas increase.

However, the power requirement increases with the increase of the number
of antennas .. In this thesis, this incremental power consumption is not
considered. This effect can be considered for future work.

5. It may be useful to implement the proposed architecture in DSP or in field
programmable gate array (FPGA) boards and construct the 8-element array

for field trial testing.
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