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Abstract 
Breast c ancer i s a c ommon di sease w ith unkno wn r eason. So, e arly de tection or  p rediction is 

better way to fight against this disease. A method can be used to detect mass in mammograms 

and pr edict br east c ancer i n i ts e arly s tage. T his e arly de tection of  br east can cer will p lay an  

important role to decrease the mortality rate due to this disease. The method, in general, consists 

of so me sect ions like: i mage p re-processing, pectoral m uscle s egmentation, su spected area 

identification, feature extraction and classification. The pectoral muscle extraction and removal 

from the mammogram is a p rerequisite to gain more accurate mammographic density detection 

and classification. Here, the pectoral muscle segmentation has been performed by r egion grow 

method. Then the mammogram without pectoral muscle has been divided into sixteen-by-sixteen 

blocks and by taking the Gray Level Co-occurrence matrix (GLCM) of the blocks, the region of 

interest (ROI) containing possible mammographic density has been extracted for further analysis. 

Intensity-based or area-based or hybrid of both the features based extracted from the segmented 

region of interest (ROI) of the original mammogram have been used for classification. By using 

Support Vector Machine (SVM) method or two-layer Neural Network (NN) method, the ROI of 

the mammographic density was classified as the normal, benign or malignant. Simulations have 

been performed on M ammographic I mage A nalysis S ociety ( MIAS) m ini da tabase and 

effectiveness of the method was shown by different performance. Correction rate has been found 

96.77% f or SVM and 95%  f or F eed F orward Neural Network. T he pr oposed method of  

mammogram scr eening f or ear ly detection o f breast cancer can  o pen a n ew er a t o b iomedical 

field and make it easier to decrease mortality rate caused by breast cancer. 
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Chapter 1 

INTRODUCTION 

1.1 Background 

Breast cancer i s t he s econd c ommonest c ancer a mong w omen of  B angladesh. Nulliparous 

women, daughters of  breast cancer patients, and those who do not  breast-feed their babies and 

indulge in h igh-fat d iet suffer more from breast cancer. Based on 21,23 8 cancer (Male 14,222  

and female 7,076)  t reated a t the Radiotherapy Department of  Dhaka Medical College Hospital 

during the period of 1985-92, about 17% of Bangladeshi women suffer from breast cancer [1]. 

Causes related to breast cancer are still mysterious. As there is currently no means of preventing 

breast cancer, the focus in reducing deaths from the disease has been on finding breast cancer as 

early as p ossible. E arly d etection of can cer sav es p atients from t he more ag gressive r adical 

treatments and increases the overall survival rate. The introduction of screening mammography 

in 1963 br ought a bout a m ajor r evolution in br east cancer de tection a nd di agnosis. R outine 

screening o f w omen o ver t he ag e o f 4 0 with X -ray m ammography ha s be en de monstrated t o 

contribute t o mortality r eduction. S tudies of  t he i mpact of  s creening ha ve e stimated t he 

magnitude of reduction to be between 17-30% [2].  

 

Until the causes of breast cancer are understood, the identification of risk factors for the disease 

is particularly important. Mammography is one of the best methods for early detection of breast 

cancer. It reduces the mortality rate by as m uch as 41% [3]. However various studies [4] have 
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demonstrated t hat on average a n estimated 2 1 p ercent o f b reast can cers ar e missed b y 

radiologists during screening mammography. Research showed that Computer Aided Diagnosis 

(CAD) systems for breast cancer can improve the detection rate from 4.7% to 19.5% compared 

to radiologists [5]-[8]. A comprehensive review of techniques and algorithms for CAD systems 

was presented by many researchers [9]-[10]. 

 

Abnormalities ex isting in t he m ammogram ar e t he sy mptoms r elated t o b reast c ancer. T he 

parameters of breast cancer diagnosis by an automated CAD system are shown in Fig. 1.1[11]. 

Mammographic density/ micro-calcification has been shown to be a strong risk factor for breast 

cancer and breast cancer r isk can be estimated through quantitative analysis of mammographic 

density. So mass detection and classification can be done by an automatic hybrid feature based 

method for early detection and prediction of breast cancer. 

 

 

Fig. 1.1: Breast Cancer: Causes and Symptom. 
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1.2 Terminology 

1.2.1 Cancer 

The medical term of cancer is malignant neoplasm. I t is a c lass of some diseases like, a  group 

of cells display uncontrolled growth  which means division beyond the normal l imits, invasion 

which means intrusion on and destruction of adjacent t issues, and sometimes metastasis which 

means spread to other locations in the body via lymph or blood. These three malignant properties 

of cancers differentiate them from benign tumors, which are self-limited, and do not  invade or 

metastasize. Most cancers form a tumor but some, like leukemia, do not [12]. 

1.2.2 Breast Anatomy 

The breast is a mass of glandular, fatty and fibrous tissues positioned over the pectoral muscles 

of the chest wall. A layer of fatty tissue surrounds the breast glands and extends throughout the 

breast. F igure below sh ows t he b reast an atomical st ructure an d i ndicates t he si gnificant p arts 

[13]. 

 

 

 

 

 

 

 

 
 

Fig. 1.2: Breast Anatomy. 

http://en.wikipedia.org/wiki/Disease
http://en.wikipedia.org/wiki/Cell_%28biology%29
http://en.wikipedia.org/wiki/Cell_division
http://en.wikipedia.org/wiki/Metastasis
http://en.wikipedia.org/wiki/Benign_tumor
http://en.wikipedia.org/wiki/Tumor
http://en.wikipedia.org/wiki/Leukemia
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Breast profile: 

A ducts 

B lobules 

C dilated section of duct to hold milk 

D nipple 

E fat 

F pectoral’s major muscle 

G chest wall/rib cage 

 

Enlargement: 

A normal duct cells 

B basement membrane 

C lumen (center of duct) 

1.2.3 Breast Cancer 

Breast can cer is cancers originating f rom breast tissue, m ost c ommonly f rom t he i nner l ining 

of milk ducts or the lobules that supply the ducts with milk. Cancers originating from ducts are 

known as ductal carcinomas; t hose or iginating f rom lobules a re known as lobular carcinomas. 

There are many different types of breast cancer, with different stages (spread), aggressiveness, 

and genetic makeup; survival varies greatly depending on those factors. 

1.2.4 Mass 

Mass in breast is a localized swelling that feels different from the surrounding breast tissue. It is 

also known as breast lump. I t i s a  symptom/sign for a  variety of  conditions. As approximately 

10% of breast lumps ultimately lead to a diagnosis of breast cancer. 

http://en.wikipedia.org/wiki/Cancer
http://en.wikipedia.org/wiki/Breast
http://en.wikipedia.org/wiki/Milk
http://en.wikipedia.org/wiki/Duct_%28anatomy%29
http://en.wikipedia.org/wiki/Lobules
http://en.wikipedia.org/wiki/Mammary_ductal_carcinoma
http://en.wikipedia.org/wiki/Lobular_carcinoma
http://en.wikipedia.org/wiki/Symptom
http://en.wikipedia.org/wiki/Medical_sign
http://en.wikipedia.org/wiki/Breast_cancer
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1.2.5 Microcalcification 

Microcalcifications are t iny specks of  calcium that can be s cattered t hroughout th e mammary 

gland, or occur in clusters. When found on a mammogram, a radiologist will then decide whether 

the specks a re o f co ncern - usually, t his i s not  the c ase. C ommonly, t hey s imply indicate t he 

presence of tiny benign cysts, but can signify the presence of early breast cancer; for this reason, 

it is important to attend regular screening sessions, as recommended by health service. 

1.2.6 Image Processing 

Image processing is one form of signal processing where the input is an image; the output can 

either be an image or be a se t of features related to the input image. Image processing usually 

refers to digital signal processing. Digital Image Processing is the use of computer algorithms to 

perform image processing on di gital images. Medical images are processed to extract necessary 

features to use in detection and diagnosis. 

1.2.7 Mammography 

Mammography [2] is a  r adiographic e xamination of  t he br east. T he f ilm mammogram c an be  

considered to be  a  m ap of  opt ical de nsity that r eflects t he c omposition of  the br east. 

Radiographically the breast consists mainly of two component tissues: fibro-glandular tissue and 

fat. F ibro-glandular t issue i s a m ixture o f f ibrous co nnective t issue ( the st roma) an d t he 

functional (or glandular) epithelial cells that l ine the ducts of the breast ( the parenchyma). The 

remainder of the breast is fat. 

1.2.8 Mammographic Density 

In terms of X-ray attenuation, fat is more radiolucent than fibroglandular tissue; thus, regions of 

fat appear darker on a transilluminated radiograph of the breast. Regions of brightness associated 

http://en.wikipedia.org/wiki/Calcium
http://en.wikipedia.org/wiki/Mammary_gland
http://en.wikipedia.org/wiki/Mammary_gland
http://en.wikipedia.org/wiki/Mammary_gland
http://en.wikipedia.org/wiki/Mammogram
http://en.wikipedia.org/wiki/Cyst
http://en.wikipedia.org/wiki/Breast_cancer
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with fibro-glandular tissue are referred to as mammographic density. The hypothesis that breast 

cancer r isk is as sociated w ith m ammographic d ensity w as p resented in [ 14] a nd [ 15].  T his 

strong relationship between mammographic density and breast cancer risk suggests the causes of 

breast can cer m ay b e b etter u nderstood b y f inding the f actors t hat asso ciated w ith 

mammographically dense tissue and how the tissue changes [2]. 

1.2.9 Classification 

Classification of  br east l esions a s m alignant or  be nign f rom mammograms must be  ba sed on 

information present in the mammogram. Some other clinical data as the Network given in Figure 

1 c an a lso be us ed. A  c ommon a pproach t o t his t ask is t o e xtract i nformation (f eatures) f rom 

mammograms a nd th en u se a  m athematical or s tatistical m odel (a  c lassifier) to m ake th e 

malignant versus benign assessment.  

1.2.10 Artificial Intelligence 

The data extracted and presented for pattern recognition or classification in medical images are 

most of the time complex, noisy, or incomplete. This leads to the fact that i t is  difficult to use 

conventional a lgorithmic approaches to de termine the t ruth based on a  set of  predefined rules. 

So, many m achine l earning m ethods ( artificial i ntelligence) ha ve be en t ested a nd used i n the 

field of medical image processing where computer assisted diagnosis or classification is involved 

[2]. Machine l earning involves ad aptive m echanisms t hat en able co mputers t o learn f rom 

experience, l earn by example a nd l earn by a nalogy.  L earning c apabilities c an i mprove t he 

performance of  a n i ntelligent s ystem ove r t ime. T he most popul ar a pproaches t o machine 

learning for medical application are artificial neural networks (ANN) genetic algorithm (GA) and 

Bayesian belief networks (BBN). 
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Fig. 1.3: A three-layer feed-forward ANN. 

1.2.11 Feature Selection 

After t raining an d t esting d atabases es tablished, t he images ar e u sually p reprocessed u sing 

various techniques of filtering, segmentation and transforming. This is done to define the regions 

of interest (ROI) in the image. Then the computer program can be  used to compute or  extract 

features from each ROI in the processed images. Many different image features (i.e., intensity-

based, geometrical, morphological, f ractal dimensional and texture features) have been used in 

medical i mage p rocessing. F eature ex traction can b e co nsidered as data co mpression that 

removes irrelevant information and preserves relevant information from the raw data. 

1.2.12 Computer aided Diagnosis (CAD) System 

Most o f t he p roposed sy stems f ollow a h ierarchical ap proach. A t first, t he C AD sy stem 

preprocesses the original mammogram to detect the suspicious regions in the breast parenchyma 

that will be considered for further analysis. This stage is typically designed to operate at a h igh 

sensitivity to ensure that al l possible malignancies are detected accurately. However, this stage 

also generates some false positive detection. During the second st age, the suspicious areas are 

scrutinized i n m ore d etail t o eliminate so me o f t he f alse p ositives. T his st age i s designed to 
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ensure that the results will remain clinically acceptable while reducing false positive rate. Breast 

masses are common risk factors of breast cancer. It is a challenge to detect the masses accurately 

both f or r adiologists a nd C AD s ystems. T his i s due  t o t he great va riability i n s hape, s ize a nd 

contrast.  

 

Fig. 1.4: A typical CAD system. 

1.3 Aims and Objectives 

Mammography is a very important method to analyze breast condition and also to predict breast 

cancer in i ts ear lier st age. T he ai m o f t his t hesis is t o develop a method f or breast can cer 

detection. T o a chieve t his goa l, t he t otal w ork c an be  s egmented i nto s ome s ub-sections as  

follows: 
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• The breast contour will be first extracted and the artifacts like medical tags etc. will 

be eliminated from the mammographic images in order to localize the abnormalities.  

• The pectoral muscle extraction and removal from the mammogram is a prerequisite to 

gain more accu rate mammographic de nsity detection an d classification. Here, t he 

pectoral muscle segmentation will be performed by region grow method. 

• Then th e m ammogram w ithout p ectoral m uscle w ill b e d ivided in to sixteen-by-

sixteen bl ocks a nd by t aking t he G ray L evel Co-occurrence m atrix ( GLCM) o f the 

blocks, the region of interest (ROI) containing possible mammographic density will be 

extracted for further analysis. 

• Intensity-based or area-based or hybrid of both the features based extracted from the 

segmented re gion o f i nterest (R OI) o f th e o riginal m ammogram will b e u sed f or 

classification.  

• By using Support Vector Machine (SVM) method or two-layer Neural Network (NN) 

method, the ROI of the mammographic density will be classified as the normal, benign 

or malignant. Simulations will be performed on Mammographic Image Analysis Society 

(MIAS) m ini da tabase a nd e ffectiveness of  t he m ethod w ill be  s hown by di fferent 

performance parameters and will be compared with some of the existing techniques. 
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Chapter 2 

LITERATURE REVIEW 
 

As there is currently no means of preventing breast cancer, the focus in reducing deaths from the 

disease has been on f inding breast cancer as early as possible. Early detection of cancer saves 

patients from the more aggressive radical treatments and increases the overall survival rate. The 

introduction of screening mammography in 1963 has brought about a major revolution in breast 

cancer detection and diagnosis [16]. It is widely adopted in many countries including Australia 

as a  nationwide public health care program. The decline in the number of breast cancer deaths 

corresponds directly to an increase in routine mammography screening. 

Mammography i s one  of t he be st methods f or e arly de tection of  br east c ancer. In or der to 

diagnose b reast can cer, i t i s n ecessary t o d etect an d cl assify t he Mammographic D ensity for 

which segmentation of  regions related to cancer is a  task of  vi tal importance. Through Region 

segmentation, t he r egions, su ch as sk in-line [ 17], t he ni pple [ 18], t he de nser t issue, a nd t he 

pectoral m uscle h aving t he p ossibility o f car rying can cer ar e ex tracted f rom t he o riginal 

mammograms. 

Some pr evious w orks r elated t o d ifferent r egion s egmentation c an b e de monstrated unde r 

following sub-sections: 
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Fig. 2.1: Mammogram mdb125 breast border, (a) extracted by an expert radiologist, (b) 

estimated by active contours modeling, and (c) detected by local adaptive thresholding method. 

2.1 The Skin-line Detection Methods 

The skin-line or breast border detection as well as breast segmentation are important key factors 

which c an i mprove clinical d iagnosis of  m ammographic di seases. F urthermore, br east 

segmentation is an important prerequisite factor of CAD methodology of breast cancer in digital 

mammograms. Histogram thresholding methods can be considered as one of the first techniques 

of t he br east r egion e xtraction [ 19]. I n [ 20], t hresholding m ethod h as be en improved. A n 

enhanced s nake a lgorithm ha s be en us ed i n [ 21]. I n [ 22], s kin-line h as b een seg mented u sing 

Hausdorff Distance Measure (HDM) [23], while in [24], an adaptive method has been used. Fig. 

2.1 [24] depicts breast contour detection in a clear way.  

In the pre-processing part, the mammogram is digitized first. Then breast border line is outlined 

as the preceding part. As discussed in previous paragraph, only few approach, such as: histogram 
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thresholding m ethod, s nake a lgorithm, a daptation m ethod e tc ha ve b een us ed i n t his f ield. 

Anyone of these methods can be used to detect the breast border first.  

Table 2.1: Comparison Study of Breast Contour Detection. 

Method Percentage of Accuracy 

Wavelet Decomposition [29] 100% 

Hausdorff Distance Measurement [22] 98% 

Local Adaptive Method[24] 86% 

2.2 The Nipple Detection Methods 

There are two possible cases of visible nipple positions in mammogram, outside and inside of the 

breast p rofile a s shown in F ig. 2.2 [ 25]. The accurate nipple pos ition can be  a  ve ry important 

parameter in the process of mammogram registration. In [26], the nipple detection method using 

combination of  searching the breast boundary and the identification us ing texture convergence 

analysis ha s be en pr esented. T he ge netic a lgorithm a pproach f or br east bor der a nd ni pple 

position de tection i n o rder t o r egister m ammograms ha s been pr esented i n [ 27]. T he R adon-

domain ni pple de tection a pproach ha s be en pr esented i n [ 28]. T he method us ed i n [ 29], i s 

intensity based and certain morphological features of breast images has been used. 

As asy mmetric n ipple position in left a nd r ight br easts i s c onsidered a s one  o f t he main 

symptoms o f br east c ancer, ni pple de tection c an be  done  t o pr edict r isk f actor. I n t his r egard, 

genetic a lgorithm, R adon-domain a pproach/ i ntensity ba sed a pproach, w hich a re us ed a s 

indicated in section 2.2. A method has been described in [22], that has found breast contour with 

98% accuracy while method described in [24], has achieved 86% accuracy in contour detection. 
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But method used in [24] has an extra facility for nipple extraction with 94% accuracy. Overall 

nipple detection rate by t he method in [29], is 97.92% with the accuracy better than 1 mm for 

56.03% of images. 

 

                                         

(a) 

                             

(b) 

Fig. 2.2: (a) Case of nipple outside the breast profile, (b) Case of nipple inside the breast profile. 

 

 

 



14 

 

Table 2.2: Comparison Study of Nipple Detection. 

 

Method Percentage of Accuracy 

Local Adaptive Method [24] 94% 

Intensity Based Method [25] 97.92% 

 

2.3 The Pectoral Muscle Segmentation Methods 

A threshold-based algorithm has been presented in [30] for the extraction of the pectoral muscle 

edge i n M LO vi ew m ammograms. T hey ha ve a pplied minimum c ross-entropy t hresholding 

algorithm to  lo cal a reas a round th e p ectoral m uscle to  determine a se ries o f t hresholds as  a 

function of area size. 

Using a model image it has been shown that an inflection point in this function corresponds to a 

threshold that separated the pectoral muscle from the rest of the breast. Post processing has been 

performed on mammograms to eliminate false positive points of inflection and a straight line has 

been f itted to the detected pectoral boundary in order to smooth roughness caused by the non-

uniform intensity of the pectoral muscle edge. 

A m odel-based al gorithm ha s be en de scribed i n [ 31], t o s egment t he pe ctoral m uscle in t he 

mammograms. After the mammogram has been preprocessed, a se t of ROI with different sizes 

has been applied on i t, in each of  which, an i terative t hresholding t echnique has been used to 

gain an optimal threshold correspondingly. All the thresholds has been composed the threshold. 

Finally, a twice line fitting and polygon approaching technique has been carried out to refine and 
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approach t he ed ge cu rve o f t he p ectoral m uscle, w hich has b een partly s egmented by t he 

thresholding. 

A new algorithm for automatic segmentation of the pectoral muscle in mammograms has been 

proposed i n [ 32]. T heir method, ba sed upon Gabor f ilters, ove rcomes t he l imitation of  t he 

straight-line hypothesis. With reference to the number of pixels in manually demarcated pectoral 

muscle regions, the segmented regions provided by the Gabor-filter-based method has resulted in 

average F P a nd F N r ates of  0.58%  a nd 5.77% , r espectively. F urthermore, t he r esults of  t he 

Gabor-filter-based m ethod h ave i ndicated l ow H ausdorff d istances w ith r espect t o t he h and-

drawn pectoral muscle edges, with the mean and standard deviation being 3.84±1.73mm over 84 

images. 

A method has been described in [33] for fully automatic segmentation of the pectoral muscle on 

MLO view mammograms, containing two major parts: (a) s traight line estimation and (b) c liff 

detection. Straight line estimation has included iterative thresholding and straight line fitting with 

gradient test. This estimate of the pectoral edge has validated at least twice. Cliff detection [34] 

has be en us ed t o e stimate t he s traight l ine i n conjunction w ith s urface s moothing a nd e dge 

detection to yield the final segmentation. It has been found that bicubic spline [35] interpolation 

is u seful in  smoothing th e in tensity s urface w hile s igmoidal model f itting to  in tensity p rofiles 

across the e stimated ed ge h elp i n l ocating the pectoral ed ge m ore accu rately. T he m ethod i s 

adaptive t o l arge v ariations in ap pearance o f t he p ectoral m uscle a nd m argin. T he m ethod 

remains effective when parts of the pectoral edge are obscured by superimposed glandular tissue 

or a rtifacts. The m ethod ha s b een tested ou t on  the 322  di gitized m ammograms of  t he M IAS 

database an d t wo mammographic r adiologists have assess ed the seg mentation r esults. T heir 
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findings show that segmentation accuracy has been improved after refining the straight line into 

a curve using iterative cliff detection and that 83.9% of the curve segmentations are adequate or 

better [36]. 

A graph theoretical method based on minimum spanning trees (MST) [37] has been used in [38], 

to recognize the pectoral muscle in screening mammograms. The segmentation found using the 

MST h as b een u sed t o i nitialize a n act ive co ntour f or f inding an  an atomically r easonable 

estimate of  the bounda ry of  t he pe ctoral m uscle. T he e rror ha s be en r eported i n terms of  t he 

number of incorrectly assigned pixels. Out of 83 images, 25 i mages have error rates less than 5 

percent and 56 images have error rates less than 10 percent. 

A new approach for pectoral muscle segmentation has been presented in [39], based on nonlinear 

diffusion f iltering. T hey ha ve a pplied t heir m ethod t o 90 mammograms f rom M ammography 

Image A nalysis S ociety ( MIAS) d atabase [ 40] an d h ave c ompared o btained results by t hose 

recognized by two expert radiologists. To evaluate the accuracy of proposed method, Hausdorff 

Distance Measure (HDM) [41] and Mean  o f Absolute Error Distance Measure (MAEDM) are 

used. T hen t heir r esults ar e al so c ompared w ith t wo p ectoral m uscle s egmentation m ethods 

proposed in [42] and [32]. The f irst i s based on Hough-Transform and the second is based on 

Gabor-Filters.  

A novel pectoral muscle segmentation algorithm has been proposed in [43], which has overcome 

a few defects of the conventional methods, and has got a generally high precision when dealing 

with the very d ifferent f eatured pectoral muscles. I t has carried out a series o f ROIs upon the 

neighborhood of the pectoral muscle, has computed the optimal threshold curve and local mean 
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square deviation (MSD) cu rve, h as at tained t he seg mentation t hreshold acco rding t o the g ray-

level distribution of the mammogram, has used the zonal Hough transform and polyline fitting to 

approach the boundary of the pectoral muscle, and finally has applied an elastic thread algorithm 

to extract the pectoral muscle accurately. 

 

Fig. 2.3: Segmentation results on MLO mammograms from the MIAS database obtained in [40]. 

The scores of each image rated by two radiologists are shown in [r1; r2]. All images are shown in 

the same scale.  
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Pectoral muscle segmentation follows the pre-processing part.  This segmentation is done based 

on s ome a ssumptions; i ) t his m uscle i s a lways pos itioned i n up per left/right c orner of  

Mediolateral Oblique view (MLO) mammograms, ii) it can be segmented as assuming a straight 

line a nd t o get be tter r esult a nd i ii) c urve f itting c an be  a dapted. B y u sing I CA method [53], 

average c lassification r ates o f 9 7.3% f or p ectoral m uscle can  b e o btained. B y ad aptive cu rve 

fitting [36], 83.9% accuracy is found in segmenting pectoral muscle. Although method described 

in [ 33], ha s got  r esult of 94%  a ccuracy us ing s traight line a pproximation a nd iterative c liff 

detection method, the method is not efficient enough for assumptions used. After segmenting this 

pectoral muscle, the remaining part of the mammogram can be considered as the ROI (region of 

interest).  

Table 2.3: Comparison Study for Pectoral Muscle Detection. 

Method Percentage of Accuracy 

Wavelet Decomposition [29] 85% 

Curve fitting Method [36] 83.9% 

2.4 The Denser tissue Detection Methods 

Mammography is a  routine examination for screening. I t i s one of  the most important areas in 

which image processing procedures are usefully applied. One of the challenging aspects of the 

medical image processing i s to extract features f rom the images that represent efficiently their 

diagnostic and visual information content. Identification and feature extraction of denser tissue is 

the core part of the mammographic analysis. 
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A da ta s et of 290 di gitized m ammograms ha s been a nalyzed i n [ 44], w ith no l esion a nd 9 8 

images w ith m alignant mass o r m icro c lassifications cl usters. T he m ammograms h ave b een 

categorized by radiologists using the BI-RADS breast density index 1, 2, 3, or  4 related to fibro 

glandular tissue composition. They have transferred the dicom images which are digitized by the 

CAD sy stem f irst an d ar e an alyzed b y a n eural n etwork, i n a P C an d ar e s aved i n an  

uncompressed bitmap format in order to be processed by Interactive Data Language (IDL) and/or 

MATLAB p rogram t ools. T hey have c reated ova l R OIs a round a m assive lesion w hile 

rectangular ROIs around micro-calcifications cluster. The texture features have been derived for 

each sub-region from an averaged gray level co-occurrence matrix. The Statistics of gray level 

histograms give parameters for each processed region. They have calculated the co occurrence 

matrices f or 5  sep aration v ectors in t he h orizontal d irection; t hat i s, t he mean, v ariance, 

skewness, kur tosis, and entropy of  the histogram were computed. 10 parameters (homogeneity 

and e nergy f rom 5 c o-occurrence matrices) d escribing e ach i mage were cal culated an d t he 

reduction of  f actors by principal c omponent a nalysis r esults t o t hree f actors. F actors m ainly 

depend on e nergy f or 20 pi xels d istance, ho mogeneity f or 5 a nd 25 pi xel di stances. T hey 

extracted th e tw o s econd o rder s tatistical p arameters (h omogeneity, e nergy) f rom e ach m atrix 

and t he t wo f irst o rder parameters (mean an d standard d eviation). A n at tempt w as m ade t o 

characterize texture by second order statistical parameters and there was correct classification for 

84% of total cases. Better c lassification rate was obtained for non ho mogeneous texture. Their 

results show that quantitative analysis of mammography provides an objective way to extract and 

interpret image data. They indicated the usefulness of texture feature extraction and the ability to 

quantitatively differentiate healthy from pathological breast tissue. 
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Texture is a feature that cannot be defined for a point, and the resolution at which an image is 

observed determines the scale at which the texture is perceived. This leads to the fact that texture 

is a  c onfusion measurement t hat depends mainly on the scale which the da ta a re observed. In 

[45] i t i s pr oposed t hat by us ing a  w avelet transformation of  t he da ta, a  pa ttern recognition 

solution can be devised, where the features are selected directly from the wavelet decomposition, 

denoised in a tailored way to accomplish a separation between the classes. The Db4 and Haar 

wavelets a re t he b asis us ed i n t he de composition pr ocess a nd 100 gr eatest c oefficients i n 

magnitude in the first level of decomposition were considered. 

A nove l t echnique ha s been de veloped i n [ 46], t o a utomatically i dentify a  r egion of  i nterest 

(ROI) surrounding a  speculated lesion on a  mammogram. They have approached to de termine 

the size of the ROI depending on the response of a set of unique Spiculation Filters (SF). They 

have d esigned t hese f ilters w hich a re b ased o n m anually an notated p hysical ch aracteristics o f 

spicules. Spiculation Filters are a new class of complex quadrature filters made up of the cosine, 

fc(r, θ; r0, σ, ω), and sine, fs(r, θ; r0, σ, ω), components. The spiculation filters have three 

parameters. 1) radius 2) frequency and 3) σ. The radius of the filter i s the s ize p arameter 

measured i n pi xels a nd i ts va lue corresponds to t he l ength of  t he spicules. T he f requency 

corresponds to the number of spicules located per circumference of the central mass region. σ is 

the s tandard de viation i n pi xels. They ha ve calculated the p ercentage o f p ixels marked as  

spicules b y the ra diologist w hich a re lo cated inside th e R OI d etected b y th eir a lgorithm. O n 

average, 94% of spicule pixels were located inside the ROI. Then they have used an area overlap 

criteria to determine the overlap in area between the ROI identified by their algorithm and the 
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area that i s m anually i dentified as b est. On av erage, o verlap p ercentage o f t heir R OI 

identification method is 48%. 

A multi-resolution approach to automated classification of mammograms has been proposed in 

[47]. T hey have us ed Gabor f ilters of  di fferent f requencies a nd or ientations t o extract t extual 

patterns of mammograms. Statistic t-test and its p-values for feature selection and weighting are 

proposed t o i ncrease cl assification efficiency a nd r educe f eature sp ace. A  Gabor f ilter can  b e 

seen a s a  s inusoidal p lane of  a  pa rticular f requency a nd or ientation, modulated by  a  Gaussian 

envelops [ 48]. A  G abor f ilter t uned t o t hat f requency r ange e xhibits a  strong response, but  a 

significantly w eaker response of  a  di fferent texture [ 49]. T herefore, a n i mportant s tep f or 

mammogram c lassification u sing t exture i s to  select a ppropriate G abor f ilters th at c an te ll th e 

texture di fferences be tween nor mal a nd a bnormal mammograms. But i t i s di fficult t o sel ect 

appropriate filters f or mammograms. T hey c onverted th e f ilter s election to f eature selection 

based on t -test s tatistics. T o a pply t-test i n f eature sel ection, t hey h ave f irst ap plied n Gabor 

filters with different o rientations and frequencies, which have produced a  f eature vector of  2n 

dimensions. Then, t-test statistics has been performed on each feature. The feature with p-value 

of t-test less than 0.05 is significant, i .e., the feature can tell the difference between the normal 

and abnormal mammograms and so it was kept. Otherwise, the feature has been discarded. They 

have applied the approach used in [50] for feature weighting to differentiate the selected features. 

The approach not only alleviates the problem of low resolution and strong noise, but also reduces 

the feature space without affecting the classification accuracy. 

A s oftware program ha s be en p repared in [51] t o l ocalize the a bnormalities us ing information 

associated within the d ata f iles. T hen t hey h ave b een ab le t o p resent the st andardize 
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mammograms with the region of interest highlighted. The 32x32 pixel region of interest is then 

determined around the center of the abnormalities. Wavelet decomposition [52] is applied over 

these regions and the statistical features and wavelet coefficients vectors are then extracted. Also, 

1st order statistics, median contrast and local binary partition features are calculated from ROI 

texture. T hese f eatures are then p resented t o b oth t he v oting k -nearest and m inimum di stance 

classifiers. A  scaling b etween ( 0-1) i s m ade t o j udge t he nor mality a nd a bnormality of  t he 

imaged tissue. K-NN classifiers are much better than minimum distance classifier, also there are 

no considerable differences between K-NN classifiers using Euclidean distance (ED) and K-NN 

classifiers u sing s um o f d ifferences (S OD) w ith d ifferent values o f k . F inally K -NN cl assifier 

using SOD and K= 1 has showed better results than other classifiers. 

For classification part, Artificial intelligence based approaches, such as neural network (NN) and 

Fuzzy Logic, Support Vector Machine (SVM) and data mining rules can also be used. 

Table2.4: Methods used for Mass Detection, Feature Extraction and Classification Sections. 

Section Methods 

Mass D etection an d 

Feature Extraction 

Wavelet T ransform [54]-[56], N on-linear F ilter [ 57], P olygonal 

Modelling [ 58], T opographic A pproach [ 59], M orphological 

Component A nalysis [ 60], C oncentric M orphology M odel [61] T win 

Support Vector system [62] 

Classification 
Neural N etwork [ 63]-[64], F uzzy N eural N etwork [65], G enetic 

Algorithm, Decision Tree [66], Evolutionary Algorithm [67] 
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Chapter 3 

A HYBRID FEATURE BASED METHOD 
FOR EARLY DETECTION AND 
CLASSIFICATION OF 
MAMMOGRAPHIC DENSITY IN BREAST 
CANCER  
In t his c hapter t he m ethodology ha s be en di vided i nto f our parts: P re-processing, P ectoral 

Muscle S egmentation, D etection o f Ma mmographic D ensity an d C lassification. I n P ectoral 

Muscle Segmentation part, breast contour detection has been done in image pre-processing. The 

remaining works are focused on Detection of Mammographic Density and classification. 

The proposed method described throughout this present work can be concisely given in the flow-

chart of Fig. 3.1. 

Breast Contour Detection

Nipple Detection

Pectoral Muscle Segmentation

ROIs(region of interests) Extraction

Mass/ MCs (microcalcifications) 
Detection

Feature extraction

Digital Mammogram

Classification
 

Fig. 3.1: Flow-chart of mammogram screening system design.  
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3.1 Pre-processing  

3.1.1 Breast Contour Detection 

Before t he actual p ectoral m uscle s egmentation p rocess b egins, i t i s n ecessary t o prepare t he 

mammograms for that by eliminating all the background objects, i .e., marking stickers that are 

not part of the breast. To achieve this objective, the whole mammogram has been converted to 

binary image from gray image using a very low threshold (0.1) and the binary image has been 

labeled. As the background of  the mammogram is a lmost black, this binary image contains all 

the c omponents i ncluding t he w hole br east, m arking s tickers e tc. O f a ll t he c omponents, t he 

breast h as the m aximum ar ea an d i t is easily d etectable b y co mputing the a reas o f t he 

components. T hus t he br east ha s be en s elected and t he i mage w indow has be en c ropped t o 

contain onl y t he b reast. T he or ientation of  the i mage ha s been a djusted s o that t he pe ctoral 

muscle region is always positioned in upper left corner. Fig. 3.2(a)-(c) show these steps. 

        

                 (a)                             (b)                                   (c) 

Fig. 3.2: Step-by-step procedure of delineation of the background and medical tags and other 

unnecessary parts from the mammogram [mdb020.pgm]. 
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3.1.2 Pixel Value Mapping 

The p ixel v alues o f t he s maller i mage t hat contains o nly t he b reast h as b een mapped t o an  

exponential f unction. L et I(x, y) is t he pi xel va lue of  a ny c oordinate i s t he pi xel va lue of  a ny 

coordinate (x, y), then the output pixel value I'(x, y) the mapping would be: 

𝐼𝐼′(𝑥𝑥,𝑦𝑦) = 𝑒𝑒𝐼𝐼(𝑥𝑥 ,𝑦𝑦 )   
40

                                                (3.1) 

The pixel values of the image have been exponentially mapped according to equation (3.1). The 

high magnitude va lues ha ve be en c onverted t o t he va lues de picted i n F ig. 3.3( a). T he out put 

image, F ig. 3.3(b), has some homogeneous regions where al l the p ixel values are same. At the 

same time it  d ivides the image in to several regions with d ifferent p ixel values. A s ingle region 

encapsulates exactly a m ajor portion of the pectoral muscle and sometime extends to the breast. 

The regions within pectoral muscle have pixel values such that the region at the upper left corner 

has t he maximum pi xel va lue. T he ne xt r egion ha s a  pi xel va lue l ower t han t hat and f or t he 

remaining regions the same rule can be applied. When the image is converted into binary image 

using the pixel value of pectoral muscle region as threshold, the output image has an object which 

has almost the same shape and position of the pectoral muscle. This is the most important feature 

of mapping. After some morphological processing we obtain the picture depicted in Fig. 3.3(c). 
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(a) 

                                         

(b)                                                                                   (C) 

Fig. 3.3: (a) Graphical representation of the exponential mapping, (b) Mapping the image to get a 

shape of the pectoral muscle, (c) Output image after the morphological operation [mdb311.pgm]. 
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3.1.3 Morphological Processing and Pixel Value Equalization 

As described earlier, masses have a multiple concentric layer characteristic, so the region grow 

method i s ef fective i n d etecting mass  .To t ake t he leverage o f t his ch aracteristic, so me 

morphological ope rations ha ve be en pe rformed on t he m ammogram t o make t he pi xel va lues 

same for each  l ayer t o reduce c omputational c omplexities  .Pixels i n e ach l ayer a re s trongly 

connected  .It i s r equired t o f ind out  t hese s trongly c onnected pi xels to f ind out  t he di fferent 

layers or regions .So the image has been morphologically opened with a disk shaped structural 

element. Let this image be denoted as Iopen. With the same structural element the image, Iopen has 

been morphologically closed .Let the image after closing be denoted as Iclose. Mathematically the 

opening process can be written as: 

A ∙ 𝐵𝐵 = (𝐴𝐴⊙ 𝐵𝐵) ⊕𝐵𝐵                                                     (3.2)  

And the closing process can be written as: 

A ∙ 𝐵𝐵 = (𝐴𝐴⊕𝐵𝐵) ⊙𝐵𝐵                                                     (3.3)  

Where A  =Mammogram, B  =Structural element and ⊙ and ⊕ represent erosion and di lation 

respectively. Dissimilar small objects in a layer are removed by opening while small holes in a 

layer a re r emoved by  c losing op eration. Morphological e rosion o peration ha s a lso be en 

performed on the mammogram to remove local area boundaries. Let this image be denoted as 

Ierosion. Mathematically this process is: 

𝐴𝐴⊙ 𝐵𝐵 =∩𝑏𝑏∈𝐵𝐵 𝐴𝐴−𝑏𝑏                                                          (3.4)  

The image, Ierosion has been taken as marker image and the image, ICLAHE has been taken as mask 

image. A  n ew i mage h as be en reconstructed morphologically after repeated d ilation of  t he 

marker image until the contour matches the mask image. Let the image after reconstruction be 

denoted a s Ireconstruct1.The mathematical i nterpretation of  morphological reconstruction i s given 

below [71]: 

If marker image is denoted by J and the mask image by I, both images are identical in size, and 

𝐽𝐽 ≤ 𝐼𝐼 

The classical grayscale dilation of J with structuring element B is given by  
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𝛿𝛿(𝐽𝐽) = 𝐽𝐽 ⊕ 𝐵𝐵                                                             (3.5)  

The s ymbol  used f or t he di lation operation.The ge odesic di lation of  s ize 1 of the m arker 

image J with respect to mask images I can be defined as: 

𝛿𝛿1
1(𝐽𝐽) = (𝐽𝐽 ⊕ 𝐵𝐵)⋀𝐼𝐼                                                       (3.6)  

In this equation, ⋀ stands for the point-wise minimum between the dilated marker image and the 

mask image, (𝐽𝐽 ⊕ 𝐵𝐵)is the dilation of J with the elementary isotropic structuring element B .The 

geodesic dilation of size n of the marker image J with respect to a mask image I is obtained by 

performing n successive geodesic dilation of size 1 of J with respect to I 

𝛿𝛿1
(𝑛𝑛)(𝐽𝐽) = 𝛿𝛿1

1(𝐽𝐽) ∙ 𝛿𝛿1
1(𝐽𝐽) ∙ … 𝛿𝛿1

1(𝐽𝐽)                                     (3.7)  

Equation (3.7) defines the morphological reconstruction by geodesic dilation of the mask I from 

marker t he J. The de sired r econstruction i s a chieved by c arrying out  g eodesic di lations unt il 

stability is reached [72] 

The image, Ireconstruct1 has been dilated with a disk shaped structuring element .Let this image be 

denoted as Idilation.Mathematically this process is: 

𝐴𝐴⊕ 𝐵𝐵 =∩𝑏𝑏∈𝐵𝐵 𝐴𝐴𝑏𝑏                                                         (3.8)  

Again a new image has been reconstructed with the complement of Idilation as marker image and 

the complement of Ierosion as mask image .This new image has again been complemented to get 

the image whose layers have more distinct pixel value. Fig. 3.4 shows the image after pixel value 

equalization. 

 

Fig. 3.4: Image after pixel Value Equalization. 
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3.2 Pectoral Muscle Segmentation 

The pe ctoral m uscle i n mammograms a cts a s an a dditional c omplexity i n a utomated a nalysis 

using CAD systems. The t exture o f the pectoral muscle may be similar to some abnormalities 

and thus may cause false positive results in detection of suspicious mammographic density [68]. 

Elimination of the pectoral muscle can improve automatic mammographic density identification 

and a llow t he r adiologists t o c heck f or t he de velopment of  c ancers in the a rea overlying t he 

pectoral muscle [36]. Hence, the elimination of pectoral muscle is very important in automated 

detection of mammographic density in mammographic images.  

A novel and efficient pectoral muscle segmentation method has been proposed here using pixel 

value m apping t o de lineate pe ctoral m uscle r egion a ccurately. The m ethod a chieved a  hi gh 

degree of accuracy in approximating the pectoral muscle in mammograms. This method has been 

found to be robust not only to large variations of size, shape and positions of pectoral muscle, but 

also to any kind of artifacts like medical tags. 

In mass detection section, the emphasis has been given to decrease the false positive results in 

detecting the mammographic density. To obtain better result, medical tags and extra background 

have be en eliminated and t hen pe ctoral m uscle ha s be en de tected a ccurately. My pr oposed 

method i s cap able to el iminate t he p ectoral m uscle w ith g reater ac curacy so  t hat i t can not 

interfere in the detection of exact mammographic mass/ density. 

This methodology assumes following hypotheses, 

i) The pectoral muscle i s positioned in the upper left or  upper r ight 

corner of the mammogram. 

ii) The g rayscale intensity of th e p ectoral m uscle is h igher t han its  

surrounding tissues. 
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The methodology to segment out the pectoral tissue in digital mammogram can be divided into 

two sections: 

i) Finding pr oper t hreshold va lue f or t he pr eprocessed i mage using 

an iterative method and obtaining binary mask. 

ii) Processing t he mask t o be f itted f or t he i ntended pe ctoral t issue 

region and segmenting the pectoral tissue. 

 

The flow chart of the algorithm is shown in the Fig. 3.5.  

Digital mammogram

Mammogram preprocessing

Pixel value mapping to exponential equation

Morphological processing

Get proper threshold value

Get binary mask

Reshape the binary mask

Pectoral muscle region
 

Fig. 3.5: Flow chart shows the steps for the algorithm of automatic pectoral muscle 

segmentation. 
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The pectoral margin i s not a  s traight l ine as hypothesized by ot hers ([69], [70], [32] and [42]) 

rather its margin that appears on the side of the nipple is mostly concave for upper portion and 

concave, or convex or a mixture of both for lower portion of the margin, moreover the variation 

of t he margin f rom o ne m ammogram t o a nother be comes s o c omplex t hat i t c annot be 

generalized with a ny s ingle ge ometrical or  m athematical model. T he ot her t wo s ides of  t he 

pectoral m uscle r egion ar e al most al ways st raight l ines w ith f ew e xceptions. F or t he 

aforementioned reasons, a new approach to segment the pectoral muscle has been proposed here. 

The method s earches t he pe ctoral m uscle by r egion gr owing method and ve rifies t he r egion 

whether i t e ncapsulates the p ectoral muscle e xactly or  no t. I f not  t hen i t a djusts t he r egion t o 

encapsulate t he d esired r egion. T he su b-sequent s ections de scribe the m ethodology m ore 

elaborately. 

3.2.1 Threshold Selection Using Region-Grow Method 

As c an be  s een i n F ig. 3.6(a)-3.6(c) th ere a re only f ew p ixel v alues th at repeat in th e w hole 

image after pixel value mapping and morphological operation, but the boundary of the image is 

almost intact. At this point the difficulty to get a universal threshold to segment out the pectoral 

muscle region reduces a great deal. This is because of the existence of only five values as 255, 

148, 55, 20 and 7, from which the proper threshold value has to be selected. Regions with other 

pixel values do not  contain much information. Proper threshold value has been selected in two 

steps. In the first step two candidates for threshold have been selected and in second step final 

threshold has been selected from the two candidates. 

It is assumed that the pectoral muscle region is in the upper left corner of the image. The regions 

within t he p ectoral m uscle c onverted t o bi nary i mage w ith its pi xel va lue a s t hreshold a re of  

same sh ape an d t he ar eas o f t he r egions ar e very cl ose t o each  o ther. B ut w hen t he r egion 

encapsulates a p ortion o f t he b reast, t he ar ea i ncreases r apidly co mpared t o t he ar ea t hat lies 

within t he pectoral m uscle r egion. T he r apid increase i n area de notes t he bound ary of  t he 
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pectoral t issue an d t he breast t issue. T his r apid i ncrease i n b oundary may b e cau sed b y t wo 

reasons: 

i) The area has covered exactly upper portion of the pectoral muscle and an 

area of  br east a t the lower pa rt as in F ig. 3.6( a). I n this c ase, t he threshold va lue f or 

which this area has been obtained is the proper threshold value. 

ii) The area completely outreaches the pectoral muscle region and there is no 

exact coverage for pectoral muscle as in Fig. 3.6(b). In this case, the 1st higher threshold 

value of  t he t hreshold f or w hich t his a rea ha s been obt ained i s t he pr oper t hreshold 

value. In this case, the area obtained with 1st higher threshold value of the threshold for 

which this area has been obtained exactly covers the pectoral muscle. 

                              
(a)                                                       

                       
(b) 

Fig. 3.6: (a) In case of mdb234.pgm current threshold is the proper threshold value; (b) In case of 

mdb201.pgm previous threshold is the proper threshold value. 
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Thus the threshold value for which the area the object in the binary image increases rapidly is a 

potential candidate for proper threshold. 

And at the same time the previous threshold value is also a candidate for proper threshold value. 

The opt imum va lue f or t he pe rcentage of  a rea i ncrease of  t he obj ects i n t he c onverted bi nary 

image within the pectoral muscle region has been found to 200%.  

                                        

                                (a)                                                    (b) 

                                                        
     (c)                                                   (d) 

                                                  
                                  (e) 

Fig. 3.7: (a)-(d). Step-by-step procedure to choose proper threshold value for using to mask the 
pectoral muscle region [mdb310.pgm], (e) Positional description of Pectoral Muscle. 
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The f ollowing a lgorithm ha s be en de veloped to f ind t he t wo pot ential c andidates of  pr oper 

threshold: 

i) Get the binary image with the maximum pixel value in the image and get 

the area of the component appeared in the upper left corner. 

ii)  Get the binary image with the next maximum pixel value and get the area 

of the component appeared in the upper left corner. 

iii) Compute the percentage of area increment of the areas obtained in step i 

and step ii. 

iv) If p ercentage o f ar ea i ncrement<200%, t hen m aximum p ixel v alue=next 

maximum pixel value, repeat steps i to iv. Otherwise go to step v. 

v) First threshold candidate=maximum pixel value. 

And, second threshold candidate= next maximum pixel value. 

From these two threshold values the exact threshold value is selected using the observation that 

upper part of the pectoral muscle region margin facing the nipple is almost concave. Let L be the 

total le ngth (in  te rms of p ixel) th e re gion o btained u sing f irst t hreshold can didate al ong t he 

vertical axis of  the picture. Then a  window with vertical distance f rom upper l eftmost point = 

40% of  L and t he f ull hor izontal a xis ha s be en c hosen f or t he va lidation a rea of  t he s econd 

threshold c andidate. T his w indow ha s be en di vided i nto s maller w indows of  s ame hor izontal 

distance but vertical distance = 5 pixels only. So number of smaller windows = L/5. In this grid, 

the region obtained using the second threshold value has been superimposed. The distance from 

the ve rtical axis t o t he region t ermination poi nt ha s be en d etermined i n t he uppe r a nd l ower 

edges of the smaller windows. According to the assumption, within a single smaller window the 

upper e dge distance ( d1) s hould be  gr eater t han t he l ower e dge di stance ( d2) i f th is re gion 

exactly matches the upper part of the pectoral muscle, otherwise the (d1-d2) will be negative or 

(d1-d2) will be randomly negative and positive for different smaller windows. The scenario can 

be clearly perceived in Fig. 3.7(a)-(d). Again there are local maxima and minima that may cause 
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some ne gative ( d1-d2) for t rue pe ctoral muscle. T he d1’ s and d2’ s a re c omputed f or a ll t he 

smaller windows and the (d1-d2)’s compared for all the 322 mammographic pictures of MIAS 

mini database. The optimum acceptable tolerance of negative (d1-d2)’s has been found 45% of 

M. This means, for M  number of  s maller w indows, i f t he t otal number of  ne gative ( d1-d2) is  

0.45xM, then the second threshold candidate is the proper threshold; otherwise the first threshold 

candidate is the proper threshold. 

3.2.2 Binary Musk Creation 

The gray image obtained after the morphological processing has been converted to binary image 

using the proper threshold obtained in the previous section. This binary image has been labeled 

and t he upper l eft corner co mponent h as b een sel ected as b inary m ask f or p ectoral m uscle 

segmentation. B ut t his mask may cover so me g landular tissue o f b reast as  d escribed i n t he 

previous s ection. T o m ake t his m ask of  t he s ame s hape a s of  t he pe ctoral m uscle r egion, t he 

following steps have been adopted.  

L has been recomputed for the region obtained using the proper threshold value. And (d1-d2) are 

computed for the whole length of L. If (d1-d2) is found to be positive, the region for that smaller 

window has been kept intact. Otherwise last positive (d1-d2) has been deducted from the current 

d2, e.g., new d2= old d2 – last positive (d1-d2). A new window has been selected that lays at the 

right s ide a nd l ower s ide of  ne w d2. I f a ny por tion of  t he r egion i s f ound t o b e w ithin th is 

window, that portion has been omitted. The process has been applied for the whole length of L. 

Fig. 3.8(a)-(e) shows the process. 
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                           (a)                                  (b)                                      (c) 

                                
                                     (d)                                                       (e) 

Fig. 3.8: (a)-(e). Step-by-step procedure to create binary mask. 

The binary mask obtained here is of the same size and shape of the pectoral muscle region. This 

mask h as b een ap plied in t he image o btained i n t he p reprocessing section t o seg ment o ut the 

pectoral muscle. 

3.3 Mammographic Density Detection  

3.3.1 Image Enhancement of ROI 

After image preprocessing p hase t here r emains o nly t he b reast r egion as t his is t he r egion o f 

interest. Figure 3.7(a) shows the breast tissues only .Before going further, this image needs to be 

enhanced in or der to ge t be tter out put i n the mammographic de nsity/mass d etection p rocess. 

Experiments have been done with many image enhancement techniques and i t has been found 
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that c ontrast lim ited a daptive h istogram e qualization (CLAHE)  serves d esired p urpose v ery 

well. Let t he i mage af ter C LAHE operation b e d enoted as  ICLAHE  .CLAHE d ivides th e e ntire 

picture into many small tiles and performs histogram equalization on each of the tiles .After that 

all t he e nhanced t iles a re j oined t ogether by bi linear i nterpolation t o e xclude f alsely i nduced 

boundary l ines  .This p rocess suppresses t he noi se a nd t he or iginal f oreground o f t he pi cture 

becomes enhanced .While performing the CLAHE operation few parameters have been tuned so 

that th e mammographic de nsity/mass en hance m ore t han t he n ormal t issue  .As t he 

mammographic de nsity/mass i s b righter t han normal b reast tissue, the h istogram sh ape 

distribution parameter has been set to exponential so that brighter sections of the mammogram 

get m ore en hanced  .The out put i mage da ta r ange pa rameter ha s be en s et t o or iginal t o a void 

overspreading. Fig. 3.9(b)  is the enhanced image after CLAHE operation of the image in Fig. 

3.9(a). 

                   
                      (a)                                                   (b) 

Fig. 3.9: (a) Pectoral Muscle Segmented Image, (b) Image after CLAHE operation. 
 

3.3.2 Suspected Mammographic Density Area Detection in ROI 

A careful examination of the mammograms, after removing all noises, reveals that there are four 

categories of objects in one mammogram: 
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The background: This sect ion has very low pixel va lues. In section 3.1.1, the breast area has 

been fully detected leaving only the background which can be set to complete black by putting 

pixel values equal to zero for whole background   

Pectoral muscle region: A novel and efficient method of successfully detection and removing of 

this part has been described in the section 3.2. 

Breast tissue region: This is the region that contains the normal breast tissue including fat and 

blood v assals. T he t extural f eatures and i ntensity ar e d ifferent in  d ifferent p arts o f th is region 

though they have some patterns in common for which this can be considered as a single region 

for the simplicity of image processing. Breast tissue region is easily separable from background 

by comparing pixel value. 

Mammographic density: I f there i s a ny m ammographic de nsity/mass i n t he c oncerned 

mammogram, t extural and i ntensity pr operties of  t his a rea w ill be  di fferent c ompared t o the 

breast tissue region. But the distinction between normal tissue and mammographic density/mass 

in terms of textural and intensity properties is not sharp, hence special classification a lgorithm 

has to be used to identify the Mammographic density/mass. 

From the above discussion, it is clear that to detect mass area, the classification algorithm has to 

find three distinct area in the mammogram as p ectoral muscle region has already been detected 

and removed and these three areas are: 

 The background 

 Breast tissue region 

 Mammographic density 
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The sm allest ar ea t hat e ncircles a Mammographic d ensity/mass i n al l o f t he m ammograms in 

MIAS database was found to be (𝟏𝟏𝟏𝟏 × 𝟏𝟏𝟏𝟏) pixels. So the whole mammogram has been divided 

in small areas of (𝟏𝟏𝟏𝟏 × 𝟏𝟏𝟏𝟏) pixels for each of which gray-level co-occurrence matrix (GLCM) 

features has been calculated and fed to the classifier to determine its class i.e. background, breast 

tissue region and mass area. 

The gray-level co-occurrence matrix (GLCM) is a method of calculating statistical information 

which ex amines textural f eatures o f an  i mage considering spatial relationship of  p ixels. T he 

GLCM functions c haracterize t he texture of  a n i mage by c alculating ho w of ten pa irs of  pi xel 

with specific values and in a specified spatial relationship occur in an image, creating a GLCM, 

and then extracting statistical measures from this matrix.  

The GLCM is created by calculating the frequency of occurrence of any intensity value i with 

respect t o s pecific sp atial r elationship t o an other i ntensity v alue j. In t his case,  t he sp atial 

relationship o f th e p ixel o f in terest a nd the second p ixel to  its im mediate a bove (v ertically 

second) ha s be en t aken t o c alculate G LCM t hough ot her s patial relationship c an a lso be  

considered. Each element (i,j) in GLCM specifies the number of times that the pixel with value i 

occurred horizontally adjacent to  a  p ixel with value j. The number of  gray levels in the image 

determines the size of the GLCM.  

To i llustrate, t he f ollowing f igure s hows how  t he f irst t hree va lues in a G LCM of  t he 4 -by-5 

image I are calculated. Element (1,1) in the GLCM contains the value 1 because there is only one 

instance in the image where two, horizontally adjacent pixels have the values 1 and 1. Element 

(1,2) in the GLCM contains the value 2 because there are two instances in the image where two, 

horizontally adjacent pixels have the values 1 and 2. 
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GLCM 1 2 3 4 5 6 7 8 

I 1 1 5 6 8 
  

1 1 2 0 0 1 0 0 0 

 
2 3 5 7 1 

  
2 0 0 1 0 1 0 0 0 

 
4 5 7 1 2 

  
3 0 0 0 0 1 0 0 0 

 
8 5 1 2 5 

  
4 0 0 0 0 1 0 0 0 

        
5 1 0 0 0 0 1 2 0 

        
6 0 0 0 0 0 0 0 1 

        
7 2 0 0 0 0 0 0 0 

        
8 0 0 0 0 1 0 0 0 

 

Fig. 3.10: GLCM calculation demonstration of a 4 X 5 image. 

But before the statistical information could be calculated, the GLCM is to be make symmetrical. 

Another s tep is  s till required for t exture calculation which is  to  make the symmetrical GLCM 

normalized. The normalizing process is done by the following equation: 

𝐏𝐏(𝐢𝐢,𝐣𝐣) = 𝑽𝑽𝒊𝒊,𝒋𝒋
∑ 𝑽𝑽𝒊𝒊,𝒋𝒋𝑵𝑵−𝟏𝟏
𝒊𝒊,𝒋𝒋=𝟎𝟎

                                                          (3.9) 

Some statistical information have been calculated from the symmetrical normalized GLCM, i.e. 

Contrast, Correlation, Energy and Homogeneity.  

Contrast: Measures t he l ocal v ariations i n the g ray-level co -occurrence m atrix. T his i s a 

measurement of  t he i ntensity contrast be tween a pixel and its neighbor ove r the whole image. 

The formulae for calculating Contrast is: 

∑ 𝑷𝑷𝒊𝒊,𝒋𝒋𝑵𝑵−𝟏𝟏
𝒊𝒊,𝒋𝒋=𝟎𝟎 (𝒊𝒊 − 𝒋𝒋)𝟐𝟐                                                   (3.10) 

Correlation: Returns a measure of how correlated a pixel is to its neighbor over the whole 

image. 

∑ (𝒊𝒊−µ𝒊𝒊)(𝒋𝒋−µ𝒋𝒋)𝒑𝒑(𝒊𝒊,𝒋𝒋)
𝝈𝝈𝒊𝒊𝝈𝝈𝒋𝒋𝒊𝒊,𝒋𝒋                                                    (3.11) 

Homogeneity: Returns a value that measures the closeness of the distribution of elements in the 

GLCM to the GLCM diagonal. Formulae for Homogeneity calculation: 

∑ 𝒑𝒑(𝒊𝒊,𝒋𝒋)
𝟏𝟏+|𝒊𝒊−𝒋𝒋|𝒊𝒊,𝒋𝒋                                                                    (3.12) 
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Energy: Energy us es e ach P (I,j) as a  w eight f or i tself. H igh va lue of  E nergy oc curs w hen t he 

window is very orderly. Formulae: 

�𝒑𝒑(𝒊𝒊, 𝒋𝒋)
𝒊𝒊,𝒋𝒋

 

Based o n GLCM an d i ts v ariants, p ectoral muscle seg mented i mage i s d ivided i nto t hree 

different ar eas u sing K -mean cl ustering. T he ar ea w ith h ighest p ixel v alue i s d etected as t he 

desired area of mammographic density. 

Fig. 3.11 shows the detected classified area after K-mean clustering. 

   

 

Fig. 3.11: Image after pixel Value Equalization. 

In order to make the automated mass detection algorithm presented in this Thesis more accurate 

and robust, classification is done in two steps. The first step only determines the area which has a 

high potential of being mass, which is called here suspected mass area, thus narrowing the target 

space f or more de tail c lassification de scribed i n the f ollowing section. T his t wo s tep 

classification gives the liberty of ignoring the exact class membership in the first classification 

process an d K -mean c lustering ha s be en us ed as unsupervised learning mode a s t he f irst 

classification process.  

Area 1 (Background) Area 2 (Suspected mass area) 
Area 3 (breast tissue) 
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The goal of k-means clustering is to partition the data into k groups such that the within-group 

sum-of-squares i s m inimized. k means t reats e ach o bservation in d ata as an  o bject h aving a  

location in space. It f inds a p artition in which objects within each  cluster are as close to each 

other as possible, and as far from objects in other clusters as possible. kmeans uses an iterative 

algorithm that minimizes the sum of distances from each object to its cluster centroid, over all 

clusters. T his a lgorithm m oves o bjects b etween cl usters u ntil t he sum can not b e d ecreased 

further. The result is a set of clusters that are as compact and well-separated as possible. 

3.3 Feature Selection 

Mammographic densities are a particular challenge to detect for radiologists and CAD systems  .

The fact is that there is no predefined size, shape or contrast of breast mammographic density .

Mammographic de nsities of  br east t hat a re f ound ne ar br east skin line, t he c hest w all, a nd 

generally those appearing in dense breasts are very difficult to find out .In order to overcome this 

critical s ituation, a ll the m ammograms i n M IAS da tabase have be en e xamined i n s earch of  a 

common characteristic of mammographic densities but it did not result in a fruitful finding rather 

it h as b een found t hat mammographic d ensities sh are so me co mmon features w ith r emaining 

portion o f t he R OI in  th e m ammogram with re spect to  t extural a nd in tensity with s ubtle 

differences which cannot be differentiated using threshold value. But these features bear the clue 

to mammographic density detection.  

The main difficulty of this work is to distinguish breast area and Mammographic density. The 

distinguishing features of these two areas are both textural and intensity based. The features that 

will be used for the classifier must encompass both of these parameters. Thus we proposed to use 

both intensity and area based features as described here.  
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A. Intensity based Features 

Gray-Level Co-Occurrence Matrix (GLCM) and its variants of the mammographic density area 

already computed previously have been selected as intensity features for the classifier. 

B. Area based Features 

Following Area Based Features were selected as input features to the classifier algorithms: 

i) Area: The actual number of pixels in the region. 

ii) Eccentricity: T his v alue sp ecifies t he eccen tricity o f t he e llipse t hat h as t he sa me 

second-moments as t he region. The eccentricity i s the ratio of the distance between 

the foci of the ellipse and its major axis length. The value is between 0 and 1. (0 and 1 

are degenerate cases; an ellipse whose eccentricity is 0 is actually a ci rcle, while an 

ellipse whose eccentricity is 1 is a line segment.) 

iii) Diameter of equal area circle: Scalar that specifies the diameter of a ci rcle with the 

same area as the region. Computed as : �(4 × 𝐴𝐴𝐴𝐴𝐴𝐴𝐴𝐴)/𝜋𝜋 

iv) Euler num ber: S calar t hat s pecifies t he num ber of  obj ects i n t he r egion m inus t he 

number of holes in those objects. 

v) Filled Area: Scalar specifying the number of on pixels in Filled Image. 

vi) Major Axis Length: Scalar specifying the length (in pixels) of the major axis of the 

ellipse that has the same normalized second central moments as the region. 

vii) Minor Axis Length:  Scalar; the length (in pixels) of the minor axis of the ellipse that 

has the same normalized second central moments as the region. 

viii) Orientation:  S calar; the angle (in degrees ranging from -90 to 90 degrees) between 

the x-axis and the major axis of the ellipse that has the same second-moments as t he 

region. 

ix) Perimeter: Scalar; the distance around the boundary of the region. This parameter was 

computed by m easuring t he pe rimeter by c alculating t he di stance b etween ea ch 

adjoining pair of pixels around the border of the region. 
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x) Solidity: Scalar specifying the proportion of the pixels in the convex hull that are also 

in the region. Computed as Area/Convex Area; convex area specifies the number of 

pixels in 'Convex Image’ which is a binary image (logical) that specifies the convex 

hull or smallest convex polygon that can contain the region, with all pixels within the 

hull filled in (i.e., set to on). 

Here t he o utput d ata of i ntensity b ased an d ar ea b ased f eatures a re us ed a s i nput t o t he 

classification al gorithm an d cl assification i s d one f or ar ea-based a nd i ntensity-based f eatures 

individually and then for combination of all the features. 

3.4 Classification 

Classification i s done  using t wo different t ypes of  algorithm: 2 -layer N eural Network a nd 

Support Vector Machine. Here the output data of intensity based and area based features are used 

as i nput t o t he cl assification al gorithm an d cl assification i s done f or ar ea-based an d i ntensity-

based features individually and then for combination of all the features. 

a) Support Vector Machine 
A S upport V ector M achine ( SVM) pe rforms c lassification by c onstructing a n N-dimensional 

hyperplane that optimally separates the data into two categories. A SVM model using a sigmoid 

kernel function is equivalent to a two-layer neural network.  

In of SVM literature, a predictor variable is called an attribute, and a transformed attribute that is 

used t o d efine t he h yperplane i s c alled a feature. T he t ask of  c hoosing t he m ost s uitable 

representation i s know n a s feature sel ection. A set  o f f eatures that describes o ne i s cal led a  

vector. So the goal of SVM modeling is to find the optimal hyperplane that separates clusters of 

vector in such a w ay that cases with one category of the target variable are on one side of the 

plane and cases with the other category are on the other size of the plane. The vectors near the 

hyperplane are the support vectors. The Fig. 3.12 presents an overview of the SVM process.  

http://www.dtreg.com/mlfn.htm
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Fig. 3.12: An example of SVM. 

The accuracy of an SVM model is largely dependent on t he selection of the model parameters. 

Two methods for f inding opt imal parameter values, a  gr id search and a  pattern search. A gr id 

search tries values of each parameter across the specified search range using geometric steps. A 

pattern search starts at the center of the search range and makes trial steps in each direction for 

each parameter. If the fit of the model improves, the search center moves to the new point and 

the process is repeated. If no improvement is found, the step size is reduced and the search is 

tried ag ain. T he p attern sear ch st ops w hen t he sear ch s tep si ze is reduced to a sp ecified 

tolerance.  

Grid sea rches ar e computationally ex pensive because the m odel must b e ev aluated at  m any 

points within the grid for each parameter. For example, if a g rid search is used with 10 search 

intervals a nd a n R BF ke rnel f unction i s u sed with t wo p arameters ( C a nd G amma), t hen the 

model m ust be  e valuated a t 10*1 0 =  100 g rid poi nts. An E psilon-SVR an alysis has t hree 

parameters (C, Gamma and P) so a grid search with 10 intervals would require 10*10*10 = 1000 

 Input Space 
Output Space 

Feature Space 

margin mapping 

solution 
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model evaluations. If cross-validation is used for each model evaluation, the number of  actual 

SVM calculations would be further multiplied by the number of cross-validation folds (typically 

4 to 10). For large models, this approach may be computationally infeasible.  

A p attern s earch g enerally r equires f ar f ewer ev aluations o f t he model t han a g rid sear ch. 

Beginning a t the geometric cen ter of the search range, a p attern search makes t rial steps with 

positive and negative step values for each parameter. If a step is found that improves the model, 

the center of the search is moved to that point. I f no step improves the model, the step size is 

reduced and the process i s repeated. The search t erminates when the s tep si ze is reduced to a 

specified tolerance. The weakness of a pattern search is that it may find a local rather than global 

optimal point for the parameters.  

In case of combination of two methods, the grid search is performed first. Once the grid search 

finishes, a  pattern s earch i s pe rformed ove r a  na rrow s earch r ange s urrounding the be st po int 

found by the grid search. Hopefully, the grid search will find a region near the global optimum 

point and the pattern search will then find the global optimum by starting in the right region.  

The idea of using a hyperplane to separate the feature vectors into two groups works well when 

there a re o nly t wo t arget cat egories. B ut S VM h andles this ex isting case w here t he t arget 

variable has more than two categories. Several approaches have been suggested, but two are the 

most popul ar: ( 1) “one against m any” w here e ach c ategory i s s plit o ut a nd a ll o f t he ot her 

categories are merged; and, (2) “one against one” where k(k-1)/2 models are constructed where k 

is the number of categories. Here “one against many” approach is used to classify the detected 

suspected areas into 3 different classes: benign, malignant and normal. 
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b) 2-layer Neural Network 

A 2 -layer f eed f orward N eural N etwork i s u sed t o cl assify t he su spected m ass ar eas i n 3  

different classes. To calculate the weights for minimum error, back propagation process is used. 

Neural n etworks a re co mposed o f si mple el ements o perating i n p arallel. T hese el ements ar e 

inspired by biological nervous systems. As in nature, the connections between elements largely 

determine the network function. A neural network can be trained to perform a particular function 

by adjusting the values of the connections (weights) between elements. 

Typically, neural networks are adjusted, or trained, so that a particular input leads to a sp ecific 

target output. The next figure illustrates such a situation. There, the network is adjusted, based 

on a  c omparison of  t he out put a nd t he t arget, unt il t he n etwork out put m atches t he t arget. 

Typically, many such input/target pairs are needed to train a network. 

A feed forward neural network begins with an input layer. The input layer may be connected to a 

hidden layer or directly to the output layer. In case of its connection to a hidden layer, the hidden 

layer can then be connected to another hidden layer or directly to the output layer. There can be 

any num ber of  hi dden l ayers, as l ong a s t here i s a t least one  hi dden l ayer or  o utput l ayer 

provided. Commonly most neural networks will have one hidden layer, and it is very rare for a 

neural network to have more than two hidden layers.  

Fig. 3.13 illustrates a typical feed forward neural network with a single hidden layer. 
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Fig. 3.13: An example of Feed Forward NN. 

Equation 3.13 describes how the output of a single neuron can be calculated.  

Output =∑ 𝒙𝒙𝒊𝒊𝒘𝒘𝒊𝒊 + 𝒘𝒘𝒏𝒏
𝒏𝒏−𝟏𝟏
𝒊𝒊=𝟎𝟎                                               (3.13)  

The above equation takes input values named x, and multiplies them by the weight w. Here, the 

last value in the weight matrix is the threshold. This threshold is 𝒘𝒘𝒏𝒏 . 

To perform the above operation with matrix mathematics, the input is used to populate a matrix 

and a row is added, the elements of which are all ones. This value will be multiplied against the 

threshold value. For example, if the input were 1, 2, and 3, the following input matrix would be 

produced. 

[1 2 3 1] 
The dot  pr oduct w ould t hen be  t aken be tween t he i nput matrix a nd t he w eight matrix. T his 

number would then be fed to the activation function to produce the output from the neuron. 

The va lues c ontained in t he w eight a nd t hreshold m atrix w ere de termined us ing t he ba ck 

propagation algorithm. This is a very useful algorithm for training neural networks. In the back 

propagation a lgorithm, t he ne ural network i s presented w ith t raining da ta. A s e ach i tem of  

Hidden 
1 Input 1 

Output 
1 

Hidden 
3 

Hidden 
2 

Input 2 
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training data is presented to the neural network, the error is calculated between the actual output 

of t he ne ural ne twork and t he out put t hat w as e xpected. The w eights a nd t hreshold a re t hen 

modified, s o t here i s a  gr eater c hance of  t he ne twork r eturning t he correct r esult w hen t he 

network is next presented with the same input. 

Back pr opagation i s a  very c ommon m ethod f or t raining multilayered f eed f orward ne tworks. 

Back propagation can be used with any feed forward ne twork that uses an activation function 

that is d ifferentiable. This derivative function is u sed during tra ining. For one  of  t he c ommon 

activation functions, the activation function derivative is available from a chart.  

To train the neural network, a method must be determined to calculate the error. As the neural 

network is trained, the n etwork is  p resented with s amples f rom th e tra ining set. T he r esult 

obtained from the neural network is then compared with the anticipated result that is part of the 

training set. The degree to which the output from the neural network differs from this anticipated 

output is the error.  

To train the neural network, the important point is to minimize this error. To minimize the error, 

the neuron connection weights and thresholds must be modified. A function must be defined at 

this s tage t o c alculate the r ate of  error of  t he ne ural ne twork. T his e rror f unction must b e 

mathematically differentiable. Because the network uses a differentiable activation function, the 

activations of  t he out put ne urons c an be  t hought of  a s di fferentiable functions of  t he i nput, 

weights, and thresholds. If the error function is also a differentiable function, such as the sum of 

square error function, the error function itself is a differentiable function of these weights. This 

leads to e valuate the de rivative of  t he e rror us ing t he w eights. T hen, u sing t hese d erivatives, 

weights and thresholds are found in order to minimize the error function.  
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There are several ways to find weights that will minimize the error function. The most popular 

approach is to use the gradient descent method. The algorithm that evaluates the derivative of the 

error function is known as back propagation, because it propagates the errors backward through 

the network.  

An algorithm given in Fig. 3.14 has been developed to accomplish this task. 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3.14: Flow-chart for Detection and Classification of Masses. 
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Chapter 4  

SIMULATION RESULTS AND 

DISCUSSION  

4.1 Simulation Conditions 

MATLAB i s us ed f or s imulating t he pr oposed m ethod. I t i s a  hi gh-performance l anguage f or 

technical computing. It integrates computation, visualization, and programming in an easy-to-use 

environment where problems and solutions are expressed in familiar mathematical notation. 

MATLAB i s an  i nteractive sy stem whose basic data e lement i s an  array t hat does not r equire 

dimensioning. T his a llows f ormulating s olutions t o m any t echnical c omputing pr oblems, 

especially those involving matrix representations, in a fraction of the time.  On the other hand it 

would require writing a program in a scalar non-interactive language like C/C++. 

The Image Processing Toolbox software is a collection of functions that extend the capability of 

the MA TLAB n umeric computing e nvironment. T he t oolbox s upports a  w ide r ange of  i mage 

processing operations, including 

• Spatial image transformations 

• Morphological operations 

• Neighborhood and block operations 

• Linear filtering and filter design 

• Transforms 

• Image analysis and enhancement 
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• Image registration 

• Deblurring 

• Region of interest operations 

Many o f t he t oolbox f unctions a re MATLAB files w ith a series o f MA TLAB st atements t hat 

implement specialized image processing algorithms. You can view the MATLAB code for these 

functions using the statement  

       type function_name 

One can extend the capabilities of the toolbox by writing your own files, or by using the toolbox 

in combination with other toolboxes, such as the Signal Processing Toolbox™ software and the 

Wavelet Toolbox software.  

4.2 Database 

The Mammographic Image Analysis Society (MIAS) is an organisation of UK research groups 

interested i n t he unde rstanding o f mammograms a nd h as ge nerated a  da tabase of  di gital 

mammograms. F ilms t aken f rom t he U K National B reast S creening Programme h ave b een 

digitised to 50 micron pixel edge with a Joyce-Loebl scanning microdensitometer, a device linear 

in the optical density range 0-3.2 and representing each pixel with an 8-bit word. The database 

contains 322 di gitised f ilms a nd i s a vailable on  2.3G B 8 mm ( ExaByte) t ape. It a lso i ncludes 

radiologist's "tru th"-markings on t he l ocations of a ny a bnormalities that m ay be  present. T he 

database has been reduced to a 200 micron pixel edge and padded/clipped so that all the images 

are 1024x1024. M ammographic images a re available via the P ilot European Image Processing 

Archive (PEIPA) at the University of Essex. The algorithm for pectoral muscle segmentation and 

mass de tection pr esented he re i s a pplied on t hese 322 mammographic im ages o f MIAS mini 

database [73]. 
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By popul ar request, t he or iginal M IAS D atabase ( digitised at 50 m icron pi xel e dge) ha s be en 

reduced to 200 micron pixel edge and clipped/padded so that every image is 1024 × 1024 pixels. 

The follow list gives the films in the MIAS database and provides appropriate details as follows 

(http://peipa.essex.ac.uk/info/mias.html):  

1st column: 
MIAS database reference number.  
 
2nd column: 
Character of background tissue:  
  F  Fatty 
  G  Fatty-glandular 
  D  Dense-glandular 
 
 3rd column: 
Class of abnormality present:  
  CALC  Calcification 
  CIRC  Well-defined/circumscribed masses 
  SPIC  Spiculated masses 
  MISC  Other, ill-defined masses 
  ARCH  Architectural distortion 
  ASYM  Asymmetry 
  NORM  Normal 
  
4th column: 
Severity of abnormality;  
  B  Benign 
  M  Malignant 
  
5th, 6th columns: 
x,y image-coordinates of centre of abnormality.  
 
7th column: 
Approximate radius (in pixels) of a circle enclosing the abnormality.  
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There are also several things should be note:  

 The list is arranged in pairs of films, where each pair represents the left (even filename 

numbers) and right mammograms (odd filename numbers) of a single patient.  

 The size of all the images is 1024 pixels x 1024 pixels. The images have been centered in 

the matrix.  

 When calcifications are p resent, centre locations and radii apply to c lusters ra ther than 

individual calcifications. Coordinate system origin is the bottom-left corner.  

 In so me ca ses cal cifications a re w idely d istributed t hroughout t he i mage rather t han 

concentrated at  a si ngle site. In t hese cases cen tre l ocations and r adii a re i nappropriate 

and have been omitted.  

4.3 Protocol for Subjective Evaluation 

Two ex pert r adiologists w ere i nvited t o ev aluate t he p erformance of t his p ectoral m uscle 

segmentation methodology. F irst they w ere i nformed a bout t he pu rpose a nd obj ective of  t his 

methodology. Five point assessment scales, used by K wok et al., 2004, was used as evaluation 

scale. Table 4.1 shows the scale with score description. The segmentation results were displayed 

on a  c omputer s creen. A nd r adiologists w ere a sked t o de termine w hether t he out put w as 

acceptable or not for each image. After that the output images were displayed again, this time the 

radiologists marked t hem a ccording t o t he f ive point assessment sco re an d at  t he sam e t ime 

outputs were binary classified, i.e., true positive (TP), true negative (TN), false positive (FT) and 

false negative (FN).  
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Table 4.1: Protocol for Evaluation. 

Score  Meaning  Description  

1  Exact  The segmented line delineates the pectoral margin exactly. Any deviations 

from the visually perceived margin are imperceptible or insignificant.  

2  Optimal  The segmented line delineates the pectoral margin exactly for at least half its 

length and adequately for the other half.  

3  Adequate  The segmented line delineates the pectoral margin inexactly but with 

sufficient accuracy for localizing the pectoral margin for the intended 

purpose.  

4  Sub-optimal  The segmented line delineates the pectoral margin inadequately for at least 

half its length.  

5  Inadequate  The segmented line is either absent or is inaccurate as to be inadequate for 

localizing the pectoral margin for the intended purpose.  

 

4.4 Results on Subjective Evaluation of Pectoral Muscle 

Segmentation 

Radiologist 1 marked 265 images as true positive, 4 images as true negative, 25 images as false 

positive and 28 images as f alse negative. Radiologist 2  marked 295 images as  t rue positive, 7  

images as t rue n egative, 8  i mages a s f alse p ositive an d 2 0 images as f alse n egative. F ig. 4 .1 

describes t hese assessments. Table 4.2 shows the confusion matrix o f t he b inary c lassification 

classified by the two radiologists. Sensitivity or true positive ra te (TPR) was determined to  be 
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0.9 by radiologist 1 and 0.96 by radiologist 2. And false positive rate (FPR) was determined to be 

0.86 by radiologist 1 and .53 by radiologist 2. 

 

Fig. 4.1: Chart containing the assessment by 2 radiologists. 

Table 4.2: Confusion Matrix. 

 

Fig. 4.2 describes the percentage of acceptance of the assessed results by 2 expert radiologists. 

Accuracy of the algorithm was deemed to be 84% by radiologist 1 and 94% by radiologist 2. 



57 

 

 

Fig. 4.2: Percentage of Acceptance of the results. 

4.5 Performance Analysis on Pectoral Muscle Segmentation 

The novel method is capable of segmenting pectoral muscle of a broad range of size, shape and 

position. F ig. 4.3 s hows s ome of  t he ou tputs. T he a lgorithm s uccessfully de lineates s mall 

pectoral tissue as in Fig. 4.3(a), 4.3(c) and 4.3(j) as well as large pectoral tissue as in Fig. 4.3(b) 

and 4.3(e).  In Fig. 4.3(d), 4.3(f) and 4.3(l), the pectoral tissue in the lower part is merged with 

the fibro-glandular tissue, making it difficult for segmentation. But the algorithm is also effective 

in this scenario. In Fig. 4.3(g), there are several layers within the pectoral tissue region. In this 

case, the correct layer was selected by the proposed methodology accurately. In Fig. 4.3(n), the 

pectoral muscle is not easily distinguishable from the other breast tissues. The method achieved a 

high degree of accuracy in approximating the pectoral muscle in this figure. In Fig. 4.3(o), the 

method again proved its effectiveness by exactly delineating the pectoral tissue while there is a 

sticky tag in the pectoral tissue. In Fig. 4.3(m), there is no pectoral tissue and so is the output. 
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Fig. 4.3: Some obtained outputs. 

A R eceiver o perating c haracteristic ( ROC) cu rve w as d rawn u sing t he T PR an d FPR v alues 

determined by the radiologists. The ROC curve is depicted in Fig. 4.4. Both the points obtained 

from radiologist 1 & 2 are above the “line of no-discrimination” which points to the fact that the 

new methodology yi elded a  goo d r esult. F urthermore, t o t est the qua lity o f t he bi nary 
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classification by the two radiologists, Matthews’s correlation coefficient (MCC) was determined. 

It was done by the following formula: 

MCC=  
𝑇𝑇𝑇𝑇  𝑋𝑋 𝑇𝑇𝑇𝑇−𝐹𝐹𝐹𝐹 𝑋𝑋 𝐹𝐹𝐹𝐹

�(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)(𝑇𝑇𝑇𝑇 + 𝐹𝐹𝐹𝐹)(𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹)
 

 For the classification by r adiologist 1, MCC was found to be 0.04 a nd for the classification by 

radiologist 2, M CC w as f ound t o be 0.38. B oth of  t he va lues of  M CC a re above z ero, w hich 

means t hat t he m ethodology s egments t he pe ctoral m uscle w ith a  gr eater de gree of  good 

prediction. 

 

Fig. 4.4: Receiver Operating Characteristic (ROC) curve of the assessment by 2 radiologists. 
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In addition to the method’s ability to segment out  a  wide range of  size, shape and position of  

pectoral tissue, t he method o ffers a h igher st atistical confidence as  described in result section. 

The ROC in F ig. 4.4 a nd the va lue of MCC c learly indicate that, the result obtained with this 

method was not  happened by c hance. In [73], the analysis part has been described up to these 

statistical methods.  

Now, T able 4.3 de picts t he c omparison s tudy of a ccuracy r ate of  t he pr oposed method w ith 

existing methods. Though the position of the proposed method is in 2nd position, there are some 

points to be cleared. The 1st positioned method has some drawbacks of assumptions used in [33]. 

Compared to existing methods, the proposed method is quite good to do the specified task.   

Table 4.3: Comparison Study of Proposed Method with Existing Methods. 

Method Percentage of Accuracy 

Proposed Method 88% 

Wavelet Decomposition [29] 85% 

Curve fitting Method [36] 83.9% 

4.6 Results on Objective Evaluation of Suspected Area Detection 

Kmean clustering was used to segregate the area having high potential of being mass. To get an 

idea of  how  w ell t he c lustering w as pe rformed s ilhouette plot i s pr esented i n F ig. 4.5 f or t he 

clustering of image mdb120. 
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Fig. 4.5: Clustering of Image mdb120. 

4.7 Performance Analysis on Suspected Area Detection 

In this part, suspected area is detected by clustering the image using 16-by-16 blocks and taking 

GLCM of the blocks.  

Silhouette plot provides a  graphical representation of  how close each point in one cluster is to 

points in the neighboring clusters. The range is from -1 to +1. A value of +1 indicates that the 

point is very distant from neighboring clusters, through 0, indicating the point lies in the middle 

of ne ighboring c lusters , t o -1 w hich i ndicates t he poi nt i s w rongly c lustered. F rom t he 

simulation it was found that the clustering was perfectly done as there are very few points having 

negative va lue w hereas most of  t he poi nts l ie i n t he pos itive s ide w ith hi gh pos itive va lue 
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indicating that those points are well separated. However there are some points having low values 

indicating that they are nearby to neighboring clusters. 

 

Fig. 4.6: 3D visualization of K-means clustering. 

The 3 -D pl ot gi ves a  good pr esentation of  ho w w ell t he points are s eparated a nd e ffects of  

different features in clustering.  

4.8 Results on Objective Evaluation of Feature Extraction 

One set of 17 features have been extracted from the detected suspected area of the images. Here 

two types of features are used to classify the suspected area with greater accuracy. One type is of 

area-based features and another type is of intensity-based features.  
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4.9 Performance Analysis on Feature Extraction 

Features of mammograms have been extracted to classify them in 3 different classes. Here, area-

based and intensity-based features are used to do further p rocedure of  the t otal method. Area-

based features are extracted depending on the shape, size and region of the suspected area. On 

the other hand, intensity-based features are extracted from the pixel value of the suspected area. 

These two types of extracted features are then used to classify the suspected area in 3 different 

classes- benign, m alignant o r nor mal. T o m anipulate w ith only s ignificant f eatures, di fferent 

features a re e xtracted a nd c lassification i s done  de pending on t hem. T he main effect o f t hese 

features c an b e d ecided st atistically o nly w hen t he cl assification p art is acco mplished. S o t o 

discuss the accuracy of extracted features further explanation should be on the classification part. 

This co ncludes t hat t he accu racy o f cl assification i mplies i ndirectly t he accu racy of d etected 

suspected area and extracted features.  

4.10 Results on Objective Evaluation of Classification 

Classification of detected suspected area was done by two different methods: 

a) Support Vector machine 

b) 2-layer Neural Network 

 

The outputs of these two methods are described below: 

a) Support Vector Machine: 

Classification i s done  d epending on  a rea-based a nd intensity-based f eatures. T able 4.4 be low 

shows classification of detected suspecting areas depending on two types of features individually 

and also on both type of features. 
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 Table 4.4: Classification by Support Vector Machine. 

Feature set  (% of accuracy) 
 

Sensitivity Specificity 

Benign Malignant 
 

Normal 

Area Based 0.8385 0.8199 0.7950 0.9063 0.5758 
Intensity Based 0.7323 

 
0.7199 0.8696 0.6667 0.9901 

Area Based+ 
Intensity Based 

0.8571 
 

0.8261 0.8882 0.9766 0.9406 

 

b) 2-stage Neural Network 

By us ing 2 -stage N eural N etwork, classification o f su spected ar eas w as d one v ery ef ficiently. 

Like earlier, to classify the suspected areas using this method two types of feature set have been 

used. The output of classification by Neural Network can be described by the help of following 

confusion matrices. 

Confusion Matrices 

Table 4.5(a) shows the confusion matrix for classification depending on area-based feature set. 

Here, training is done by 194 data, testing is done by 64 da ta; validation is done by rest 64 data. 

From the Table, overall TP, FP, TN and FN values are 199, 13, 3 a nd 107 r espectively. These 

values lead to overall accuracy of 95%. 
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Table 4.5(a): Confusion Matrix for area-based feature set (2-stage NN). 

 Target 

 

 

Normal 

 

Benign Malignant 

Output Normal’ 199 

 

4 2 205 

Benign’ 3 

 

60 5 71 

Malignant’ 0 

 

2 47 49 

 202 66 54 322 

 

Normal=98.51% 

Benign=90.91% 

Malignant=87.03% 

ACC=95.03% 

Table 4.5(b) shows the confusion matrix for classification depending on intensity-based feature 

set. Here, training is done by 194  data, testing is done by 64 data; validation is done by rest 64 

data F rom t he T able, o verall T P, F P, F N a nd TN va lues are 199 , 19, 3 a nd 101  r espectively. 

These values lead to overall accuracy of 93.2%. Here FP value (19) is a bit higher than that for 

area-based feature set which leads to lower TN value (101).  



66 

 

 

 

Table 4.5(b): Confusion Matrix for intensity-based feature set (2-stage NN). 

 Target 

 

 

Normal 

 

Benign Malignant  

Output Normal’ 

 

199 5 4 208 

Benign’ 

 

3 59 8 70 

Malignant’ 

 

0 2 42 44 

 202 66 54 322 

 

Normal=98.51% 

Benign=89.39% 

Malignant=77.77% 

ACC=93.2% 

Table 4.4( c) s hows t he c onfusion m atrix f or c lassification de pending on c ombination of  bot h 

types of  feature set. L ike earlier examples, t raining i s done by 194 da ta, t esting is done by 64  

data; validation is done by rest 64 d ata From the Table, overall TP, FP, FN and TN values are 

197, 15, 5 a nd 105 r espectively. These values lead to overall accuracy of 93.8%. Here overall 
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efficiency i s a  b it h igher than that for in tensity-based feature set , but a bit lower than that for 

area-based feature set. 

 

Table 4.5(c): Confusion Matrix for area-based+ intensity-based feature set (2-stage NN). 

 Target 

 

 

Normal 

 

Benign Malignant 

Output Normal’ 

 

197 3 3 203 

Benign’ 

 

3 62 8 73 

Malignant’ 

 

2 1 43 46 

 202 66 54 322 

 

Normal=97.52% 

Benign=93.94% 

Malignant=79.63% 

ACC=93.79% 

 

 



68 

 

4.11 Performance Analysis on Classification 

(a) Support Vector Machine 

Specificity and sensitivity are very important statistical performance measurement parameter of a 

binary classification. Sensitivity (also called recall rate in some fields) measures the proportion 

of a ctual positives which a re correctly identified while Specificity measures t he p roportion of  

negatives which are correctly identified.  For area based feature set, specificity of Support Vector 

Machine method is only 0.5758 whereas for intensity based feature set sensitivity is only 0.6667. 

This indicates that area based feature set produces a handsome result of sensitivity (0.9063) but a 

poor value of specificity (0.5758). On the other hand, intensity based feature set leads to a poor 

value of  s ensitivity (0.6667) a nd a be tter va lue of  s pecificity ( 0.9901). F inally by us ing 

combination of  bot h t ypes of  f eatures s et, opt imization of  s ensitivity and s pecificity c an b e 

obtained. This conclusion can be given from obtained sensitivity and specificity values which are 

0.9766 and 0.9406 respectively, for combination of both types of features. 

The average accuracy of the methodology was 85.71% for benign masses, 82.61% for malignant 

masses and 88.82% for normal condition. From Table 5.2, i t is clear that for area-based feature 

set classification of Normal condition as unaffected one is done with lower accuracy (79.50%), 

while for in tensity-based f eature se t cl assification o f benign and malignant masses as af fected 

ones i s d one w ith l ower a ccuracy ( 73.23% a nd 71.99%  r espectively)than t hat by  a rea-based 

feature set. And combination of two types of feature set results in optimized accuracy for normal 

condition as unaffected one (88.82%) and benign/ malignant masses a s a ffected ones (85.71% 

and 82.61% respectively). 
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(b)  2-layer Neural Network 

    

 

Fig. 4.7(a): Receiver Operating Characteristic (ROC) curve for area-based feature set (2-layer 

NN classification). 
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Fig. 4.7(b): Receiver Operating Characteristic (ROC) curve for intensity-based feature set (2-

layer NN classification). 



71 

 

 

Fig. 4.7(c): Receiver Operating Characteristic (ROC) curve for area-based+ intensity-based 

feature set (2-layer NN classification). 

 

Observing Fig. 4.7(a)-(c), it is clear that classification by 2-layer NN gives better result for area-

based feature set than that by intensity-based or combination of both sets. To evaluate the quality 
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of this method, Matthews’s correlation coefficient (MCC) was also calculated. MCC value for 

this m ethod i s f ound 0.89,  0.85 a nd 0.87 f or a rea-based, i ntensity-based a nd c ombinations of  

both feature set s respectively. All the three values are greater than zero, which depicts perfect 

prediction level of classification. 

By analyzing the performance of these two algorithms it is clear that it has high accuracy as well 

as p recision f or 2 -layer N N cl assification d epending o n ar ea-based feature set . B ut b efore 

classification, su spected ar eas n eed t o b e segmented f rom t he mammographic i mage u sing 

GLCM, which is consisting of intensity-based features.  Above two points lead to the fact that to 

classify t he mammograms more accu rately i ntensity-based cal culation i s n eeded to d etect t he 

suspected area which can be used to calculate area-based features. So, it can be concluded that to 

get o ptimized r esult ar ea-based a nd i ntensity-based bot h the f eature sets c arry u navoidable 

importance in designing the proposed method.  
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Chapter 5 

CONCLUSION AND FUTURE WORK 

5.1 Conclusion 

In this report, an overall picture of my present work is presented. All the background study that 

has been completed to have a cl ear concept about the topic has been described here. Best effort 

has be en t aken t o go t hrough r elated pr evious w orks t o d ecide a bout t he m ost a ccurate a nd 

efficient m ethod. M ost of t he time of  f irst three m onths ha s be en s pent t o ga ther background 

knowledge related to t his pr esent work. A ll t he e xisting methods a nd a pproaches ha ve be en 

explored to compare the strong as well as the weak points of those methods. 

And t hen, a ccording to t he plan d iscussed ea rlier t he main part o f t his work has been st arted. 

Simulation ha s be en w orked out  a nd t he i mplementation of  pe ctoral muscle s egmentation ha s 

been completed. After completion of this part, the obtained results of proposed method have also 

been a nalyzed a nd a ssessed by 2 e xpert r adiologists. T hen t he out puts ha ve be en a nalyzed 

statistically to calculate the ability of the method in segmenting the pectoral muscle accurately. 

Up to  th is l evel o f this p resent w ork, tw o p apers related t o th e im plemented p art h ave b een 

prepared and submitted to two different conferences. They have been successfully accepted and 

published. 

Next, the core part of this present work has been started. The mammographic density has been 

detected f rom t he seg mented r egion of i nterest of  t he mammograms. F eatures ha ve be en 

extracted f rom su spected m ammographic d ensity a rea. Classification p art h as b een d one 
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depending on the extracted features using two different artificial intelligence methods: Support 

Vector Machine and Neural Network. The algorithms have been used on all 322 m ammograms 

of mini MIAS database and results have also been analyzed to measure the accuracy level. 

In summary, it can be claimed that this work is very important in breast cancer detection process. 

This early detection of breast cancer will p lay an important ro le to  decrease the mortality ra te 

related to breast cancer. With the help of this method, the radiologists can predict the disease in 

its early stage and also they can save their time. In addition to this, false diagnosis due to human 

fatigue can also be reduced to a great extent.  

5.2 Future Work 

This is the final report of this present work. Pre-processing of the mammograms, pectoral muscle 

segmentation, m ammographic d ensity de tection, f eature e xtraction a nd c lassification ha ve 

already been done successfully. Then the detected abnormalities have been classified as b enign 

or malignant or normal using two methods, Neural Network and Support Vector Machine. The 

outputs of these two methods have been compared with each other.  

As f uture w ork, i mprovisation of  t he m ethods a nd i ncreasing t he pe rcentage of accu racy t o 

classify m asses can  b e considered. Other a rtificial i ntelligence m ethods ( like A daptive N euro 

Fuzzy Intelligent System (ANFIS) method) can be used to do the c lassification part of  present 

work and best methodology can be pointed out for this specific job. As it is the core job of the 

present work, it will make it happen to detect mammographic density in early stage with greater 

accuracy.   



75 

 

Another important p oint is  about micro-calcification detection. T his p art can  also be ad ded in 

further extension of the method. This part will make the method able to do the task of detection 

of b reast ca ncer w ith g reater ac curacy an d co nsequently, development i n m edical w orld w ill 

reach to a new era. 

In this report, a method for breast cancer detection is discussed. At the end a continuous process 

has been prepared to detect mammographic density and predict breast cancer in its early stage. 

This early detection of breast cancer will p lay an important ro le to  decrease the mortality ra te 

related to breast cancer and serve the nations all over the world. 
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