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ABSTRACT 
 
 

Carbon nanotube is promising to revolutionize several fields in material science and is a 

major component of nanotechnology. Nanotubes have a wide range of unexplored potential 

applications in various technological areas due to their superior mechanical, thermal and 

electrical properties. In light of these properties, CNTs are expected to be introduced into a 

wide variety of new materials aimed at applications for various fields, such as high 

performance composites, biological and chemical sensors, magnetic recording, nano-

electronic devices and flat panel displays. 

 

In this work, carbon nanotubes of different molecular architectures have been simulated 

using molecular dynamics simulation. A number of mechanical properties like elastic 

modulus, bulk modulus, shear modulus and Poisson’s ratio were analyzed to explain the 

effect of tube radius, tube length and tube chirality on these properties. The numerical results 

reveal that the value of the Young’s modulus is independent of the tube length, but decreases 

significantly with increasing tube radius. The results also indicate that the Young’s modulus 

is insensitive to tube chirality.  

 

Polymer/nanotube composites have attracted a lot of attention because the polymer properties 

are significantly improved. In particular, intensive efforts have been directed toward 

synthesizing, characterizing, and understanding polymer/CNT composites. Recent 

investigation has revealed many novel properties of polymer/CNT systems. 

 

In this paper, As an effort to explore the effective use of carbon nanotubes as a reinforcing 

material for advanced nanocomposites with polymer matrices, single-walled carbon 

nanotubes (MWNTs) were incorporated into five different polymer materials  i.e. Polymethyl 

methacrylate (PMMA), Polystyrene (PS), Polyamide 6 (PA6), Polyethylene (PE) and 

Polypropylene (PP). Molecular dynamics (MD) simulations were used to predict the 

properties of these nanocomposites. The properties of interest were Young’s modulus, bulk 

modulus, shear modulus and compressibility. The Young’s modulus of polymer/CNT 
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composites in the axial direction increases comprehensively when the volume fraction of the 

CNTs is about 12-16%. The enhanced elastic modulus, bulk modulus and shear modulus of 

the nanocomposites suggests a strong possibility for the potential use of these 

nanocomposites in industrial applications. The force-field used in the MD simulation was 

COMPASS, and COMPASS clearly gave accurate values for the density and moduli of the 

amorphous polymer matrices (before incorporating CNT) as compared to experiment. In fact, 

the density predicted by COMPASS was in excellent agreement with reported experimental 

values of amorphous polymers. Finally, the effective Young’s moduli of these CNT-based 

composites are compared with values obtained using rule-of-mixture. In case of PE and PP 

nanocomposites the simulation results are also compared with experimentally available 

values. The results are in disagreement revealing the fact that rule of-mixture in not an 

excellent approximate in estimating the overall response of the composite system since it 

assumes perfect bonding between fiber and matrix. MD simulation gives a close agreement 

to calculate Young’s modulus of CNT based composite since the results are in good 

agreement with experimentally available data. 
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CHAPTER 1 
 

 

INTRODUCTION 

 

Motivations 

The question that is very difficult to find a consistent answer for is “What is NANO?” 

Generally this term is referred to nanotechnology, which deals with structures with a size 

of 100 nanometers or smaller. Nanotechnology is entering a new threshold of many 

possibilities to change the way we see things. There are materials larger than 100 nm that 

can pass unimpeded through human skin. Objects that are smaller than 100 nm need to be 

less than 70 nm before the dominant force that will hold them to a surface becomes the 

van der Waals force. The ability of a Gecko to climb walls and walk on ceilings is due to 

minute hairs attached to small hairs connected to their limbs. The thickness of the final 

hairs is much less than 100 nm and it is the properties of this small size that provide 

adhesion through the van der Waals force. The properties of gold nano-particles less than 

20 nm in size provide the ability to reflect different color, which color is based on the size 

of the particles. Aluminum nano-particles become extremely reactive when their size is 

less than 20 nm. There are numerous examples of apparent change in observer properties 

of particles when their size is very small. This is an attractive aspect of nano. These 

apparently new properties provide promise for new applications that will change the 

world. 

According to the Project on Emerging Technologies (2005), “The National Science 

foundation predicts that the global marketplace for goods and services using 

nanotechnologies will grow to $1 trillion dollars by 2015”. A majority of the work is 

being done is in the health field, with the promise to revolutionize the treatment of many 

diseases. This new technology will provide many applications that people will experience 

in everyday life and will eventually improve the quality of life. This is only the start of 

the developments of future products. Silver nano particles are being incorporated into 

wound dressings. The addition of these nano-particles promotes the healing of wounds. 
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Gold nano-particles are being attached to molecules that have a tendency to attaching 

themselves to cancer cells. With the molecule attached to a cancer cell, the heating of the 

gold will destroy the cancer cells. There are many efforts in the health sciences to 

examine means of improving treatment of illness by employing various types of 

nanotechnology. 

Carbon is a very interesting element. Its electronic structure is defined as 1s12s22p2 and 

the 2s electrons (4 electrons) are generally very involved in molecular bonding. This 

enables carbon to assemble into a wide variety of bonding configurations and allotropes 

as different as the brittle, hard, and insulating diamond, or the lubricant semimetal 

graphite. 

Bucky structure were first brought to the attention of the world in 1985 when Dr. Richard 

Smalley and his coworkers discovered a new geometrical form of carbon, the 

buckminsterfullerene C60, a cage-like structure of carbon atoms composed of hexagonal 

and pentagonal faces [1]. Over the last two decades, interest for these structures has 

grown, in both the research and the business communities, and sparked the discovery of 

carbon nanotubes (CNTs) by Ijima and his team in 1991 [2]. Dr. Smalley‟s work was 

subsequently awarded the Nobel Prize in chemistry for his work in 1996, and CNTs are 

today considered as one of the most considerable discovery of modern science. 

After their discovery, carbon nanotubes started generating a large amount of interest in 

nano-scale materials research.  The research was initially focused on electronic 

properties, due to the very extraordinary electronic structure of these new materials. 

Academic and industrial research thus focused on developing applications such as flat 

panel display, lamps, and X-ray or microwave emission sources [3].  

As the technology matured, however, the possibility of using CNTs in other areas started 

to emerge. Nano sized mechanical devices, sensors and probes, gas storage devices or 

electrochemical applications such as artificial muscles or Lithium batteries all were 

possible applications for CNTs [4]. More attention started to be paid, also, at the fact that 

CNTs have mechanical properties superior to most materials. These mechanical 

properties have lead to an increasing amount of research being conducted in the area of 

nano electromechanical devices and nanotube-reinforced composite materials. In fact, 

nanotube based composite materials stand today as one of the major possible application 

for CNTs. The use of such new materials could be found in both structural and 
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multifunctional applications [3]. CNTs are being applied in automotive manufacturing. 

Toyota is replacing steel bumpers with a composite that includes CNTs. The result of this 

replacement is that the bumpers are lighter (fuel saving) and eight times stronger (less 

prone to damage). CNTs are being employed to make sports equipment stronger and 

lighter. Both tennis and baseball have benefited from the incorporation of CNTs. The 

tennis racquet incorporating CNTs is both lighter and stronger. 

Baseball bats benefit with improved strength and lightness. The fact that these items are 

more expensive is offset by their performance and improved longevity. 

CNT composites could also offer multi-functional properties, such as tailored electrical 

conductivity, electromagnetic interference shielding, electrostatic discharge protection or 

modified optoelectronic properties. Use of the non-linear optical and optical limiting 

properties of nanotubes has also been reported for photovoltaic application CNT based 

composites also show great potential for biomedical applications due to their bio-

inertness and high strength. The current generation of composites used for replacement of 

bone and teeth are crude mixtures of filler particles that have inadequate mechanical 

properties.  

Researchers from Rensselaer Polytechnic Institute found that composites made from 

MWNTs and a biodegradable polymer (polylatic acid) act more efficiently than carbon 

fibers for osteo-integration (growth of bone cells), especially under electrical stimulation 

of the composites. 

Motivated by the numerous possible applications of CNTs in composite materials, this 

research focuses on answering some of the fundamental questions related to CNTs and 

the development of nanotube based composites. Specifically, it tries to understand, at the 

molecular level, useful mechanical and physical properties of these composites. This is 

accomplished thru MD simulation. 

 

Challenges 

The superior mechanical behavior of the nanotubes alone does not assure the superior 

mechanical properties of the resulting composite materials. CNTs unique electronic and 

mechanical properties in general are strongly dependent on their material structures and 
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bonding form, including tube length, diameter, and inclination angle. Using carbon 

nanotubes (CNT) as reinforcing agents to design and fabricate strong composites with 

desirable mechanical properties needs thorough understanding of the mechanical behavior 

of such nanotube [5]. The exact knowledge of the stiffness or strength of the nanotubes is 

important for their use as the reinforcements in the next generation composites since 

Young‟s modulus and tensile strength varies widely depending on the different CNT 

chiralities or lengths and different potentials employed to define the C–C bond in the 

plane of the grapheme sheets. 

Carbon nanotubes (CNTs) are promising additives to polymeric materials due to the 

potential for their enhancement of the structural, mechanical and electronic properties of 

the resulting composite [6]. However, improvements in properties are by no means 

guaranteed, and the results are often sensitive to the particular polymer chosen, in 

addition to the quantity and quality of CNTs used in the composite. Mechanical properties 

widely vary depending upon the type of resin used in the particular nanocomposites. If we 

attempt to trace what controls the performance of materials, we can identify that 

properties of materials are largely dictated by the atomic structure, composition, 

microstructure, defects and interfaces in materials [7]. As a result, it is very important to 

quantitatively understand the mechanics and physics of nano-structured materials, and 

only then we can effectively employ them in multi-scale material design. 

While theoretical predictions certainly suggest nano materials should offer exclusive 

material properties, experiments on nano materials, however, often showed a diverse pool 

of results [8]. Processing difficulties, unavailability of characterization tools and 

techniques, and mostly our immature knowledge in this field are often considered as the 

reasons why there is such a disparity between prediction and reality. 

 

Research Objectives 

The main focus of the present research is to obtain a quantitative understanding on the 

structural formation, structural stability, resulting mechanical and physical properties of 

different nano-structured materials using atomistic modelling and simulations. The 

objectives are: 
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 To investigate different mechanical properties (Young‟s modulus, bulk modulus, 

shear modulus, Poisson‟s ratio) of both armchair and zigzag nanotubes of 

different diameter, length and chirality. 

 To investigate different mechanical properties (Young‟s modulus, bulk modulus, 

shear modulus, Poisson‟s ratio and compressibility) of different amorphous 

polymers and polymer/carbon nanotube composites i.e. the effect of resin on 

nanocomposites. 

This thesis, however, will give possible suggestion of using CNTs to develop advanced 

materials. 
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CHAPTER 2 

 

CARBON NANOTUBES 

2.1 History 

In 1985, Dr. Richard Smalley and his coworkers discovered a new geometrical form of 

carbon, the buckminsterfullerene C60 [1]. The C60 is a ball-like structure of carbon 

atoms composed of hexagonal and pentagonal faces, as shown in Figure 2.1. For their 

discovery, Richard Smalley, Robert Curl and Harry Kroto were awarded the Nobel Prize 

in 1996. 

 

 

Fig. 2.1: The ball like perfect structure of C60 

 

In 2006, Marc Monthioux and Vladimir Kuznetsov described the interesting and often 

misstated origin of the carbon nanotube [10]. Academic and popular literature generally 

attributes the discovery of carbon nanotubes to Sumio Iijima of NEC in 1991 [2]. The 

history of nanometer sized graphitic carbon tubes, however, dates as far back as 1952. In 

that year, Radushkevich et al. published clear images of 50 nanometer diameter tubes 

made of carbon in the Russian Journal of Physical Chemistry [11]. It remains likely that 

carbon nanotubes were produced before 1952, but the invention of the transmission 

electron microscope (TEM) allowed for the direct visualization of these structures. 
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Mostly, the discovery went unnoticed in the West because of limited information 

exchange during the Cold War and because the article was published in the Russian 

language. Later on, in 1976, a paper published by Oberlin et al. clearly showed hollow 

carbon fibers with nanometer-scale diameters using a vapor-growth technique [12]. Also, 

in 1987, Howard G. Tennent of Hyperion Catalysis was issued a U.S. patent for the 

production of "cylindrical discrete carbon fibrils" with a "constant diameter between 

about 3.5 and about 70 nanometers…, length 102 times the diameter, and an outer region 

of multiple essentially continuous layers of ordered carbon atoms and a distinct inner 

core…" [13]. In more recent years, Endo has started being credited with discovering 

carbon nanotubes, and Iijima has been credited for elucidating their structure. 

Either way, in 1991, the discovery by scientists at NEC corporation is what created the 

interest in research that is now associated with carbon nanotubes. They discovered that 

graphitic carbon “needles” grew on the negative carbon electrode of the arc-discharge 

apparatus used for the mass production of C60 [2]. The needles ranged up to 1 mm in 

length and consisted of nested concentric cylinders of rolled graphite sheets. An example 

of such structures is shown in Figure 2.2. These are generally referred to as multi-walls 

carbon nanotubes (MWNTs). 

 

 

Fig. 2.2: Structure of MWNT 
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A short time later, Thomas Ebbesen and Pulickel Ajayan, from Iijima's lab, showed how 

nanotubes could be produced in bulk quantities by varying the arc evaporation conditions 

[14]. 

Finally, a major event in the development of carbon nanotubes (CNT) was the synthesis 

in 1993 of single-layer nanotubes [15]. The standard arc-evaporation method produces 

only multilayered tubes. It was found that addition of metals such as cobalt to the graphite 

electrodes resulted in extremely fine tube with single-layer walls. An example of single 

wall carbon nanotube (SWNT) is shown in Figure 2.3. 

 

 

Fig. 2.3: Structure of SWNT 

 

Since then, these intriguing structures have sparked much excitement and a large amount 

of research has been dedicated to their understanding. In fact, these findings paved the 

way to an explosion of research into the physical and chemical properties of carbon 

nanotubes in laboratories all over the world. Furthermore, the relatively wide availability 

of these structures enabled experimentalists to test some of the theoretical predictions 

which have been made about nanotube properties. Currently, however, the physical 

properties are still being discovered and disputed. 
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2.2 Structure 
 

 

Fig. 2.4: Schematic representation of the chiral vector [16] 

 

A SWNT can be visualized as a graphite sheet that has been rolled into a hollow cylinder. 

So the structure of SWNT can be described by the manner in which the graphite sheet is 

rolled into a tube (Fig. 2.4). To describe the structure, a chiral vector is defined as [16] 

Ch = na1 + ma2          (1) 

where a1 and a2 are two unit vectors in a 2D graphite lattice. n and m are two integers. A 

particular integer pair (n,m) defines a chiral vector Ch, which uniquely defines the way of 

sheet rolling. If n ≠ 0; m = 0 or (n, 0); the SWNT is named a „zigzag‟ SWNT. If n = m or 

(n, n), the SWNT is called an „armchair‟ SWNT. In all other cases, the SWNT is called a 

„chiral‟ SWNT. 

The relationship between the integers (n, m) and the nanotube radius, r, and chiral angle, 

θ is given by  

12 2 23 ( ) / 2c cr a m mn n           (2) 

1tan [ 3 / ( 2 )]m m n           (3) 

where ac-c is the length of the C–C bond. 
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Fig. 2.5: Nanotubes with different chirality 

 

2.3 Synthesis 

2.3.1 Arc Discharge 

 

Fig. 2.6: MWNT bundle produced by arc discharge 

Arc discharge [17], initially used to produce C60 fullerenes, is the most common and 

easiest way to produce CNTs. This method creates CNTs through arc-vaporization of two 

carbon rods placed end to end, separated by approximately 1 mm, in an enclosure that is 

usually filled with inert gas at low pressure. A direct current of 50 to 100 A, driven by a 

potential difference of approximately 20 V creates a high temperature discharge between 
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the two electrodes. The discharge vaporizes the surface of one of the carbon electrodes 

and forms a small rod-shaped deposit on other electrode. 

 

2.3.2 Laser Ablation 

 

 

Fig. 2.7: Packed crystalline structure of SWNTs obtained with laser vaporization [3] 

 

In Laser ablation [18] laser vaporization pulses were followed by a second pulse, to 

vaporize the target more uniformly. The use of two successive laser pulses minimizes the 

amount of carbon deposited as soot. The second laser pulse breaks up the larger particles 

ablated by the first one, and feeds them into the growing nanotubes structure. The 

material produced by this method appears as a mat of “ropes”, 10-20 nm in diameter and 

upto 100 μm or more in length. 

 

2.3.3 Chemical Vapor Deposition 

Chemical Vapor Deposition [19] of hydrocarbons over a metal catalyst is a classical 

method that has been used to produce various carbon materials like carbon fibers and 

filaments. Large amount of CNTs can be formed by catalytic CVD of acetylene over 

cobalt and iron catalysts supported on silica or zeolite. High yields of single walled 

nanotubes have been obtained by catalytic decomposition of H2/CH4 mixture all over well 

dispersed metal particles such as cobalt, nickel and iron on magnesium oxide at 1000° C. 
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Fig. 2.8: CVD grown CNTs 

 

The reduction produces very small transition metal particles at a temperature of usually 

>800º C. The decomposition of CH4 over the freshly formed nano-particles prevents their 

further growth and thus results in a very high proportion of SWNTs and few MWNTs. 

 

2.4 Properties 

2.4.1 Electronic Properties of CNTs 

The nanometer dimensions of the CNTs, together with the unique electronic structure of a 

graphene sheet, make the electronic properties of these one-dimensional structures highly 

unusual. The electronic properties of the CNTs are very sensitive to their geometric 

structure. Although graphene is a zero-gap semiconductor, the CNTs can be metals or 

semiconductors with different sized energy gaps, depending very sensitively on the 

diameter and helicity of the tubes, i.e. on the indices (n,m). The general rules for the 

metallicity of the SWNTs are as follows: (n, n) tubes are metals; (n,m) tubes with n − m = 

3j, where j is a non-zero integer, are very tiny gap semiconductors; and all others are 

large-gap semiconductors. The n−m = 3j tubes would all be metals but, because of tube 

curvature effects, a tiny gap opens for the case that j is non-zero. Hence, CNTs come in 

three varieties: large gap, tiny gap and zero gap. The (n, n) tubes, also known as armchair 

tubes, are always metallic. As the tube radius, R, increases, the band gaps of the large-gap 

and tiny-gap varieties decrease with a 1/R and 1/R2 dependence, respectively. Thus, for 
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most experimentally observed carbon nanotube sizes, the gap in the tiny-gap variety, 

which arises from curvature effects, is so small that, for most practical purposes, all the 

n−m = 3j tubes can be considered as metallic at room temperature. Thus, a (7, 1) tube 

would be metallic, whereas a (8, 0) tube would be semiconducting; the (5, 5) armchair 

tube would always be metallic [20]. 

 

2.4.2 Mechanical Properties of CNTs 

The carbon–carbon chemical bond in a graphene layer is probably the strongest chemical 

bond in an extended system known in nature. Since CNTs are nothing but seamlessly 

rolled-up graphene layers, from the time of their discovery it has been speculated that 

these nanostructures have exceptional mechanical properties, and to quantify these 

properties has become a topic of great interest in the field of nanotechnology. Many of the 

envisaged applications of nanotubes, such as composite reinforcement or lubrication, are 

related in one way or another to their mechanical properties, and therefore a great deal of 

experimental and theoretical studies have been devoted to their characterization [20]. 

 

2.4.3 Thermal Properties of CNTs 

In graphite, the thermal conductivity is generally dominated by phonons, and limited by 

the small crystallite size within a sample. The apparent long-range crystallinity of 

nanotubes and long phonon mean free path led to the speculation (Ruoff & Lorents 1995) 

that the longitudinal thermal conductivity of nanotubes could possibly exceed the in-plane 

thermal conductivity of graphite—the material, together with diamond, that has the highest 

3D thermal conductivity. The thermal conductivity, along with the specific heat, provides 

a sensitive tool for probing the interesting low-energy phonon structure of nanotubes, and 

also has the potential for practical applications that exploit the high thermal conductivity 

of these nanostructures [20].  

 

2.5 Some Applications of CNTs 

 Nanotubes bound to an antibody that is produced by chickens have been shown to 

be useful in lab tests to destroy breast cancer tumors. The antibody carrying 

nanotubes are attracted to proteins produced by a one type of breast cancer cell. 
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Then the nanotubes absorb light from an infrared laser, incinerating the nanotubes 

and the tumor they are attached to. 

 Lightweight windmill blades are made with an epoxy containing carbon 

nanotubes. The strength and low weight provided by the use of nanotube filled 

epoxy allows longer windmill blades to be used. This increases the amount of 

electricity generated by each windmill. 

 Aircraft is using carbon nanotubes to increase strength and flexibility in highly 

stressed components. 

 Nanotube is used as electrodes in thermo-cells that generate electricity from waste 

heat. 

 Inexpensive nanotube based sensor detects bacteria in drinking water. Antibodies 

sensitive to the particular bacteria are bound to the nanotubes, which are then 

deposited onto a paper strip. When the bacteria is present it attaches to the 

antibodies, changing the spacing between the nanotubes and the resistance of 

the paper strip containing the nanotubes. 

 Carbon nanotubes, bucky-balls and polymers are combined to produce 

inexpensive solar cells that can be formed by simply painting a surface. 

 A lightweight, low power anti-icing system is using carbon nanotubes in a layer 

coated onto aircraft wing surfaces. 

 Gold tipped carbon nanotubes are used to trap oil drops polluting water. 

 Building transistors from carbon nanotubes to enable minimum transistor 

dimensions of a few nanometers and developing techniques to 

manufacture integrated circuits are built with nanotube transistors. 

 Using nanotubes as a cellular scale needle to deliver quantum dots and proteins 

into cancer cells. 

 Ultra-capacitors are using nanotubes that may do even better than batteries in 

hybrid cars. 

 Stronger bicycle components are made by adding carbon nanotubes to a matrix of 

carbon fibers. 

 Improve the healing process for broken bones by providing a carbon nanotube 

scaffold for new bone material to grow on. 

 Sensors are using carbon nanotube detection elements capable of detecting a range 

of chemical vapors. These sensors depend upon the fact that the resistance of a 

carbon nanotube changes in the presence of a chemical vapor. 

http://www.understandingnano.com/nanomedicine-nanotubes-breast-cancer.html
http://www.understandingnano.com/nanomedicine-nanotubes-breast-cancer.html
http://www.understandingnano.com/nanomedicine-nanotubes-breast-cancer.html
http://www.understandingnano.com/nanotube-thermocells.html
http://www.understandingnano.com/solar-cell-nanotube-bucky-ball-organic.html
http://www.understandingnano.com/nanotube-ultracapacitor.html
http://www.nasa.gov/centers/ames/research/technology-onepagers/gas_detection.html
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 Static dissipative plastic molding compounds containing nanotubes can be used to 

make parts such as automobile fenders that can be electro-statically painted. 

 Strong, lightweight composites of carbon nanotubes and other materials can be 

used to build lightweight spacecraft. 

 Cables made from carbon nanotubes are strong enough to be used for the Space 

Elevator to drastically reduce the cost of lifting people and materials into orbit. 

 Carbon nanotubes are used to direct electrons to illuminate pixels, resulting in a 

lightweight, millimeter thick "nano-emissive" display panel. 

 Printable electronics devices are using nanotube "ink" in inkjet printers 

 Transparent, flexible electronics devices are using arrays of nanotubes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

  

http://www.understandingnano.com/nanotubes-lightweight-spacecraft.html
http://www.understandingnano.com/nanotube-nanoemissive-display.html
http://www.understandingnano.com/nanotube-transistors-transparent-flexible-electronics.html
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CHAPTER 3 

 

MOLECULAR DYNAMICS 

3.1 Brief Overview of Different Simulation Method 

Computer simulation is a powerful and modern tool for solving scientific problems as 

numerical experiments can be performed for new materials without synthesizing them. 

One of the aims of computer simulation is to reproduce experiment to elucidate the 

invisible microscopic details and further explain experiments. On the other hand, 

simulation can also be used as a useful predictive tool. The most widely used simulation 

methods for molecular systems are Monte Carlo, Brownian dynamics and molecular 

dynamics [21]. 

The Monte Carlo method is a stochastic strategy that relies on probabilities (Sadus, 1999). 

The Monte Carlo sampling technique generates large numbers of configurations or 

microstates of equilibrated systems by stepping from one microstate to the next in a 

particular statistical ensemble. Random changes are made to the positions of the species 

present, together with their orientations and conformations where appropriate. Quantities 

of interest can be averaged over these microstates. The advantages of the Monte Carlo 

simulation technique include the ease of extending it to simulate different ensembles, 

flexibility in the choice of sampling functions and the underlying matrix or trial move 

which must satisfy the principle of microscopic reversibility as well as timesaving as only 

the potential energy is required. 

Brownian dynamics is an efficient approach for simulations of large polymer molecules 

or colloidal particles in a small molecule solvent. In this approach, the solvent is treated 

as a viscous continuum which dissipates energy as macromolecules or particles move 

through it. The Brownian motion of the macromolecules produced by random collisions 

with solvent molecules is mimicked by a stochastic force generated by pseudo-random 

numbers. 

Molecular dynamics is the most detailed molecular simulation method which computes 

the motions of individual molecules. Coupled Newton‟s equations of motion, which 
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describe the positions and momenta, are solved for a large number of particles in an 

isolated cluster or in the bulk using periodic boundary conditions. The equations of 

motion for these particles which interact with each other via intra- and inter-molecular 

potentials can be solved accurately using various numerical integration methods such as 

the common predictor-corrector or Verlet methods. Molecular dynamics efficiently 

evaluates different configurational properties and dynamic quantities which cannot 

generally be obtained by Monte Carlo. 

 

3.2 Historical Background  

The molecular dynamics method was first introduced by Alder and Wainwright in the late 

1950's to study the interactions of hard spheres [22]. Many important insights concerning 

the behavior of simple liquids emerged from their studies. The next major advance was in 

1964, when Rahman carried out the first simulation using a realistic potential for liquid 

argon [23]. The first molecular dynamics simulation of a realistic system was done by 

Rahman and Stillinger in their simulation of liquid water in 1974 [24]. The first protein 

simulations appeared in 1977 with the simulation of the bovine pancreatic trypsin 

inhibitor (BPTI) [25]. Today in the literature, one routinely finds molecular dynamics 

simulations of solvated proteins, protein-DNA complexes as well as lipid systems 

addressing a variety of issues including the thermodynamics of ligand binding and the 

folding of small proteins. The number of simulation techniques has greatly expanded; 

there exist now many specialized techniques for particular problems, including mixed 

quantum mechanical - classical simulations that are being employed to study enzymatic 

reactions in the context of the full protein. Molecular dynamics simulation techniques are 

widely used in experimental procedures such as X-ray crystallography and NMR 

structure determination. 

 

3.3 Classical Mechanics 

The molecular dynamics simulation method is based on Newton‟s second law or the 

equation of motion, F=ma, where F is the force exerted on the particle, m is its mass and 

a is its acceleration. From knowledge of the force on each atom, it is possible to 

determine the acceleration of each atom in the system. Integration of the equations of 

motion then yields a trajectory that describes the positions, velocities and accelerations of 
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the particles as they vary with time. From this trajectory, the average values of properties 

can be determined. The method is deterministic; once the positions and velocities of each 

atom are known, the state of the system can be predicted at any time in the future or the 

past. 

 Newton‟s equation of motion is given by [26], 

i i iF m a      

where Fi is the force exerted on particle i, mi is the mass of particle i and ai is the 

acceleration of particle i. The force can also be expressed as the gradient of the potential 

energy, 

i iF V    

Combining these two equations yields, 

2

2
i

i
i

d rdV m
dr dt

   

where V is the potential energy of the system. Newton‟s equation of motion can then 

relate the derivative of the potential energy to the changes in position as a function of 

time. 

2

2. .dv d xF ma m m
dt dt

    

Taking the simple case where the acceleration is constant, 

dva
dt

  

we obtain an expression for the velocity after integration, 

0v at v   

and since 

dxv
dt

  
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we can once again integrate to obtain [27] 

0.x v t x   

Combining this equation with the expression for the velocity, we obtain the following 

relation which gives the value of x at time t as a function of the acceleration, a, the initial 

position, x0, and the initial velocity, v0. 

2
0 0.x a t v t x    

The acceleration is given as the derivative of the potential energy with respect to the 

position, r, 

1 dEa
m dr

   

Therefore, to calculate a trajectory, one only needs the initial positions of the atoms, an 

initial distribution of velocities and the acceleration, which is determined by the gradient 

of the potential energy function. The equations of motion are deterministic, e.g., the 

positions and the velocities at time zero determine the positions and velocities at all other 

times, t.  

The initial distribution of velocities are usually determined from a random distribution 

with the magnitudes conforming to the required temperature and corrected so there is no 

overall momentum, i.e., 

1
0

N

i i
i

P m v


   

The velocities, vi, are often chosen randomly from a Maxwell-Boltzmann or Gaussian 

distribution at a given temperature, which gives the probability that an atom i has a 

velocity vx in the x direction at a temperature T. 

1
22 1( ) exp

2 2
i i ix

ix
B B

m m vp v
k T k T

   
    
           (4)

 

The temperature can be calculated from the velocities using the relation [28], 
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1

1
(3 ) 2

N
i

i i

p
T

N m

 
         (5)

 

where N is the number of atoms in the system. 

 

3.4 Integration Algorithms 

The potential energy is a function of the atomic positions (3N) of all the atoms in the 

system. Due to the complicated nature of this function, there is no analytical solution to 

the equations of motion; they must be solved numerically. 

Numerous numerical algorithms have been developed for integrating the equations of 

motion like leap-frog algorithm [29], velocity verlet algorithm [30], Beeman‟s algorithm 

[31]. Molecular dynamics is usually applied to a large model. Energy evaluation is time 

consuming and the memory requirement is large. To generate the correct statistical 

ensembles, energy conservation is also important. Thus, the basic criteria for a good 

integrator for molecular simulations are as follows: 

 It should be fast, ideally requiring only one energy evaluation per time-step.  

 It should require little computer memory.  

 It should permit the use of a relatively long time-step.  

 It must show good conservation of energy.  

 

3.4.1 The Leap-Frog Algorithm 

 

 
1 1
2 2

v t t v t t a t t  
   
      

           (6)
 

In this algorithm, the velocities are first calculated at time t+1/2δt; these are used to 

calculate the positions, r, at time t+δt. In this way, the velocities leap over the positions, 

and then the positions leap over the velocities. The advantage of this algorithm is that the 

velocities are explicitly calculated, however, the disadvantage is that they are not 

1( ) ( ) ( )
2

r t t r t v t t t     
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calculated at the same time as the positions. The velocities at time t can be approximated 

by the relationship: 

         
1 5 1( )
3 6 6

v t t v t v t t a t t a t t a t t t           
   (7) 

 

3.4.2 The Velocity Verlet Algorithm 

This algorithm yields positions, velocities and accelerations at time t. There is no 

compromise on precision. 

        21
2

r t t r t v t t a t t     
       (8)

 

       
1
2

v t t v t a t a t t t        
      (9)

 

3.4.3 Beeman’s Algorithm 

This algorithm is closely related to the Verlet algorithm; 

         2 22 1
3 6

r t t r t v t t a t t a t t t         
    (10)

 

         
1 5 1( )
3 6 6

v t t v t v t t a t t a t t a t t t           
   (11)

 

The advantage of this algorithm is that it provides a more accurate expression for the 

velocities and better energy conservation. The disadvantage is that the more complex 

expressions make the calculation more expensive.  

 

3.5 Statistical Ensembles 

Integrating Newton's equations of motion allow us to explore the constant-energy surface 

of a system. However, most natural phenomena occur under conditions where the system 

is exposed to external pressure and/or exchanges heat with the environment. Under these 

conditions, the total energy of the system is no longer conserved and extended forms of 

molecular dynamics are required [32]. 
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3.5.1 Micro-canonical Ensemble (NVE) 

The constant-energy, constant-volume ensemble (NVE), also known as the 

microcanonical ensemble [33], is obtained by solving the standard Newton equation 

without any temperature and pressure control. Energy is conserved when this (adiabatic) 

ensemble is generated. However, because of rounding and truncation errors during the 

integration process, there is always a slight fluctuation, or drift in energy. 

 

3.5.2 Canonical Ensemble (NVT) 

The constant-temperature, constant-volume ensemble (NVT), also referred to as the 

canonical ensemble [33], is obtained by controlling the thermodynamic temperature. It is 

also sometimes called constant temperature molecular dynamics (CTMD). In NVT, the 

energy of endothermic and exothermic processes is exchanged with a thermostat. This is 

the appropriate choice when conformational searches of models are carried out in vacuum 

without periodic boundary conditions. 

 

3.5.3 Isothermal-Isobaric (NPT) Ensemble 

The constant-temperature, constant-pressure ensemble (NPT) [33] allows control over 

both the temperature and pressure. The unit cell vectors are allowed to change, and the 

pressure is adjusted by adjusting the volume (that is, the size and, in some programs, the 

shape of the unit cell). NPT is the ensemble of choice when the correct pressure, volume, and 

densities are important in the simulation. This ensemble can also be used during equilibration to 

achieve the desired temperature and pressure before changing to the constant-volume or constant-

energy ensemble when data collection starts. 

 

3.6 Temperature  

Temperature is a state variable that specifies the thermodynamic state of the system. It is 

also an important concept in dynamics simulations. This macroscopic quantity is related 

to the microscopic description of simulations through the kinetic energy, which is 

calculated from the atomic velocities.  

The temperature and the distribution of atomic velocities in a system are related through 

the Maxwell-Boltzmann equation [33]: 
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 

3
2 2

3exp 4
2 2B B

m mvf v v
k T k T




   
    
          (12)

 

This well known formula expresses the probability f(v) that a molecule of mass m has a 

velocity of v when it is at temperature T. Figure 3.1 shows this distribution at various 

temperatures. 

 

 

Fig. 3.1: Maxwell-Boltzmann distribution of velocity of water at various temperatures.  
 

The x, y, z components of the velocities have Gaussian distributions [33]: 

 

21
2
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B

mv
k T

x x
B

mg v dv e dv
k T

 
  
         (13)

 

The initial velocities are generated from the Gaussian distribution of vx, vy, and vz. 

3.6.1 Methods of Controlling Temperature 

The temperature-control methods, or thermostats are: direct velocity scaling, Berendsen, 

Nosé and Andersen.  

3.6.1.1 Direct velocity scaling 

Direct velocity scaling [33] is a drastic way to change the velocities of the atoms so that 

the target temperature can be exactly matched whenever the system temperature is higher 

mk:@MSITStore:C:\Program%20Files\Accelrys\Materials%20Studio%204.3\share\doc\Theory.chm::/Html/thdyntemp.htm#berendsen
mk:@MSITStore:C:\Program%20Files\Accelrys\Materials%20Studio%204.3\share\doc\Theory.chm::/Html/thdyntemp.htm#nose
mk:@MSITStore:C:\Program%20Files\Accelrys\Materials%20Studio%204.3\share\doc\Theory.chm::/Html/thdyntemp.htm#andersen
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or lower than the target by some user-defined amount.  It can be used to bring a system to 

equilibrium quickly. The velocities of all atoms are scaled uniformly as follows [33]: 

system

ett

old

new

T
T

v
v arg

2












         (14)
 

3.6.1.2 Berendsen method of temperature-bath coupling 

After equilibration, a more gentle exchange of thermal energy between the system and a 

heat bath can be introduced through the Berendsen method [34], in which each velocity is 

multiplied by a factor λ given by: 

1
2

01 T Tt
T




    
    

           (15)
 

where Δt is the time-step size, τ is a characteristic relaxation time, T0 is the target 

temperature, and T the instantaneous temperature. 

To a good approximation, this treatment gives a constant-temperature ensemble that can 

be controlled, both by adjusting the target temperature T0 and by changing the relaxation 

time τ. 

3.6.1.3 Nosé and Nosé-Hoover dynamics 

Nosé dynamics [35] is a method for performing constant-temperature dynamics that 

produces true canonical ensembles in both coordinate space and momentum space. The 

Nosé-Hoover formalism is based on a simplified reformulation by Hoover [36], which 

eliminates time scaling and therefore yields trajectories in real time and with evenly 

spaced time points. The method is also called the Nosé-Hoover thermostat. 

The main idea behind Nosé-Hoover dynamics is that an additional (fictitious) degree of 

freedom is added to the structure, to represent the interaction of the structure with the heat 

bath. This fictitious degree of freedom is given a mass Q. The equations of motion for the 

extended (that is, structure plus fictitious) system are solved. If the potential chosen for 

that degree of freedom is correct, the constant-energy dynamics (or the micro-canonical 

dynamics, NVE) of the extended system produces the canonical ensemble (NVT) of the 

real structure. 
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The Hamiltonian H* of the extended system is: 

 
2

2* ln
2 2

i

i i

p QH q gkT S
m

    
      (16)

 

The choice of the fictitious mass Q of that additional degree of freedom is arbitrary but is 

critical to the success of a run. If Q is too small, the frequency of the harmonic motion of 

the extended degree of freedom is too high. This forces a smaller time-step to be used in 

integration. However, if Q is too large, the thermalization process is not efficient; as Q 

approaches infinity, there is no energy exchange between the heat bath and the structure. 

The choice of Q should therefore be based on a balance between the stability of the 

solution and the highest-frequency motions of the structure. 

Q should be different for different models. Nosé (1991) suggests that Q should be 

proportional to gkBT, where g is the number of degrees of freedom in the structure, kB is 

the Boltzmann constant, and T is the temperature. 

3.6.1.4 Andersen method 

One version of the Andersen method [37] of temperature control involves randomizing 

the velocities of all atoms at a predefined collision period. The other version involves 

choosing atom collision times from a Poisson distribution at each time-step and changing 

their velocities according to the Boltzmann distribution.  

 

3.7 Pressure Control 

3.7.1 Methods of Controlling Pressure  

With the Berendsen and Andersen methods the volume can change, but there is no change 

in the shape of the cell. Therefore, only the pressure is controlled. With the Parrinello-

Rahman method, the cell shape can change and therefore both pressure and stress can be 

controlled. 

3.7.1.1 Berendsen method of pressure control 

The pressure can be changed by changing the coordinates of the particles and the size of 

the unit cell under periodic boundary conditions. 
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The Berendsen method [34] couples the system to a pressure bath to maintain the pressure 

at a certain target. The strength of coupling is determined by both the compressibility of 

the system (using a user-defined variable γ) and a relaxation time constant (a user-defined 

variable τ). At each step, the x, y, and z coordinates of each atom are scaled by the factor: 

 
1

3

01 t P P 


 
   
          (17)

 

where Δt is the time step, P is the instantaneous pressure, and P0 is the target pressure. 

The Cartesian components of the unit cell vectors are scaled by the same factor. 

3.7.1.2 Andersen method of pressure control 

In the Andersen method [37] of pressure control, the volume of the cell can change, but 

its shape is preserved by allowing the cell to change isotropically. 

The Andersen method is useful for liquid simulations since the box could become quite 

elongated in the absence of restoring forces if the shape of the cell were allowed to 

change. A constant shape also makes the dynamics analysis easier. 

The basic idea is to treat the volume V of the cell as a dynamic variable in the system. The 

Lagrangian of the system is modified so that it contains a kinetic energy term with a user-

defined mass M and a potential term which is the pV potential derived from an external 

pressure Pext acting on volume V of the system. 

3.7.1.3 Parrinello-Rahman method of pressure and stress control 

The Parrinello-Rahman [38] method of pressure and stress control can allow simulation 

of a structure under externally applied stress. This is useful for studying the stress-strain 

relationship of materials. Both the shape and the volume of the cell can change, so that 

the internal stress of the system can match the externally applied stress. 
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CHAPTER 4 

 

LITERATURE REVIEW 

4.1 Forcefield  

Many of the molecular modeling force-fields in use for molecular systems can be 

interpreted in terms of simple four-component of the intra- and inter- molecular forces 

within the system. The types of forces involved are derived from the following 

phenomena: 

- Deviation from equilibrium bond configurations 

- Deviation from equilibrium angle configurations 

- Energetic function for bond rotations 

- Interaction between non-bonded parts of the system 

Table 4.1: Force-field degrees of freedom [9] 

 
 

More sophisticated force-fields have more than four components of course, but they 

invariably relate to these four. In our work, the condensed phase optimization molecular 

potentials for atomistic simulation studies (COMPASS) is used. It is a new molecular 
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mechanics class 2 forcefield, parameterized from ab initio computations of model 

compounds and optimized using condensed-phase properties of polymers and low 

molecular-weight compounds. The COMPASS force-field was parameterized for the 

most common organic and inorganic small molecules and for polymers. It was based on 

the Polymer Consistent Force Field (PCFF) [39-41]. Although the exact parameters of 

this force-field are proprietary (hence unavailable), it is known and referenced that it was 

parameterized, tested and validated for most of the common organic and inorganic 

materials [42-44]. 

The total potential energies calculated by the COMPASS force-field can be broken down 

into the following terms: 

opt valence nonbond

valence diagonal coupling

diagonal bond angle torsion out of plane

nonbond elec vdW

E E E
E E E
E E E E E
E E E

 

 

 

   

 

 

where  valenceE  is the valence component energy. 

diagonalE  is the diagonal term energy. 

couplingE  is the coupling term energy. 

bondE  is the bond stretching energy. 

angleE  is the angle energy. 

torsionE  is the torsion energy. 

out of planeE  
 is the out-of plane deformation energy. 

nonbondE  is the non-bond energy between atoms in different 

molecules and atoms separated by three or more bonded 

atoms. 

elecE is the term for Coulombic electrostatic interaction 

vdWE  is the term for Van der waals energies. 
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These terms can be further decomposed in the following manner: 

     
2 3 42 3 4

0 0 0bond b b b
b

E K b b K b b K b b      
 

    (18)
 

     
2 3 42 3 4

0 0 0angleE K K K  


           
 

    (19)
 

     1 2 31 cos 1 cos 2 1 cos3torsionE K K K  


         
   (20)

 

2
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
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,

i j
elect
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E

r
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9 60 0

,
2 3ij ij

vdW ij
i j ij ij

r r
E

r r

    
             


       (24)

 

where 2K is the quadratic force-field parameter. 

3K is the cubic force-field parameter 

4K is the quartic force-field parameter 

b is the bond length  

b0 is the reference value of the bond length (min. energy   

 state) 
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θ0 is the reference value of the bond angle 

Φ is the torsion angle 

  is the out-of-plane coordinates 

qi is the atomic partial charge on atom i 

rij is the distance between atom i and atom j 

Bij is the minimum Van de Waals interaction energy 

r0ij is the distance where Bij occurs 

r0ij and Bij are computed from the individual atomic parameters by the Waldman-Hagler 

combination rules [45]. This rule is an approximation (combination rule) aimed at 

reducing extensive calculations related to non-bond interactions. With this rule, van der 

Waals interaction parameters that are defined for the heterogeneous atom pairs are named 

off-diagonal parameters. When off-diagonal parameters are not available for such atom 

pairs, they are calculated by averaging individual values for each of the two atom types 

using the 6th-power combination rule. 

   
1

6 60 0
0
, 2

i j
i j

r r
r

 
 
 
         (25)

 

   

   

3 30 0

, 6 60 0

.
2 . i j

i j i j

i j

r r

r r
  

 
 
 
        (26)

 

where Bi , Bj , r0j and r0i are the individual atomic parameters. 

Finally, the energy summation also has a significant dependence on the number of atoms 

in the system. To reduce the computational efforts, non-bond interactions are simply 

calculated to a cutoff distance only. Interactions beyond this distance are ignored.  
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Choosing a time-step is also an important part of correctly running a molecular dynamics 

simulation algorithm. Unfortunately, there are no hard rules for calculating the most 

appropriate time-step. It is simply known that if the time-step is too small, the particles‟ 

trajectory will only cover a limited proportion of the phase space (computational wastes), 

and if it is too large, instabilities will arise in the integration algorithm due to high energy 

overlaps between atoms. Such instabilities generally lead to violations of energy or 

numerical overflow. 

 

4.2 Periodic Boundary Condition 

The term Periodic boundary condition [21] refers to the simulation of structures 

consisting of a periodic lattice of identical subunits. By applying periodic boundaries to 

simulations, the influence, for example, of bulk solvent or crystalline environments can 

be included, thereby improving the rigor and realism of a structure. 

 

 

Fig 4.1:  Periodic boundary condition 

 

Small sample size means that, unless surface effects are of particular interest, periodic 

boundary conditions need to be used. If we consider 1000 atoms arranged in a 10×10 ×10 

cube, nearly half the atoms are on the outer faces, and these will have a large effect on the 

measured properties. Even for 106 = 1003 atoms, the surface atoms amount to 6% of the 

total, which is still nontrivial. Surrounding the cube with replicas of itself takes care of 

this problem. Provided the potential range is not too long, we can adopt the minimum 
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image convention that each atom interacts with the nearest atom or image in the periodic 

array. In the course of the simulation, if an atom leaves the basic simulation box, attention 

can be switched to the incoming image. This is shown in Figure 4.1.  

In any periodic system containing polymers, it is clear that the atoms from the same 

molecule may lie in different cells. All polymer chains whose tailmost backbone atoms lie 

in the central cell are referred to as parent molecules and all others as image molecules. 

Moreover, when discussing dynamics simulations, the term parent is used to refer to those 

molecules whose tailmost backbone atoms are contained within the central cell at the 

beginning of the simulation, even if they subsequently drift into neighboring cells during 

the course of the simulation. In addition, since it is occasionally necessary to refer to 

atoms rather than molecules, all atoms that initially lie within the central cell are referred 

to as parent atoms, and all other atoms as images. One of the characteristics of a periodic 

system is that, during a dynamics simulation, all image atoms move in exactly the same 

manner as their parent atoms (that is, with the same velocity vectors, etc.). Consequently, 

when an atom leaves the central cell through one side (face), its image simply enters 

through the opposite side (face). 

 

4.3 Stress 

 

 

Fig 4.2: Diagram of parameters used to compute stresses in the simulations [46] 
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In general, the stress in a solid (or a group of interacting particles in the form of a solid) is 

defined as the change in the internal energy (in the thermodynamic sense) with respect to 

the strain per unit volume. For example, at the continuum level, the stress tensor, ζij, for a 

linear-elastic material is [47] 

1
ij

ij S

E
V




 
    

         (27) 

where V is the volume of the solid, E is the total internal energy, εij is the strain tensor, 

and the subscript S denotes constant entropy. When the internal energy is equal to the 

strain energy of the solid, then Hooke‟s law may be derived from Eq. (27). Furthermore, 

if the strain energy is expressed in terms of an applied force acting over the surface area 

of a solid, then a more familiar form of stress as force per unit area is derived. 

At the atomic level, the total internal energy given in Eq. (27) can be expressed as the 

summation of the energies of the individual atoms E  that compose the solid: 

   
21

2
E T U M r        

      (28)
 

where for each atom α, T  is the kinetic energy, U   is the potential energy, M   is the 

mass,   is the magnitude of its velocity, and  (r) is the potential energy at the atom 

location r. Using a Hamiltonian based on these individual energy contributions, Eα, it has 

been shown that the stress contribution, ζα
ij, for a given atom is, 

1
ij i j i jM v v F r

V
     





 

   
 


       (29)

 

where V  is the atomic volume of atom α, iv  is the i-component of the velocity of atom 

α, jv  is the j-component of the velocity of atom α, iF is the i-component of the force 

between atoms α and β obtainable from the derivative of the potential Φ(r), and jr  is the 

j-component of the separation of atoms α and β [48,49]. These parameters are shown in 

Fig. 4.2 as well. 
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4.4 Strain 

 

Fig. 4.3: Definitions of the strains applied to the composites [46] 

 

For each increment of applied deformation, a uniform strain was prescribed on the entire 

MD model. For the longitudinal and transverse deformations, pure states of the strains ε11 

and ε22, respectively, were initially applied (Fig. 4.3). The application of strain was 

accomplished by uniformly expanding the dimensions of the MD cell in the direction of 

the deformation and re-scaling the new coordinates of the atoms to fit within the new 

dimensions. 

After this initial deformation, the MD simulation was continued and the atoms were 

allowed to equilibrate within the new MD cell dimensions. This process was carried out 

for the subsequent increments of deformation [46]. 
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4.5 Mechanical Properties 

Any body or element thereof, which is acted on by external forces is in a state of stress. 

Moreover, if the body is in equilibrium, the external stress must be exactly balanced by 

internal forces. In general, stress is a second rank tensor with nine components as follows: 

11 12 13

21 22 23

31 32 33

  

  

  

 
 
 
  

 

The application of stress to a body results in a change in the relative positions of particles 

within the body, expressed quantitatively via the strain tensor [33]: 

11 12 13

21 22 23

31 32 33

  

  

  

 
 
 
  

 

For a parallelepiped (for example, a periodic simulation cell) characterized in some 

reference state by the three column vectors a0, b0, c0, and by the vectors a, b, c in the 

deformed state, the strain tensor is given by [33]: 

 
1 1

0 0
1 1
2

Th Gh


  
           (30)

 

where h0 denotes the matrix formed from the three column vectors a0, b0, c0, h denotes the 

corresponding matrix formed from a, b, c, T denotes the matrix transpose, and G denotes 

the metric tensor hTh. 

The elastic stiffness coefficients, relating the various components of stress and strain are 

defined by [33]: 

2

0

1lm
lmnk

nk lm nkT T

AC
V



  

 
 
  

       (31)
 

where A denotes the Helmholtz free energy. For small deformations, the relationship 

between the stresses and strains may be expressed in terms of a generalized Hooke's law: 

lm lmnk nkC            (32) 
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or, alternatively: 

lm lmnk nkS            (33) 

where Slmnk denotes the compliance components. 

In view of the fact that both the stress and strain tensors are symmetric, it is often 

convenient to simplify these expressions by making use of the Voigt vector notation. 

Stress is represented as [33]: 

11 12 13 1 6 5

21 22 23 6 2 4

31 32 33 5 4 3

     

     

     

   
   


   
      

 

For example: 

 11 22 33 23 13 12
T

        

while strain is represented as [33]: 

6 5
1
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For example: 

 11 22 33 23 13 12
T

        

The generalized Hooke's law is thus often written as [33]: 

i ij jC            (34) 
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For an isotropic material, the stress-strain behavior can be fully described by specifying 

only two independent coefficients. The resulting stiffness matrix may be written as [33]: 

2 0 0 0
2 0 0 0

2 0 0 0
0 0 0 0 0
0 0 0 0 0
0 0 0 0 0

   

   

   







 
 


 
 
 
 
 
 
   

where λ and μ are referred to as the Lamé coefficients. For the isotropic case, the familiar 

elastic moduli may be written in terms of the Lamé coefficients as follows [33]: 

Young‟s Modulus,  3 2E  


 

 
  

       (35)
 

Poisson‟s Ratio,  
 2



 


       (36)

 

Bulk Modulus,  2
3

K   
      (37)

 

Shear Modulus,  G         (38) 

 

4.6 Rule-of-Mixture Analysis 

For a nanocomposite under uniaxial loading, the dependence of the elastic modulus on the 

CNT volume fraction can be estimated by the rule of mixtures [50]. The longitudinal 

elastic modulus, Y, of the composite cell with long CNTs under isostrain conditions is: 

CNT CNT m mY Y f Y f          (39) 

where YCNT and Ym are the effective longitudinal elastic modulus of the CNT and the 

polymer matrix, respectively, and fCNT and fm are the volume fractions occupied by the 

CNT and the polymer matrix, respectively. The volume fractions satisfy 

1CNT mf f           (40) 
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The CNT volume fraction is an important variable in determining the composite 

mechanical properties. Since the polymer matrix does not penetrate the CNTs, and the 

(6,6) SWNT used in the present work has a radius small enough to be thought of as a 

solid beam [51]. Therefore its effective volume fraction, fCNT, includes the entire CNT 

cross-section and is defined by, 

2

2
vdW

CNT

CNT
cell

hR
f

A


 

 
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        (41)
 

where hvdW is the equilibrium van der Waals separation distance between the CNT and the 

matrix, and Acell is the cross-sectional area of the unit cell transverse to the nanotube axis. 

The van der Waals separation distance depends on the nature of the CNT–polymer 

interfacial interactions. 
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CHAPTER 5 

 

EFFECT OF TUBE DIAMETER, LENGTH AND CHIRALITY ON 

MECHANICAL PROPERTIES 

5.1 Background  

Carbon nanotubes (CNTs) have been the subject of intense research due to their 

exceptional mechanical, thermal and electrical properties [52–55]. The mechanical load 

carrying capacities of CNTs in nanocomposites have also been demonstrated on some 

experiments [56–58]. Qian et al. [56] have reported that an addition of just 1 wt% CNTs 

resulted in a 25% increase in the tensile strength for polystyrene based composite films. 

In general, an accurate assessment of the properties of individual CNTs is essential for the 

development of CNT-based reinforced composites. 

Experiment methods for measuring the mechanical properties are based mainly on the 

techniques of transmission electron microscopy (TEM) and atomic force microscopy 

(AFM). The first experimental measurement of the elastic modulus in multi-walled 

carbon nanotubes (MWNTs) has given a value 1.8 ± 0.9 TPa obtained by measuring 

thermal vibration method [59]. Later, a slightly lower value of 1.28 ±0.59 TPa was been 

obtained by Wong et al. [60] using the tip of AFM to bend anchored MWNTs. Yu et al. 

[61] have found the tensile strength and modulus of single walled carbon nanotubes 

(SWNTs) to be in the range from 11 to 63 GPa and 0.27 to 0.95 TPa respectively. 

Krishnan et al. [62] have measured the elastic modulus of SWNTs in the diameter range 

1.0–1.5 nm. The mean value of 27 nanotubes has been estimated to be around 1.25 TPa. 

These experiments have contributed to confirming that CNTs have exceptional 

mechanical properties. Due to the experimental error bars, however, it is rather difficult to 

directly state the dependence of chirality on the strength of CNTs. 

The theoretical [63-73] and experimental [74-77] results obtained for the Young‟s moduli 

of CNTs vary widely. Using an empirical force-constant model, Lu [63] established an 

average Young‟s modulus of approximately 1 TPa for a series of single-walled carbon 

nanotubes (SWNTs) and concluded that the modulus is insensitive to the tube‟s structural 



40 
 

parameters, e.g. its radius and helicity. Yakobson et al [64] simulated the structural 

instability of SWNTs under axial compression and obtained Young‟s moduli ranging 

from 1.4 to 5.5 TPa. 

Robertson et al [65] reported that the Young‟s modulus for a nanotube is smaller than that 

of a graphene sheet. Cornwell and Wille [66] developed a simple mathematical formula to 

approximate the Young‟s modulus of nanotubes with a wide range of tube radii. 

Quantum mechanical-based methods such as the ab initio and tight-binding (TB) schemes 

have also been employed to predict the Young‟s moduli of nanotubes [67–70]. S´anchez-

Portal [68] performed ab initio calculations based on pseudo-potential density function 

theory and established that the Young‟s moduli of SWNTs range from 0.95 to 1.10 TPa. 

The numerical results indicated that the Young‟s modulus of graphene was smaller than 

that of a (5, 5) nanotube. Similar findings were also reported by Peralta-Inga et al [70], 

who used a density functional tight-binding (DFTB) approach to study the elastic 

properties of a series of SWNTs with diameters ranging from 0.55 to 1.08 nm. The results 

showed that the Young‟s modulus decreased with increasing tube radius and approached 

the modulus of a graphene sheet in the limiting case. 

Computational simulation for predicting mechanical properties of CNTs has been 

regarded as a powerful tool relative to the experimental difficulty. To perform the 

complicated calculation, however, an available computational power of computer 

hardware and simulation software is demanded for the MD and quantum mechanics 

methods. Therefore, a well established nano scale continuum model between molecular 

and solid mechanics is a challenging task for computer simulation in engineering. 

 

5.2 Molecular Modeling of SWCNT 

The molecular models of SWNTs with different diameters and chirality were established 

with use of Materials Studio 4.3®. The electronic structures of the all carbon atoms in the 

SWNT models were sp2 hybridization. The unsaturated boundary effect was avoided by 

adding hydrogen atoms at the ends of the SWNTs. Each C-C bond length was 1.42 Å and 

each C-H bond length was 1.14 Å. The hydrogen atoms had charges of +0.1268 e and the 

carbon atoms connecting hydrogen atoms had charges of -0.1268 e, thus the neutrally 

charged SWNTs were constructed. The computer graphics picture of (5, 5) (6, 6) (7, 7) (8, 
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8) (9, 9) (10, 10) and (7, 0) (8, 0) (9, 0) (10, 0) (11, 0) (12, 0) SWNT models are shown in 

Figure 5.1 and Figure 5.2 respectively. 

              
 (5, 5)    (6, 6)    (7, 7) 

 

                       
  (8, 8)    (9, 9)    (10, 10) 

Fig. 5.1: Molecular model of armchair SWNTs with different chirality 

              
      (7, 0)   (8, 0)    (9, 0) 
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     (10, 0)     (11, 0)                   (12, 0)   

Fig. 5.2: Molecular model of zigzag SWNTs with different chirality 

 

5.3 Molecular Dynamics Simulation of SWCNTs 

One of the primary aims of the present study is to determine the elastic constant of single-

wall carbon nanotubes of different chirality. Molecular dynamics simulation runs of 

SWCNT with different chirality were carried out under the constant number of particle, 

constant pressure and constant temperature (NPT) ensemble.  

The aspect ratio of the nanotubes, which is the length-to-radius ratio, is set to be greater 

than 10 to ensure that edge effects can be neglected. 

At first, an energy minimization was performed to obtain a minimum energy state of the 

nanotube without any applied deformation.  The first step consists of a conjugate 

gradients minimization of the periodic system, after which the energy attained a constant 

minimum value. Following this initial stage, the constant-strain energy minimization 

method was applied to calculate the elastic moduli of the periodic system. In general, the 

stress in a solid (or a group of interacting particles in the form of a solid) is defined as the 

change in the internal energy per unit volume with respect to the strain. Small strains 

were applied to a periodic structure at an energy minimum. The application of strain was 

accomplished by uniformly expanding the dimensions of the simulation cell in the 

direction of the deformation and re-scaling the new coordinates of the atoms to fit within 

the new dimensions. The structure was then re-minimized keeping the lattice parameters 
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fixed, and the resultant stress in the minimized structure was measured. This was repeated 

for a series of strains. The variation of the measured stress as a function of applied strain 

was used to derive the stiffness matrix. 

 

5.4 Results and Discussion  

Six zigzag and six armchair nanotubes with increasing radiuses were selected to consider 

the effects of radius and chirality. 

 

Table 5.1: Summary of numerical values for number of atoms, radius and length of different    

      armchair and zigzag SWNTs 

Nanotubes   No. of atoms  Radius (nm)  Length (nm)   

Armchair (5, 5)   300   0.34   3.44   

Armchair (6, 6)   432   0.41   4.18   

Armchair (7, 7)   560   0.47   4.67  

Armchair (8, 8)   736   0.54   5.41  

Armchair (9, 9)   936   0.61   6.15 

Armchair (10, 10)   1160   0.68   6.89 

Zigzag (7, 0)    210   0.27   2.98  

Zigzag (8, 0)    272   0.31   3.41  

Zigzag (9, 0)    342   0.35   3.83  

Zigzag (10, 0)    420   0.39   4.26  

Zigzag (11, 0)    506   0.43   4.68 

Zigzag (12, 0)    600   0.47   5.11 
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Different mechanical properties of these SWNTs derived from MD simulations are listed 
in Table 5.2:  
 

Table 5.2: Summary of numerical results for elastic modulus, bulk modulus, shear modulus and  

     Poisson’s ratio of different SWNTs 

Nanotubes   Young’s  Bulk  Shear  Poisson’s   
Modulus Modulus Modulus Ratio 
(TPa)  (GPa)  (GPa)   

 
Armchair (5, 5)    0.974  137  66  0.32   

Armchair (6, 6)    0.911  133  62  0.33   

Armchair (7, 7)    0.852  127  57  0.33   

Armchair (8, 8)    0.796  120  54  0.38  

Armchair (9, 9)    0.748  113  50  0.40 

Armchair (10, 10)    0.707  105  47  0.26 

Zigzag (7, 0)     1.023  141  71  0.29  

Zigzag (8, 0)     0.990  138  68  0.32  

Zigzag (9, 0)     0.956  136  65  0.29  

Zigzag (10, 0)     0.920  133  62  0.33  

Zigzag (11, 0)     0.885  130  60  0.32 

Zigzag (12, 0)     0.852  127  58  0.23 

 
 

Different graphs are plotted taking Young‟s modulus vs. nanotube radius, bulk modulus 

vs. nanotube radius and shear modulus vs. nanotube radius. 
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Fig. 5.3: Variation of MD simulated Young’s modulus, bulk modulus and shear modulus of 

armchair SWNTs with increasing radius 

 

 

Fig. 5.4: Variation of MD simulated Young’s modulus, bulk modulus and shear modulus of zigzag 

SWNTs with increasing radius 
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Fig. 5.5: Variation of MD simulated Young’s modulus of both armchair and zigzag SWNTs with 

increasing tube length 

 

The axial Young‟s modulus of arm-chair SWNT with (5, 5) chirality is 0.974 GPa 

whereas the axial Young‟s modulus of zigzag SWNT with (7, 0) chirality is 1023 GPa 

(more than 1 TPa). These are in good agreement with experimentally obtained values by 

other researchers [78-82]. As the tube radius increases the Young‟s modulus also seems 

to decrease. The arm-chair (10, 10) SWNT which has a radius of 0.68 nm has a Young‟s 

modulus of 0.707 GPA and zigzag (12, 0) SWNT which has a radius of 0.47 nm has a 

Young‟s modulus of 0.852 GPa. From computation it can be said that, the axial Young‟s 

modulus of both arm-chair and zigzag SWNTs decreases with increasing diameter of the 

nanotubes. There seems a clear diameter dependent trend in agreement with experimental 

observation.  

The MD result shows the axial Young‟s modulus of armchair (7, 7) SWCNT, whose 

radius is approximately equal to that of the zigzag (12, 0) SWCNT is very similar to that 

of the zigzag (12, 0) SWCNT. Therefore, it can be concluded that the elastic modulus of a 
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Young‟s Modulus is estimated from MD simulation. For both arm-chair and zigzag 

CNTs, the value of Young‟s modulus is identical irrespective of the tube length. 

Therefore, it can be inferred that the Young‟s modulus of the nanotube is independent of 

the tube length. 

Similarly, the Figure 5.5 shows that, both the bulk modulus and shear modulus also 

decrease linearly with increasing tube radius. But the Poisson‟s ratio shows no such 

relation with the CNT diameters.  
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CHAPTER 6 

 

EFFECT OF RESIN ON NANOCOMPOSITES 

6.1 Background 

Carbon nanotubes (CNTs) are potential additives to polymeric materials due to the 

potential for their enhancement of the structural, mechanical and electronic properties of 

the resulting composite [6]. However, improvements in properties are by no means 

guaranteed, and the results are often sensitive to the particular polymer chosen, in 

addition to the quantity and quality of CNTs used in the composite. If we attempt to trace 

what controls the performance of materials, we can identify that properties of materials 

are largely dictated by the atomic structure, composition, microstructure, defects and 

interfaces in materials [83]. As a result, it is very important to quantitatively understand 

the mechanics and physics of nano-structured materials, and only then we can effectively 

employ them in multi-scale material design. 

S. B. Sane, T. Cagin, W. A. Goddard and W. G. Knauss studied the bulk response of 

amorphous PMMA using molecular dynamics simulation [84]. Later, Y. Han and J. 

Elliott [6] estimated the elastic properties of polymer/carbon nanotube composites for 

different volume fraction of CNT. The simulation results support the idea that it is 

possible to use CNTs to mechanically reinforce an appropriate polymer matrix, especially 

in the longitudinal direction of the nanotube. In addition, the results show that detailed 

interfacial ordering effects cannot be ignored when interactions between the nanotube and 

polymer matrix are strong. The comparison of the simulation results with the macroscopic 

rule-of-mixtures for composite systems showed that for strong interfacial interactions, 

there can be large deviations of the results from the rule-of mixtures.  

Adnan et al. [85] studied the effect of filler size on the elastic properties of particle 

reinforced polymer nanocomposites. Linear elastic constant and bulk modulus are 

evaluated by assuming isotropic materials symmetry for both PE neat and 

nanocomposites. A simulation result demonstrates that elastic properties of 

nanocomposites are significantly improved with the reduction of bucky-ball size. 
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Odegard et al. [86] modeled the mechanical properties of nanocomposites using silica 

nanoparticle. A continuum-based elastic micromechanics model is developed for silica 

nanoparticle/polyimide composites with various nanoparticle/polyimide interfacial 

treatments. It is found that specific silica nanoparticle/polyimide interface conditions have 

a significant effect on the composite mechanical properties. 

Gou et al. [87] used molecular mechanics and molecular dynamics simulations to study 

the molecular interaction and load transfer in presence of single–walled carbon nanotube 

ropes. The simulation result showed that individual nanotubes had stronger interactions 

with epoxy resins and, therefore, provided better load transfer than the nanotube rope. 

Zhu et al. [88] studied the stress-strain behavior of carbon-nanotube reinforced Epon-862 

composites using molecular dynamics simulation. The result shows that with increasing 

strain in the longitudinal direction the Young‟s modulus of CNT increases whilst that of 

the EPON 862 composite or matrix decreases. Furthermore, a long CNT can greatly 

improve the Young‟s modulus of the EPON 862 composite. The MD simulated stress-

strain relation is also compared to that predicted based on simple the rule of mixture. 

While the two curves are very close to each other at low strain level, the curve from rule-

of-mixture is always above from MD. 

Al-Ostaz et al. [89] employed MD simulation of SWNT-polymer composite using PE as 

polymer matrix. Results obtained from various types of loadings applied to SWCNT 

show that SWCNTs are transversely isotropic. Elastic constants are the same for SWCNT 

under various loadings. Thus, SWCNT behaves as a linear elastic material. The 

simulation of various SWCNT clusters establishes the fact that clusters of nanotubes have 

lower transverse properties when compared to individual nanotubes. SWCNTs lose their 

circularity when a polymer chain is placed in their vicinity. This shows that their 

transverse properties are comparatively poor.  

Frankland et al. [90] used molecular dynamics (MD) simulations to generate the stress-

strain behavior of polymer-carbon nanotube (NT) composites mechanically loaded in 

both the longitudinal and transverse directions. Molecular dynamics (MD) simulations 

were used to generate the stress-strain behavior of polymer-carbon nanotube (NT) 

composites mechanically loaded in both the longitudinal and transverse directions. Two 

NT geometries, long continuous fibers and short discontinuous fibers, were investigated. 
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The simulated stress-strain curves were compared with results calculated from the rule of 

mixtures.  The stiffest behavior, and the one closest to approaching the stiffness obtained 

by using the rule of mixtures, was observed for the longitudinally loaded, long continuous 

NT composite. An increase in the aspect ratio of the NT in this composite is anticipated to 

lead to further enhancement of the stress–strain curve and greater differences between the 

longitudinal and transverse stress–strain behavior. 

Yang et al. [91] performed molecular dynamics simulations of polyethylene/fullerene 

(PE/C60) nanocomposites with different fullerene contents. The simulation results show 

that, as the C60 content increases, the crystallinity of the ultimate structures of PE/C60 

nanocomposites decreases. 

Chowdhury et al. [92] investigated the effects of the matrix density, chemical cross-links 

in the interface and geometrical defect in the CNT on the interfacial shear strength (ISS) 

of CNT reinforced polyethylene composites. For this purpose, CNT pull-out from the 

polymer matrix has been simulated by the molecular dynamics method. The result shows 

that, with the increase of matrix density ISS increases and the presence of chemical cross-

links in the interface increases the ISS of CNT–polymer composites. 

Yang et al. [93] studied the mechanical properties of carbon nanotube embedded gold 

composite using MD simulation. The computational results show that the increase in 

Young‟s modulus of the long CNT-embedded gold composite over pure gold is much 

large. From the simulation, we also find that the yield stress and the yield strain of short 

CNT-embedded gold composite are evidently less than that of the nano-single crystal 

gold. 

My research work will present classical molecular dynamics (MD) simulations of model 

polymer/CNT composites constructed by embedding a single wall (6, 6) CNT into five 

different amorphous polymer matrices: poly(methyl methacrylate) (PMMA), 

polypropylene (PP), polyethylene (PE), Polystyrene (PS) and Nylon 6 (PA6) respectively. 

A constant-strain energy minimization method was then applied to calculate the axial 

elastic modulus, bulk modulus, shear modulus and compressibility of the composite 

system.  
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6.2 PMMA/CNT Composite System 
 

6.2.1 Building Molecular Model of the Polymer Matrix 

Polymethyl methacrylate (PMMA), which is widely used in engineering and for many 

utility items, has been chosen as the matrix material for construction of the composite. An 

amorphous polymer matrices of PMMA free from finite size effects and any residual 

stresses is built taking two chains of syndiotactic PMMA with fifty monomer units per 

chain. The simulation cell was then subjected to periodic boundary condition. The 

periodic box is constructed using COMPASS force field parameter with initial density of 

0.1 g/cm3. The equilibrium state in MD requires fulfillment of two major criteria – to 

achieve energy stabilized state at a prescribed temperature and to obtain minimum stress 

state for the periodic box. The stable state was achieved by subjecting the model to NVT 

ensemble simulation. In the second step, the unit cell size was adjusted to minimize the 

initial stresses using NPT ensembles for several thousand steps depending on the 

molecular model and cell size.  At the end of these steps, the molecular model was 

believed to be relaxed at 298 K with minimum initial stress. During NPT dynamics the 

density of the matrix is increased by reducing the lengths of the unit cell.  The density of 

the final matrix was 1.18 g/cm3 which is the experimental density value of amorphous 

PMMA at a temperature of 298 K and a pressure of 1 atm. A time step of 1 fs is used for 

all the simulations. A single polymer chain of PMMA and an amorphous PMMA matrix 

with correct density and residuals stresses are shown in Figure 6.1 and 6.2 respectively. 

 

  

Fig. 6.1: Computer constructed polymer chain of PMMA 
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Fig 6.2: PMMA amorphous cell 

 

 

6.2.2 Calculation of Mechanical Properties of the Polymer System 

The constant-strain energy minimization method was applied to calculate the elastic 

moduli of the amorphous polymer. In general, the stress in a solid (or a group of 

interacting particles in the form of a solid) is defined as the change in the internal energy 

per unit volume with respect to the strain. Small strains were applied to a periodic 

structure at an energy minimum. The application of strain was accomplished by 

uniformly expanding the dimensions of the simulation cell in the direction of the 

deformation and re-scaling the new coordinates of the atoms to fit within the new 

dimensions. The structure was then re-minimized keeping the lattice parameters fixed, 

and the resultant stress in the minimized structure was measured. This was repeated for a 

series of strains. The variation of the measured stress as a function of applied strain was 

used to derive the stiffness matrix. Since the periodic computation cell is triclinic, the 

system is not isotropic. Thus the Young‟s modulus of the PMMA matrix constructed was 

calculated by taking the average value in the x, y and z directions. The final mechanical 

properties of the simulated system are shown in the Table 6.1. 
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Table 6.1: Simulated properties of amorphous PMMA 

Amorphous PMMA 

Density 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Poisson‟s Ratio 

1.184 g/cm3 

2.727 GPa 

1.608 GPa 

1.120 GPa 

0.37 

 

These values are in good agreement with experimentally established values [6][84][94-

95]. 

 

6.2.3 Study of PMMA/CNT Composite System 

Atomic scale modeling of a polymer/CNT composite system is rather challenging 

because of the significant number of atoms involved, and equilibration times for the 

polymer that are orders of magnitude longer than a few nanoseconds, which is typically 

the limit of large classical molecular dynamics simulations. Thus, the present simulation 

work is focused on composite systems with a large CNT volume fraction (>10%) in order 

to reduce the total size of the model. Although experimental systems typically contain 

much lower volume fractions of CNTs, this simulation results can help to understand 

interfacial behavior on an atomic scale, and can make useful predictions for lower CNT 

volume fraction enhancement by extrapolation. 

The simulation cell for the composite consists of single (6, 6) SWCNT embedded in 

PMMA matrix. The dimension of the simulation cell was maintained as 2.4127 nm× 

2.4127 nm × 2.4127 nm. 

Then the energy of the polymer/CNT composite system is minimized using conjugate 

gradient method. The energy minimization is followed by a long time NVT dynamics 

process to obtain a stable CNT reinforced PMMA composite. The periodic boundary 

condition is applied to replicate the cell in all three directions and that the simulation is 

carried out at temperature of 298 K with a 1 fs time step. 
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Fig. 6.3: CNT (6, 6) reinforced PMMA matrix 

 

After the forgoing procedures, the radial distribution function (RDF) g(r) was calculated 

for all non-bonded VDW atom pairs which comprise atoms that contribute to non-bonded 

energy. There g(r) functions were then utilized to estimate VDW separation distance or 

gap (hvdW), henceforth referred here as VDW zone was also calculated for comparison. 

 

 

Fig. 6.4: Radial distribution function (RDF) for the PMMA/CNT composite system.  
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Following equilibration, the amorphous model of PMMA/CNT composite was then 

subjected to constant-strain minimization for the calculation of mechanical properties. 

The position of the CNT was kept unchanged in order to maintain the unreformed shape 

of the CNT. Using this technique a uniform strain field (0.5%) was applied to the periodic 

cell. Various strain components resulting from applied strains were recorded to derive the 

stiffness matrix.  

The final mechanical properties of the polymer/composite system are shown in the Table 

6.2. 

Table 6.2: Simulated properties of PMMA/CNT composite system 

PMMA/CNT composite system 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Compressibility 

95.017  GPa 

34.81  GPa 

6.97  GPa 

41.3  TPa-1 

 

After MD minimization the VDW separation distance between the CNT and the PMMA 

matrix is found to be about 0.226 nm and the volume fraction of the CNT (fCNT) is 

calculated as 14.6%. 

 
Table 6.3: Summary of numerical results for elastic modulus of PMMA/CNT composite system 

 
Molecular dynamics results Rule of mixtures 

Longitudinal Young‟s modulus (GPa) 

Transverse Young‟s modulus (GPa) 

95.017 

3.804 

104.5 

3.15 

 

From the Table 6.3, we can see that subjected to transverse loading condition, there is no 

strong reinforcement of the matrix. This is because the matrix material sustains most of 

the load in the transverse direction, and also the Young‟s modulus for SWNTs in the 

transverse direction (30 GPa in the present calculation) is very small compared with that 
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of the longitudinal direction (700 GPa in the present calculation). However, in the 

longitudinal direction, the Young‟s modulus clearly increases since the CNTs carried 

most of the load in this direction.  

A longitudinal modulus of 700 GPa and transverse modulus of 30 GPa for (6, 6) SWNT 

were used here. These modulus values were calculated via constant strain energy 

minimization method for a hexagonal, infinitely periodic SWNT bundle. The 2D unit cell 

formed by the centers of adjacent SWNTs in the bundle therefore defined the transverse 

cross-sectional area per tube. A value of 700 GPa calculated using this method is 

equivalent to about 1 TPa when considering an isolated single wall nanotube modeled as 

a solid beam. This value is within the range of most of the theoretical and experimental 

results [6]. 
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6.3 Polystyrene (PS)/CNT Composite System 
 

6.3.1 Building Molecular Model of the Polymer Matrix 

The matrix utilized in this simulation is polystyrene. Polystyrene is a vinyl polymer. 

Structurally, it is a long hydrocarbon chain, with a phenyl group attached to every other 

carbon atom. Polystyrene is produced by free radical vinyl polymerization, from the 

monomer styrene. A chain of polystyrene was first created with 50 repeat units. A 

periodic cell was then constructed with two chains of the atactic polystyrene molecule 

with initial density of 0.1 g/cm3 using the COMPASS force field parameters. The 

equilibrium state in MD requires fulfillment of two major criteria – to achieve energy 

stabilized state at a prescribed temperature and to obtain minimum stress state for the 

periodic box. The stable state was achieved by subjecting the model to NVT ensemble 

simulation for 50 ps. In the second step, the unit cell size was adjusted to minimize the 

initial stresses using NPT ensembles for several thousand steps depending on the 

molecular model and cell size.  At the end of these steps, the molecular model was 

believed to be relaxed at 298 K with minimum initial stress. During NPT dynamics the 

density of the matrix is increased by reducing the lengths of the unit cell.  The density of 

the final matrix was 1.03 g/cm3 which is very close to the experimental value of 1.05 

g/cm3 at a temperature and pressure of 298 K and 1 atm respectively. A time step of 1 fs 

is used for all the simulations. A single polymer chain of atactic polystyrene and an 

amorphous polymer matrix of PS with correct density and zero residuals stresses are 

shown in the Figure 6.5 and 6.6 respectively. 

 

Fig. 6.5: Computer constructed polymer chain of PS 



58 
 

 

Fig 6.6: PS amorphous cell 

 

6.3.2 Calculation of Mechanical Properties of the Polymer System 

The constant-strain energy minimization method was applied to calculate the elastic 

moduli of the amorphous polymer. In general, the stress in a solid (or a group of 

interacting particles in the form of a solid) is defined as the change in the internal energy 

per unit volume with respect to the strain. Small strains were applied to a periodic 

structure at an energy minimum. The application of strain was accomplished by 

uniformly expanding the dimensions of the simulation cell in the direction of the 

deformation and re-scaling the new coordinates of the atoms to fit within the new 

dimensions. The structure was then re-minimized keeping the lattice parameters fixed, 

and the resultant stress in the minimized structure was measured. This was repeated for a 

series of strains. The variation of the measured stress as a function of applied strain was 

used to derive the stiffness matrix. Since the periodic computation cell is triclinic, the 

system is not isotropic. Thus the Young‟s modulus of the PS matrix constructed was 

calculated by taking the average value in the x, y and z directions. The final mechanical 

properties of the simulated system are shown in the Table 6.4. 
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Table 6.4:  Simulated properties of amorphous PS 

Amorphous PS 

Density 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Poisson‟s Ratio 

1.03 g/cm3 

3.217 GPa 

2.495 GPa 

1.252 GPa 

0.29 

 

These values are in good agreement with experimentally established values [94-97]. 

 

6.3.3 Study of PS/CNT Composite System 

A (6, 6) SWNT was placed in the centre of the periodic simulation cell. Thus, after the 

addition of the SWNT the composite cell is composed of a fragment of SWNT fully 

embedded inside the polystyrene. The dimension of the simulation cell was maintained as 

2.529 nm× 2.529 nm × 2.529 nm. 

Then the energy of the PS/CNT composite system is minimized using conjugate gradient 

method. The energy minimization is followed by a long time NVT dynamics process to 

obtain a stable CNT reinforced PS composite. We also remark that, the periodic boundary 

condition is applied to replicate the cell in all three directions and that the simulation is 

carried out at temperature of 298 K with a 1 fs time step. 
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Fig. 6.7: CNT (6, 6) reinforced PS matrix 

 

After the forgoing procedures, the radial distribution function (RDF) g(r) was calculated 

for all non-bonded VDW atom pairs which comprise atoms that contribute to non-bonded 

energy. There g(r) functions were then utilized to estimate VDW separation distance or 

gap (hvdW), henceforth referred here as VDW zone was also calculated for comparison. 

 

 

Fig. 6.8: Radial distribution function (RDF) for the PS/CNT composite system. 
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Following equilibration, the PS/CNT composite was then subjected to constant-strain 

minimization for the calculation of mechanical properties. The position of the CNT was 

kept unchanged in order to maintain the unreformed shape of the CNT. Using this 

technique a uniform strain field (0.5%) was applied to the periodic cell. Various strain 

components resulting from applied strains were recorded to derive the stiffness matrix.  

The final mechanical properties of the polymer/composite system are shown in Table 6.5. 

Table 6.5: Simulated properties of PS/CNT composite system 

PS/CNT composite system 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Compressibility 

 110.8 GPa 

 12.1  GPa 

 5.41  GPa 

 215  TPa-1 

 

After MD minimization the VDW separation distance between the CNT and the PS 

matrix is found to be about 0.25 nm and the volume fraction of the CNT (fCNT) is 

calculated as 14.1%. 

 
Table 6.6: Summary of numerical results for elastic modulus of PS/CNT composite system 

 
Molecular dynamics results Rule of mixtures 

Longitudinal elastic modulus (GPa) 

Transverse elastic modulus (GPa) 

110.8 

3.37 

101.5 

3.68 

 

From the Table 6.6, we can see that subjected to transverse loading condition, there is no 

strong reinforcement of the matrix. This is because the matrix material sustains most of 

the load in the transverse direction, and also the Young‟s modulus for SWNTs in the 

transverse direction (30 GPa) is very small compared with that of the longitudinal 

direction (700 GPa). However, in the longitudinal direction, the Young‟s modulus clearly 

increases since the CNTs carried most of the load in this direction. 
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6.4 Nylon 6 (PA6)/CNT Composite System 
 

6.4.1 Building Molecular Model of the Polymer Matrix 

The matrix utilized in this simulation is Nylon 6. Nylon 6 is a thermoplastic polyamide 6 

(PA6). A chain of PA6 was first created with 25 repeat units. A periodic cell was then 

constructed with three chains of the isotactic nylon 6 molecule with initial density of 0.1 

g/cm3 using the COMPASS force field parameters. The equilibrium state in MD requires 

fulfillment of two major criteria – to achieve energy stabilized state at a prescribed 

temperature and to obtain minimum stress state for the periodic box. The stable state was 

achieved by subjecting the model to NVT ensemble simulation for 50 ps. In the second 

step, the unit cell size was adjusted to minimize the initial stresses using NPT ensembles 

for several thousand steps depending on the molecular model and cell size.  At the end of 

these steps, the molecular model was believed to be relaxed at 298 K with minimum 

initial stress. During NPT dynamics the density of the matrix is increased by reducing the 

lengths of the unit cell.  The density of the final matrix was 1.082 g/cm3 which is very 

close to the experimental value of 1.084 g/cm3 at a temperature and pressure of 298 K and 

1 atm respectively. A time step of 1 fs is used for all the simulations. A single polymer 

chain of PA6 and an amorphous polymer matrix of PA6 with correct density and zero 

residuals stresses are shown in the Figure 6.9 and 6.10 respectively. 

 

Fig. 6.9: Computer constructed polymer chain of Nylon 6 (PA6) 
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Fig. 6.10: Amorphous Nylon 6 cell 

 

6.4.2 Calculation of Mechanical Properties of the Polymer System 

The constant-strain energy minimization method was applied to calculate the elastic 

moduli of the amorphous polymer. In general, the stress in a solid (or a group of 

interacting particles in the form of a solid) is defined as the change in the internal energy 

per unit volume with respect to the strain. Small strains were applied to a periodic 

structure at an energy minimum. The application of strain was accomplished by 

uniformly expanding the dimensions of the simulation cell in the direction of the 

deformation and re-scaling the new coordinates of the atoms to fit within the new 

dimensions. The structure was then re-minimized keeping the lattice parameters fixed, 

and the resultant stress in the minimized structure was measured. This was repeated for a 

series of strains. The variation of the measured stress as a function of applied strain was 

used to derive the stiffness matrix. Since the periodic computation cell is triclinic, the 

system is not isotropic. Thus the Young‟s modulus of the Nylon 6 matrix constructed was 

calculated by taking the average value in the x, y and z directions. The final mechanical 

properties of the simulated system are shown in the Table 6.8. 

 

 



64 
 

Table 6.7: Simulated properties of amorphous Nylon 6 

Amorphous Nylon 6 

Density 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Poisson‟s Ratio 

1.082 g/cm3 

2.28 GPa 

3.73 GPa 

0.816 GPa 

0.398 

 

These values are in good agreement with experimentally established values [94-95][97-

99]. 

 

6.4.3 Study of Nylon 6/CNT Composite System 

A (6, 6) SWNT was placed in the centre of the periodic simulation cell. Thus, after the 

addition of the SWNT the composite cell is composed of a fragment of SWNT fully 

embedded inside the polyamide 6. The dimension of the simulation cell was maintained 

as 2.353 nm× 2.353 nm × 2.353 nm. 

Then the energy of the Nylon 6/CNT composite system is minimized using conjugate 

gradient method. The energy minimization is followed by a long time NVT dynamics 

process to obtain a stable CNT reinforced Nylon 6 composite. We also remark that, the 

periodic boundary condition is applied to replicate the cell in all three directions and that 

the simulation is carried out at temperature of 298 K with a 1 fs time step. 
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Fig. 6.11: CNT (6, 6) reinforced Nylon 6 matrix 

 

After the forgoing procedures, the radial distribution function (RDF) g(r) was calculated 

for all non-bonded VDW atom pairs which comprise atoms that contribute to non-bonded 

energy. There g(r) functions were then utilized to estimate VDW separation distance or 

gap (hvdW), henceforth referred here as VDW zone was also calculated for comparison. 

 

 

Fig. 6.12: Radial distribution function (RDF) for the Nylon 6/CNT composite system. 
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Following equilibration, the Nylon 6/CNT composite was then subjected to constant-

strain minimization for the calculation of mechanical properties. The position of the CNT 

was kept unchanged in order to maintain the unreformed shape of the CNT. Using this 

technique a uniform strain field (0.5%) was applied to the periodic cell. Various strain 

components resulting from applied strains were recorded to derive the stiffness matrix.  

The final mechanical properties of the PA6/composite system are shown in the Table 6.8. 

Table 6.8: Simulated properties of Nylon 6/CNT composite system 

Nylon 6/CNT composite system 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Compressibility 

50.84  GPa 

10.52  GPa 

2.5  GPa 

112  TPa-1 

 

After MD minimization the VDW separation distance between the CNT and the Nylon 6 

matrix is found to be about 0.149 nm and the volume fraction of the CNT (fCNT) is 

calculated as 13.16%. 

Table 6.9: Summary of numerical results for elastic modulus of PA6/CNT composite system 

 
Molecular dynamics results Rule of mixtures 

Longitudinal tensile modulus (GPa) 

Transverse tensile modulus (GPa) 

50.84 

5.9 

94 

2.6 

 

From the Table 6.9, we can see that subjected to transverse loading condition, there is no 

strong reinforcement of the matrix. This is because the matrix material sustains most of 

the load in the transverse direction, and also the Young‟s modulus for SWNTs in the 

transverse direction (30 GPa in the present calculation) is very small compared with that 

of the longitudinal direction (700 GPa in the present calculation). However, in the 

longitudinal direction, the Young‟s modulus clearly increases since the CNTs carried 

most of the load in this direction. 
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6.5 Polyethylene (PE)/CNT Composite System 

6.5.1 Building Molecular Model of the Polymer Matrix 

The matrix utilized in this simulation is Polyethylene (PE). Polyethylene is a 

thermoplastic commodity polymer created through polymerization of ethylene. The 

ethylene molecule, C2H4 is CH2=CH2, two CH2 connected by a double bond. A chain of 

polyethylene was first created with 50 repeat units. A periodic cell was then constructed 

with five chains of the polyethylene molecule with initial density of 0.1 g/cm3 using the 

COMPASS force field parameters.  

Polyethylene is characterized as a semi-crystalline polymer, made up of crystalline 

regions and amorphous regions. Crystalline regions are those of highly ordered, neatly 

folded, layered and densely packed molecular chains. These occur only when chains 

branching off the sides of the primary chains are small in number. Within crystalline 

regions, molecules have properties that are locally directionally dependent. Where tangled 

molecular chains branching off the molecular trunk chains interfere with or inhibit the 

close and layered packing of the trunks, the random resulting arrangement is of lesser 

density, and termed amorphous. An abundance of closely packed polymer chains results 

in a tough material of moderate stiffness. 

High-density polyethylene resin has a greater proportion of crystalline regions than low-

density polyethylene.  Hypothetically, a completely crystalline polyethylene would be too 

brittle to be functional and a completely amorphous polyethylene would be waxlike, 

much like paraffin. Upon heating, the ordered crystalline structure regresses to the 

disordered amorphous state; with cooling, the partially crystalline structure is recovered.  

This initial periodic model was subjected to the molecular dynamics simulation where an 

equilibration sequence was performed. The equilibrium state in MD requires fulfillment 

of two major criteria – to achieve energy stabilized state at a prescribed temperature and 

to obtain minimum stress state for the periodic box. Initially, the simulation ran for 

10,000 time-steps (Δt=1 fs) using NVT dynamics at 500 K followed by relaxation for 

50,000 time-steps (Δt=1 fs) using NPT dynamics at 500 K. The next relaxation cooled the 

structure down to the desired temperature for 50,000 time-steps followed by further 

relaxation of 50,000 time-steps at the desired temperature. 
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The density of the final semi-crystalline polymer matrix was 0.91 g/cm3 which falls 

within the range of  experimental values for low density polyethylene (0.91-0.94 g/cm3), 

which contains a high degree of short and long chain branching [100]. A single polymer 

chain of polyethylene and an amorphous polymer matrix of PE with correct density and 

zero residuals stresses are shown in the Figure 6.13 and 6.14 respectively. 

 

 

Fig. 6.13: Computer constructed polymer chain of PE 

 

 

 

Fig. 6.14: Amorphous PE cell 
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6.5.2 Calculation of Mechanical Properties of the Polymer System 

The constant-strain energy minimization method was applied to calculate the elastic 

moduli of the polymer. In general, the stress in a solid (or a group of interacting particles 

in the form of a solid) is defined as the change in the internal energy per unit volume with 

respect to the strain. Small strains were applied to a periodic structure at an energy 

minimum. The application of strain was accomplished by uniformly expanding the 

dimensions of the simulation cell in the direction of the deformation and re-scaling the 

new coordinates of the atoms to fit within the new dimensions. The structure was then re-

minimized keeping the lattice parameters fixed, and the resultant stress in the minimized 

structure was measured. This was repeated for a series of strains. The variation of the 

measured stress as a function of applied strain was used to derive the stiffness matrix. 

Since the periodic computation cell is triclinic, the system is not isotropic. Thus the 

Young‟s modulus of the PE matrix constructed was calculated by taking the average 

value in the x, y and z directions. The final mechanical properties of the simulated system 

are shown in the Table 6.10. 

Table 6.10: Simulated properties of semi-crystalline PE 

Semi-crystalline PE Matrix 

Density 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Poisson‟s Ratio 

0.91 g/cm3 

0.9873 GPa 

0.897 GPa 

0.374 GPa 

0.32 

 

These values are in good agreement with experimentally established values [95][100-

103]. 

 

6.5.3 Study of PE/CNT Composite System 

Atomic scale modeling of a polymer/CNT composite system is rather challenging 

because of the significant number of atoms involved, and equilibration times for the 

polymer that are orders of magnitude longer than a few nanoseconds, which is typically 
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the limit of large classical molecular dynamics simulations. Thus, the present simulation 

work is focused on composite systems with a large CNT volume fraction (>10%) in order 

to reduce the total size of the model. Although experimental systems typically contain 

much lower volume fractions of CNTs, this simulation results can help to understand 

interfacial behavior on an atomic scale, and can make useful predictions for lower CNT 

volume fraction enhancement by extrapolation. 

A (6, 6) SWNT was placed in the centre of the periodic simulation cell. Thus, after the 

addition of the SWNT the composite cell is composed of a fragment of SWNT fully 

embedded inside the polyethylene matrix. The dimension of the simulation cell was 

maintained as 2.36 nm× 2.36 nm × 2.36 nm. 

Then the energy of the PE/CNT composite system is minimized using conjugate gradient 

method. The energy minimization is followed by a long time NVT dynamics process to 

obtain a stable CNT reinforced PE composite. We also remark that, the periodic boundary 

condition is applied to replicate the cell in all three directions and that the simulation is 

carried out at temperature of 298 K with a 1 fs time step. 

 

 

Fig. 6.15: CNT (6, 6) reinforced PE matrix 

After the forgoing procedures, the radial distribution function (RDF) g(r) was calculated 

for all non-bonded VDW atom pairs which comprise atoms that contribute to non-bonded 
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energy. There g(r) functions were then utilized to estimate VDW separation distance or 

gap (hvdW), henceforth referred here as VDW zone was also calculated for comparison. 

 

 

Fig. 6.16: Radial distribution function (RDF) for PE/CNT composite 

Following equilibration, the PE/CNT composite was then subjected to constant-strain 

minimization for the calculation of mechanical properties. The position of the CNT was 

kept unchanged in order to maintain the unreformed shape of the CNT. Using this 

technique a uniform strain field (0.5%) was applied to the periodic cell. Various strain 

components resulting from applied strains were recorded to derive the stiffness matrix.  

The final mechanical properties of the PE/composite system are shown in the Table 6.11. 

 
Table 6.11: Simulated properties of PE/CNT composite system 

PE/CNT composite system 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Compressibility 

46.5  GPa 

14.2  GPa 

3.27  GPa 

77  TPa-1 
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After MD minimization the VDW separation distance between the CNT and the PE 

matrix is found to be about 0.245 nm and the volume fraction of the CNT (fCNT) is 

calculated as 15.8%. 

Table 6.12: Summary of numerical results for elastic modulus of PE/CNT composite system 

 Molecular dynamics results Rule of mixtures 

Longitudinal elastic modulus (GPa) 46.5 111 

 

6.5.4 Experimental Evidence 

The promising area of composite research involves an enhancement of mechanical 

properties of polymer using CNTs as a reinforcing material. Although several studies 

have been focused on producing nano-composites, many practical challenges concerning 

their fabrication still remain, compromising the full realization of their enormous 

potential. Dispersing nanotubes individually and uniformly into the polymer matrix seems 

to be fundamental when producing composites with enhanced and reproducible 

properties. One of the most significant challenges toward improving the properties of 

nanocomposites based on carbon nanotubes is to obtain a uniform dispersion of nanotubes 

within the polymer matrix. Because of their small size, carbon nanotubes will tend to 

agglomerate when dispersed in a polymeric resin. To achieve good reinforcement in a 

composite, it is critical to have uniform dispersion within the polymer matrix. In addition 

to slipping of tubes that are not adhered to the matrix, aggregates of nanotube bundles 

effectively reduce the aspect ratio (length/diameter) of the reinforcement. Agglomeration 

is significant in CVD-grown nanotubes, since entanglement of the tubes occurs during 

nanotube growth [105] 

Ji et al. [106] have discussed the difficulties obtained to get uniform dispersion of CNTs 

in a polymer matrix. Zou et al. [107] found that HDPE/CNT composites fabricated at 

higher screw speed give uniform dispersion of CNT in HDPE. Thostenson and Chou 

[105] studied mechanical properties of aligned and random oriented nano-composites 

using DMA and observed an improvement on Young‟s modulus with an addition of 

CNTs. Moreover, in the aligned composites, Young‟s modulus could be observed five 

times greater than that of randomly oriented composites. 
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S. Kanagaraj, Fátima R. Varanda, Tatiana V. Zhil‟tsova, Mónica S.A. Oliveira, Jose´ 

A.O. Simões in an experiment, prepared CNT-HDPE composites and investigated the 

effect of CNT loading on mechanical properties [108]. The experiment is reported in 

“Mechanical properties of high density polyethylene/carbon nanotube composites” 

Composites Science and Technology, vol, 67, p. 3071–3077, 2007.  Their experimental 

data are given in Table 6.13 below. 

 

Table 6.13: Mechanical properties of CNT–HDPE nano-composites [108] 

Volume fraction CNT concentration 

(%) 

Young‟s 

modulus (GPa) 

0.00 

0.11 

0.22 

0.33 

0.44 

1.095 

1.169 

1.228 

1.287 

1.338 

 

If the data of Table 6.13 are plotted in a graph, we get: 

 

Fig. 6.17: Experimental data of elastic modulus Vs. CNT volume fraction plotted in a graph 
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The experimental values of stiffness show a linear increase of modulus with volume 

fraction of CNTs. In case of CNT–HDPE composites, it is considered as randomly 

oriented short fiber arrangement. 

By extrapolation, at a CNT Volume fraction of 15.8%, we observe the Young‟s modulus 

of the CNT-HDPE composite will be 9.79 GPa. Since, addition of nanotube increases the 

tensile modulus of the polymer films, and the improvement in elastic modulus with the 

aligned nanotube composite is five times greater than the improvement for the randomly 

oriented composite [105], in an aligned composite with CNT volume fraction of 15.8%, 

the Young‟s modulus of the composite is expected to be around 48.96 GPa. 

In the experimental work, CVD-grown multi-walled nanotubes were dispersed randomly 

in a HDPE thermoplastic matrix whereas; in our simulation we embedded SWCNT inside 

LDPE thermoplastic matrix. From the results of our simulation, the measure of 

reinforcement for CNT–LDPE composites at 15.8% volume fraction comes about 46.5 

GPa which has very close agreement with the results obtained in the experimental study. 
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6.6 Polypropylene (PP)/CNT Composite System 

6.6.1 Building Molecular Model of the Polymer Matrix 

The matrix utilized in this simulation is Polypropylene (PP). Polypropylene is a 

thermoplastic polymer created through polymerization of propylene. It is a linear 

structure based on the monomer CnH2n. It is manufactured from propylene gas in presence 

of a catalyst such as titanium chloride. Beside, PP is a by-product of oil refining 

processes. A chain of isotactic polypropylene was first created with 25 repeat units. A 

periodic cell was then constructed with three chains of the polypropylene molecule with 

initial density of 0.1 g/cm3 using the COMPASS force field parameters. The equilibrium 

state in MD requires fulfillment of two major criteria – to achieve energy stabilized state 

at a prescribed temperature and to obtain minimum stress state for the periodic box. The 

stable state was achieved by subjecting the model to NVT ensemble simulation for 50 ps. 

In the second step, the unit cell size was adjusted to minimize the initial stresses using 

NPT ensembles for several thousand steps depending on the molecular model and cell 

size.  At the end of these steps, the molecular model was believed to be relaxed at 298 K 

with minimum initial stress. During NPT dynamics the density of the matrix is increased 

by reducing the lengths of the unit cell.  The density of the final matrix was 0.853 g/cm3 

which is very close to the experimental value of 0.855 g/cm3 at a temperature and 

pressure of 298 K and 1 atm respectively. A time step of 1 fs is used for all the 

simulations. A single polymer chain of isotactic polypropylene and an amorphous 

polymer matrix of PP with correct density and zero residuals stresses are shown in the 

Figure 6.18 and 6.19 respectively. 
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Fig. 6.18: Computer constructed polymer chain of PP 

  

 

Fig. 6.19: Amorphous PP cell 

 

6.6.2 Calculation of Mechanical Properties of the Polymer System 

The constant-strain energy minimization method was applied to calculate the elastic 

moduli of the amorphous polymer. In general, the stress in a solid (or a group of 

interacting particles in the form of a solid) is defined as the change in the internal energy 

per unit volume with respect to the strain. Small strains were applied to a periodic 
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structure at an energy minimum. The application of strain was accomplished by 

uniformly expanding the dimensions of the simulation cell in the direction of the 

deformation and re-scaling the new coordinates of the atoms to fit within the new 

dimensions. The structure was then re-minimized keeping the lattice parameters fixed, 

and the resultant stress in the minimized structure was measured. This was repeated for a 

series of strains. The variation of the measured stress as a function of applied strain was 

used to derive the stiffness matrix. Since the periodic computation cell is triclinic, the 

system is not isotropic. Thus the Young‟s modulus of the PP matrix constructed was 

calculated by taking the average value in the x, y and z directions. The final mechanical 

properties of the simulated system are shown in the Table 6.14. 

 

Table 6.14: Simulated properties of amorphous PP 

Amorphous PP 

Density 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Poisson‟s Ratio 

0.853 g/cm3 

1.435 GPa 

0.708 GPa 

0.617 GPa 

0.40 

 

These values are in good agreement with experimentally established values [94-95][109-

110]. 

 

6.6.3 Study of PP/CNT Composite System 

Atomic scale modeling of a polymer/CNT composite system is rather challenging 

because of the significant number of atoms involved, and equilibration times for the 

polymer that are orders of magnitude longer than a few nanoseconds, which is typically 

the limit of large classical molecular dynamics simulations. Thus, the present simulation 

work is focused on composite systems with a large CNT volume fraction (>10%) in order 

to reduce the total size of the model. Although experimental systems typically contain 

much lower volume fractions of CNTs, this simulation results can help to understand 
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interfacial behavior on an atomic scale, and can make useful predictions for lower CNT 

volume fraction enhancement by extrapolation. 

The simulation cell for the composite consists of single (6, 6) SWCNT embedded in PP 

matrix. The dimension of the simulation cell was maintained as 1.833 nm× 1.833 nm × 

1.833 nm. 

Then the energy of the polymer/CNT composite system is minimized using conjugate 

gradient method. The energy minimization is followed by a long time NVT dynamics 

process to obtain a stable CNT reinforced PP composite. We also remark that, the 

periodic boundary condition is applied to replicate the cell in all three directions and that 

the simulation is carried out at temperature of 298 K with a 1 fs time step. 

 

 

Fig. 6.20: CNT (6, 6) reinforced PP matrix 

 

After the forgoing procedures, the radial distribution function (RDF) g(r) was calculated 

for all non-bonded VDW atom pairs which comprise atoms that contribute to non-bonded 

energy. There g(r) functions were then utilized to estimate VDW separation distance or 

gap (hvdW), henceforth referred here as VDW zone was also calculated for comparison. 
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Fig. 6.21: Radial distribution function (RDF) for PP/CNT composite system 

 

Following equilibration, the PP/CNT composite was then subjected to constant-strain 

minimization for the calculation of mechanical properties. The position of the CNT was 

kept unchanged in order to maintain the unreformed shape of the CNT. Using this 

technique a uniform strain field (0.5%) was applied to the periodic cell. Various strain 

components resulting from applied strains were recorded to derive the stiffness matrix.  

The final mechanical properties of the polymer/composite system are shown in the Table 

6.15. 

 

Table 6.15: Simulated properties of PP/CNT composite system 

PP/CNT composite system 

Young‟s Modulus 

Bulk Modulus 

Shear Modulus 

Compressibility 

  39.5  GPa 

  17.6  GPa 

  4.48  GPa 

  43.8  TPa-1 

 

After MD minimization the VDW separation distance between the CNT and the PP 

matrix is found to be about 0.21 nm and the volume fraction of the CNT (fCNT) is 

calculated as 24%. 
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Table 6.16: Summary of numerical results for elastic modulus of PP/CNT composite system 

 Molecular dynamics results Rule of mixtures 

Longitudinal elastic modulus (GPa) 39.5 169 

 

6.6.4 Experimental Validation 

Tensile performance is an important criterion for practical application of polymer 

products. In order to achieve excellent tensile properties, main attentions were devoted to 

improve CNT‟s dispersion and interfacial interaction of CNTs/matrix. A well dispersion 

of CNTs in polymer is benefit for eliminating stress concentration (defeats of consistent 

system), while a strong interfacial adhesion is favorable to stress transfer from CNTs to 

basal polymer. 

Martin Ganß, Bhabani K. Satapathy, Mahendra Thunga, Roland Weidisch, Petra Pötschke 

and Dieter Jehnichen in an experimental work, studied the deformation and crack 

resistance behavior of polypropylene (PP) multi-walled carbon nanotube (MWNT) 

composites [111]. Their experimental work is available in “Structural interpretations of 

deformation and fracture behavior of polypropylene/multi-walled carbon nanotube 

composites” Acta Materialia, vol. 56, p. 2247–2261, 2008.  Polymer nanocomposites 

containing 0.5, 1, 1.5, 2, 2.5, 3 and 5 wt.% MWNT were prepared by melt-mixing from 

premixtures of PP powder. Tensile tests were performed with a testing machine at room 

temperature. 

The stiffness E′ vs. temperature as plotted in Figure 6.22 shows an enhancement of the 

modulus (stiffness) with the increase in the amount of MWNT, an observation which is 

well in accordance with literature. The extent of increase of tensile modulus is relatively 

high with increasing MWNT content. For example, at room temperature the increase of E′ 

of the nanocomposite with 5 wt % MWNT is 23% compared to pure PP.  
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Fig. 6.22: Mechanical reinforcement: melt-rheological investigations showing temperature 

dependence of Tensile modulus (E′′) and tanδ [111] 

In the simulation study, polymer nanocomposite containing 91 wt% SWNT is 

investigated. By extrapolation, at 91 wt% SWNT, we observe the Young‟s modulus of the 

CNT-PP composite will be 7.43 GPa. Since, addition of nanotubes increase the tensile 

modulus of the polymer films, and the improvement in elastic modulus with the aligned 

nanotube composite is five times greater than the improvement for the randomly oriented 

composite [105], in an aligned composite with 91 wt% CNT, the Young‟s modulus of the 

composite is expected to be around 37 GPa. 

In the experimental work, multi-walled nanotubes are dispersed randomly in PP matrix 

whereas; in our simulation we embedded SWCNT in an aligned direction inside PP 

thermoplastic matrix. From the results of our simulation, the measure of reinforcement for 

SWNT–PP composites at 91 wt% comes about 39.5 GPa which has very close agreement 

with the results obtained in the experimental study. 
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6.7 Results and Discussion 

6.7.1 PMMA/CNT Composite 

In case of CNT (6, 6) reinforced PMMA composite the following graphs are derived from 

the above reported studies: 

 

Fig. 6.23: Axial Young’s modulus chart of CNT reinforced composite compared with PMMA 

polymer matrix without nanotubes and the results from the rule-of-mixture. 

 

 

Fig. 6.24: Transverse Young’s modulus chart of CNT reinforced composite compared with 

PMMA polymer matrix without nanotubes and the results from the rule-of-mixture. 
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The following conclusions can be stated from the Figures 6.23 and 6.24:  

1. CNT can substantially enhance the stiffness of CNT/PMMA composite in the direction 

parallel to the fiber axis.  

2. CNT can also improve the stiffness of the composite in transverse direction although 

not as significant as that in the longitudinal direction. 

3. Rule-of-mixture predicted a larger axial elastic modulus than MD, indicating that the 

perfect interface condition used in the rule-of-mixture needs to be modified to 

accommodate the real imperfect interface behaviors. 

 

6.7.2 PS/CNT Composite 

In case of CNT (6, 6) reinforced PS composite the following graphs are derived from the 

above reported studies: 

 

 

Fig. 6.25: Axial Young’s modulus chart of CNT reinforced composite compared with PS polymer 

matrix without nanotubes and the results from the rule-of-mixture. 
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Fig. 6.26: Transverse Young’s modulus chart of CNT reinforced composite compared with PS 

polymer matrix without nanotubes and the results from the rule-of-mixture. 

 

The following conclusions can be stated from the Figures 6.25 and 6.26:  

1. CNT can significantly enhance the stiffness of CNT/PS composite in the direction 

parallel to the fiber axis.  

2. CNT can also improve the stiffness of the composite in transverse direction although 

not as significant as that in the longitudinal direction. 

3. MD predicted a larger axial elastic modulus than rule-of-mixture.  This could be 

explained by the interfacial shear stress of the CNT/PS composite system. Fiber-matrix 

interfacial shear stress is a critical parameter controlling the efficiency of stress transfer 

and hence some of the important mechanical properties of the composite such as elastic 

modulus, tensile strength, and fracture toughness. Results of a CNT pullout simulation 

suggests that the interfacial shear stress of the CNT–PS system is about 160 MPa, 

significantly higher than most carbon fiber reinforced polymer composite systems [112]. 

In term of interfacial shear stress, a value for CNT/Epon862 system is given by the work 

of Gou [113] 75 MPa, a value for CNT/PE system is given by Frankland et al. [114] 2.8 

MPa. Zheng et al. [115] found that for PS the interaction is much stronger and increases 

more rapidly than that of PE and PP. PS is a polymer with aromatic rings, which is 

therefore expected to possess a strong attractive interaction with the surface of the 

SWNTs and may play an important role in providing effective adhesion [116]. The 
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assumption of conventional rule-of mixtures was that the whole system is continuum and 

the interfaces between the matrix and filler material remain fully intact. In general, the 

macroscopic rule-of-mixture which takes only the CNT volume fraction into account in 

determining composite modulus appears to break down for polymer/CNT composites 

where there are strong interfacial interactions [6]. 

 

6.7.3 PA6/CNT Composite 

In case of CNT (6, 6) reinforced Nylon 6 composite the following graphs are derived 

from the above reported studies: 

 

 
Fig. 6.27: Axial Young’s modulus chart of CNT reinforced composite compared with Nylon 6 

polymer matrix without nanotubes and the results from the rule-of-mixture. 
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Fig. 6.28: Transverse elastic modulus chart of CNT reinforced composite compared with Nylon 6 

polymer matrix without nanotubes and the results from the rule-of-mixture. 

 

The following conclusions can be stated from the Figures 6.27 and 6.28:  

1. CNT can substantially enhance the stiffness of CNT/PA6 composite in the direction 

parallel to the fiber axis.  

2. CNT can also improve the stiffness of the composite in transverse direction although 

not as significant as that in the longitudinal direction. 

3. Rule-of-mixture predicted a larger axial elastic modulus than MD, indicating that the 

perfect interface condition used in the rule-of-mixture needs to be modified to 

accommodate the real imperfect interface behaviors. 
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6.7.4 PE/CNT Composite 

In case of CNT (6, 6) reinforced PE composite the following graphs are derived from the 

above reported studies: 

 

 

Fig. 6.29: Axial Young’s modulus chart of the CNT reinforced composite compared with PE 

polymer matrix without nanotubes. 

 

 

Fig. 6.30: Axial Young’s modulus chart of the CNT reinforced composite compared with the 

results from rule of mixture and experiment. 
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The following conclusions can be stated from the Figures 6.29 and 6.30: 

1. CNT–PE composite shows a good enhancement of mechanical properties with addition 

of SWNT as fiber in semi-crystalline PE matrix. This improvement of properties is 

observed in parallel to the fiber direction. 

2. MD simulation gives a close agreement to calculate Young‟s modulus of CNT–PE 

composites.  

3. Rule-of-mixture predicted a larger elastic modulus than that based on the MD. A large 

stiffness in the effective property from the rule-of-mixture is perhaps due to the fact that 

in the rule-of-mixture, the interface between the CNT and the matrix is assumed to be 

perfectly bonded, whilst the interaction between these two materials could be weak. 

 

6.7.5 PP/CNT Composite 

In case of CNT (6, 6) reinforced PP composite the following graphs are derived from the 

above reported studies: 

 

 
Fig. 6.31: Axial Young’s modulus chart of the CNT reinforced composite compared with PP 

polymer matrix without nanotubes. 
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Fig. 6.32: Axial Young’s modulus chart of the CNT reinforced composite compared with the 

results from rule of mixture and experiment. 

 

The following conclusions can be stated from the Figures 6.31 and 6.32:  

 

1. CNT–PP composite shows a good enhancement of mechanical properties with addition 

of SWNT as fiber in amorphous PP matrix. This improvement of properties is observed in 

parallel to the fiber direction. 

2. MD simulation gives a close agreement to calculate Young‟s modulus of CNT–PP 

composites.  

3. Rule-of-mixture predicted a larger elastic modulus than that based on the MD. A large 

stiffness in the effective property from the rule-of-mixture is perhaps due to the fact that 

in the rule-of-mixture, the interface between the CNT and the matrix is assumed to be 

perfectly bonded, whilst the interaction between these two materials could be weak. 
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Chapter 7 

Conclusions and Future Work 

 

7.1 Summary and Conclusions 

In this work, both SWCNT and SWCNT based composite materials have been studied. In 

Chapter 5, molecular dynamics simulations of various armchair and zigzag nanotubes 

were performed to estimate various mechanical properties like Young‟s modulus, shear 

modulus, bulk modulus, Poisson‟s ratio. Our study was motivated from the fact that an 

accurate assessment of the properties of individual CNTs is essential for the development 

of CNT-based reinforced composites. Six zigzag and six armchair nanotubes with 

increasing diameter were chosen to investigate the effects of diameter and chirality. 

Nanoscale molecular dynamics simulations of the Young‟s modulus of single-walled 

carbon nanotubes reveal that the Young‟s modulus of the single-walled carbon nanotubes 

decreases significantly with the increase of tube diameter. We demonstrated that the 

elastic modulus of a SWCNT is insensitive to its tube chirality and tube length. It is also 

considerable that both the bulk modulus and shear modulus also decreases linearly with 

increasing tube radius but the Poisson‟s ratio shows no such relation with the CNT 

diameter.  

In Chapter 6, the effect of matrix material on elastic properties of CNT reinforced 

composites are studied using molecular dynamics simulations. In this technique, 

equilibrated structure for both amorphous polymer and nanocomposites models are 

obtained first, then 0.5% strain field is applied to all models. Elastic Modulus, bulk 

modulus, shear modulus and compressibility are evaluated for different matrix material 

like Polyethylene (PE), Polypropylene (PP), Polystyrene (PS), Polyamide 6 (PA6) and 

Polymethyl methacrylate (PMMA). Simulation result demonstrates that. CNT can 

significantly improve the elastic property of CNT reinforced composite in the direction 

parallel to the fiber axis. CNT also improves the elastic property of the composite in 

transverse direction but not as significant as that in the longitudinal direction. The 

effective Young‟s moduli of CNT-based composites found by MD simulations are 

compared with values obtained using rule-of-mixture. In two cases the simulation results 
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are also compared with experimentally available values. The results are in disagreement 

revealing the fact that rule-of-mixture in not an excellent approximate in estimating the 

overall response of the composite system since it assumes perfect bonding between fiber 

and matrix. MD simulation gives a close agreement to calculate Young‟s modulus of 

CNT based composite since the results are in good agreement with experimentally 

available data. 

 

.7.2 Recommendations for Future Work 
 

The following research problems can be considered as the possible extensions of the 

current work: 

The research has focused, so far, on the properties of single CNTs in resin only. Much 

can be said in terms of the validity of these calculations as SWNTs, for instance, are often 

found in bundles when manufacturing nanocomposite materials. Thus, future modeling 

work should also focus on closing this gap. 

In this study, no defects have been considered in modeling nanostructures. In reality, 

nanostructure contains point, line and volume defects as well as process induced defects 

and flaws. More detailed molecular models can be constructed by including as many 

types of defects as possible.  

Alignment of nanotube is a major issue in preparing nanocomposites. It is generally found 

that in experimental study of nanocomposites, CNTs mostly remain dispersed inside the 

resin. The present study has only considered in-parallel continuous alignment of single-

walled nanotubes. In this case, numerous improvements can still be made. 

We also suggest attention be directed to the geometrical arrangement of the resin 

molecules in the resin system such as the orientation of the resin molecules around the 

nanotubes. In a broader manner, many curing resin systems can be examined in order to 

improve our knowledge of the effect of CNTs on resin systems. 
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