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Abstract 
 
 
 
During the evolution of integrated circuits, the noise content of silicon com-

plementary metal oxide semiconductor (CMOS) process was initially considered too 

high, which made compound semiconductors preferable for achieving superior high 

frequency characteristics. Nevertheless, rapid advancement and scaling down of 

CMOS technology, having started with an original intention of improving digital 

circuits, have allowed the development of cost-efficient monolithic silicon integrated 

architectures for communication. An efficient way to reduce overhead of silicon 

circuits further is to develop accurate models of its member elements. It can 

significantly reduce the number of attempts (and hence cost) required to achieve 

desirable performance from a prototype transceiver. This study presents a technique 

to accurately estimate the behavior of nanoscale CMOS circuits with geometry 

scalable discrete modeling. Rather than individual characterization of elements as 

presented in literature, the scheme attempts to predict gain, noise, and reflection-

loss of integrated low-noise amplifier architectures. It reduces number of dissociated 

parameters by formulating dependent functions through symmetric distributed 

modeling. Geometry scalable empirical expressions based on physical structure and 

describing parasitic components, which should lower the scheme's computational 

complexity, are developed for elements like metal-insulator-metal (MIM) capacitor, 

planar-spiral-symmetric (PSS) inductor, polysilicon (PS) resistor, and active device. 

Results obtained with the models are compared against literature data of 1.2-V 

amplifier circuits where high prediction accuracy is achieved for microwave 

parameters (S21, NF, S11, S22). In the next phase, the study focuses on a low-

power technique to improve performance reliability of CMOS amplifiers using a 

integrated voltage network 

 
 
1 



 
2 

 
 
for transistors. The reliability improving circuit (RIC) significantly reduces dis-

crepancy in amplifier gain (S21, VG), noise (NF/NFmin), and return-loss (ORL) 

figures (compared with other compensation techniques) resulting from variation in 

threshold, parasites, and supply. It performs well on both typical- (1.2-V) and low-

voltage (0.7-V) platforms of a 90-nm technology and is able to maintain its 

consistency within a wide frequency coverage for three different architectures. The 

scheme's biasing arrangement is common rail powered with respect to the amplifier 

which permits the overall circuit to be driven from a single supply. The reliability 

improving scheme is also tested as a stabilizing gate circuit (SGC) to reduce 

deviation of ancillary transceiver blocks (e.g., harmonic oscillators) against process 

variation. In this case, the SGC is able to improve fidelity of parameters like 

oscillation amplitude, phase noise, and period jitter with a small increase in power 

requirement. Process related phenomena like device aging (and attendant Effects), 

spatial limitations, feature uncertainty, and supply ripples are covered through 

provision of resistance against device threshold, and power rail variation. Single-

ended and differential circuits of LC tuned modified Hartley oscillators are analyzed 

to verify the SGC's Effectiveness for diverse front-end configurations. To reduce the 

probability of multiple rail variation affecting circuit behavior, the study also presents 

a front-end amplifier architecture with a voltage limiting technique so that it can be 

driven from a 0.7-V bias supply. The topology does not need scaled gate voltages 

and uses bias path sectioning to manage power requirement. A three-stage 

cascaded structure is adopted for high gain with the output common-drain block 

realizing a gain control mechanism. The circuit performs better in terms of power 

supply requirement when compared with millimeter-wave amplifiers. Moreover, the 

ability of an output block and an input stage to control port matching is demonstrated 

with the help of a multistage circuit. 

  



 
 
 
 
 
 
 
 
 
 

Chapter 1 
 
 

Introduction 
 
 
 
 
1.1 Discrete Modeling for Nanoscale CMOS Ar-

chitectures  
 
 
Nanoscale complementary-metal-oxide-semiconductor (CMOS) integrated archi-

tectures have been the focus of numerous recent research e orts to satisfy the high 

commercial demand for wireless applications involving personal (IEEE 802.15.3), 

local (802.11), metropolitan (802.16d), and wide (802.20) area networks [1, 2]. In 

this respect, the transformation from analog circuits made with discrete de-vices to 

single package networks initially depended on III-V materials (compound 

semiconductors made from groups III and V of the periodic table) as they offered 

better integration efficiency, high mobility of carries, and minimization of substrate 

loss [3]. Fig. 1.1 presents the scenario of how multiple compound technologies had 

been applied to realize commercial high frequency wireless applications [4]. 

However, with the advent of submicron CMOS technologies, the situation started to 

change and integrated monolithic structures built in silicon have since been widely 

reported to avail advantages like low cost (due to manufacturing efficiency), large 

production output, and compatibility with millimeter-wave communication and digital 

baseband circuitry [5, 6]. In addition, scaling down of the silicon process has 

improved radio-frequency (RF) performance of 



 
4 

 
 
active devices (Fig. 1.2 shows the CMOS scaling trend over the years [7]) and low-

ered voltage-power requirement of monolithic integrated circuits (MIC). To utilize 

these benefits, accurate modeling becomes an essential prerequisite during CMOS 

IC development and as it influences prediction accuracy of computer-aided-design 

schemes. Additionally, estimation of a circuit's characterizing parameters at high 

frequencies is usually dependent on model precision of its on-chip components. 

Moreover, efficiency during the design phase determines the subsequent masking 

cost and, as a result, Effective modeling can minimize silicon production overhead 

by reducing the number of iterations needed to satisfy predetermined design tar-

gets. In this respect, literature has presented a number of characterization methods 

for CMOS circuit components where they typically have focused on individual 

process elements. For instance, a partially depleted device model is presented in [8] 

which has the capacity to simulate floating body topologies. Low power and low 

voltage design of a silicon circuit is facilitated with an active resistor structure in [9]. 

A resistor model for floating gate metal-oxide-semiconductor structures is utilized in 

[10] to enhance area efficiency and improve linearity. Barth et al. [11] study a silicon-

on-insulator capacitor with a deep vertical trench to re ne soft error rate and critical 

charge limit. Electrical characterization of a dielectric ca- 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.1: Application of compound materials for various wireless technologies [4]. 
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pacitor is manifested in [12] which uses alumina for better leakage current and 

capacitance density. Polarization dependent modeling of a CMOS capacitor is 

discussed in [13] to investigate the controlling factors of negative quadratic volt-age 

coefficient. Song et al. [14] propose an insulator capacitor model to estimate circuit 

behavior for different bias conditions and feature dimensions. A technique to 

optimize planar inductor parameters has been proposed in [15] using a physical 

model to account for crossover capacitance and substrate parasites. A frequency 

dependent model of spirals is presented in [16] to estimate the Effect of magnetic 

coupling with dimensional considerations. Improvement of spiral characterization is 

achieved over field-solver techniques in [17] with a closed form approach. These 

examples highlight the importance of device and circuit modeling and the thesis will 

attempt to address the issue, with the help of a discrete modeling approach, for 

nanoscale integrated CMOS architectures. Rather than single element char- 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.2: The scaling trend achieved by the CMOS technologies over the years [7]. 
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acterization, it will try to develop geometry scalable empirical definitions for 

the process elements which remain valid for the ranges required in 

nanoscale amplifier applications. The technique will try to exploit model 

symmetry to enhance computational efficiency and include distributed 

sections to improve its prediction accuracy for high frequency architectures. 
 

A key factor in estimating the figures-of-merit of microwave circuits is the 

precision of their assumed component structures which, in turn, depends on their 

ability to include loss mechanisms. These issues pose more challenges when circuit 

characterization needs to cover entire architectures (with power and bias supplies) 

rather than individual passive-active elements. In this case, the formulations need to 

limit the number of independent model parameters without compromising on 

prediction accuracy and simplify their interrelationships to reduce computational 

complexity. Additionally, for operations at high frequency, a number of events 

related to delay of carrier response and output distortion may have to be taken into 

account for making transistor predictions [18]. Moreover, the importance of the 

estimation process is enhanced for next generation CMOS technologies due to a 

number of reasons including scaling of eld Effect transistors in deep submicron 

regime and incorporation of multiple functionalities on a single chip. 
 

Modeling of Passives: Although metal-oxide-semiconductor technologies have 

primarily made advances (indicated by continuous scaling of features) due to their 

compatibility with ever popular digital electronics, they have made head-way into the 

market of microwave integrated circuits at the same time. One of the reasons for this 

is the availability of high quality passive components on the silicon platform. For 

example, passive capacitors are essential in many submicron monolithic 

architectures where they may be used as reactive elements for power amplifiers, 

frequency oscillators, low-noise amplifiers, data converters, frequency mixers, 

analog lters, intermediate-frequency lters, and switched capacitor cir- 
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cuits. The specific application of capacitors in these topologies often involves 

matching and coupling sections of the structure. Among other examples, variable 

capacitors (varactors) are typically required in the frequency selective tank of 

voltage controlled oscillators. There are a number of forms of silicon capacitors 

which can achieve a reasonable quality factor, namely, interdigital structure, mi-

crostrip structure, metal-oxide-semiconductor structure, and conductor-insulator-

conductor structure. Among them, interdigital structures have a maximum range of 

about 1 pF, and microstrip structures are used for rather small components (<200 

fF). On the other hand, metal-insulator-metal structures cover a wider range of 

reactance and can be placed between 100 fF and 20 pF. They also su er from 

relatively less variability against temperature and perform well in terms of achieving 

linear behavior. Therefore, precise models of CMOS metal-insulator-metal 

capacitors, which can describe their characteristics as a function of component 

geometry and operating frequency, have the potential to play a pivotal role in 

predicting behavior of circuit passives and, additionally, they can assist in 

achievingfirst pass design success for capacitive elements. 
 

Whereas active devices are the principal building blocks of any digital archi-

tecture, passive elements may take the driver's seat for realization of nanoscale 

analog circuits. Although they can be included and connected as o -chip com-

ponents for a low-frequency application, the influence of parasitic components on 

their behavior starts to dominate at higher frequencies. This is particularly true for 

inductive elements which are essential parts of any tuned circuit and found in 

architectures like power/low-noise amplifiers, correlators, oscillators, and filters. As 

the inductances required in submicron silicon circuits are typically in the range of 

nanohenry, they have to be implemented as on-chip elements because, other-wise, 

inductive parasites generated by the assembling of components can be too high for 

the application. The shape of this silicon inductor is crucial for determin- 
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ing its performance and this aspect is often dominated by fabrication limitations 

imposed by the process. Although the circular shape is often preferable to optimize 

the performance of an on-chip spiral, process requirements may allow only right 

spiral angles, resulting in a rectangular coil structure. In addition, generation of 

rectangular or square shapes is considered to be easier even with the help of basic 

silicon platform tools [19]. Therefore, as a compromise between the choices, 

modern silicon technologies usually support polygon spirals (hexagonal and 

octagonal) to realize inductors which retain the benefits from both structural 

patterns. As opposed to a passive spiral configuration, it is also possible to realize 

an on-chip active inductor which depends on a gyrator structure to simulate the 

Effect of inductance (built with a pair of back to back connected transconductors and 

an intermediate capacitor) [20]. However, these components, despite being area 

efficient, may suffer from a high noise factor and increase the architecture's power 

requirement. Another option is the use of inductance of bond wires which can 

manage a high value for quality factors. Nevertheless, their reactance is easily 

influenced by manufacturing variables and undesirable coupling may result from 

their employment. In addition, they can be ill defined over a wide range of process 

variation [21]. As a result, passive spiral structures have emerged as the compo-

nents which are predominantly used in nanoscale analog circuits. These planar 

inductors are realized on silicon and gallium-arsenide substrates and exploit man-

ufacturing techniques and process features like metal line stacking, discriminating 

masking of substrate, thick dielectric material, high conductivity for metal lines, and 

substrate with high resistivity [22]. Models for spiral inductors may be obtained by 

developing lumped circuit configurations and it would be useful if they are scalable 

with respect to multiple structural factors. It is generally considered that 

characterization of silicon inductors is more di cult than that of CMOS resistors and 

capacitors. 
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Submicron Device Modeling: The low frequency and dc behavior of a transistor 

is typically described through an intrinsic model by a CMOS process and a tested 

option for this model is the Berkley Short-channel Insulated-gate Field-Effect-

transistor Model version 4 (BSIM4) [23]. It is a compact model which is suitable for 

both digital and analog systems and uses a combination of device physics and test 

data to characterize measured parameters. The characterization of physical events 

covered by BSIM4 includes channel charge density and sub-threshold swing model, 

carrier mobility model, subthreshold I-V model, strong inversion I-V model, drain 

voltage model for current saturation, gate direct tunneling current model, asymmetric 

junction diode models, stress Effect model, parameters for regional difference, and 

subthreshold slope factor. Apart from BSIM, other examples of industry employed 

intrinsic device models are EKV (Enz Krummenacher Vittoz) field effect transistor 

model, PSP (PennState Phillips) compact model, and hierarchical HiCUM (high 

current model) for high-speed bipolar transistor applications. After deciding on the 

model core, the devices need to include extrinsic components to account for 

parasitic elements emerging during high frequency operation. In this domain, the 

intrinsic model alone is not sufficient for device characterization and, as a result, 

subcircuits describing relevant additions have to be appended to the core structure. 

These subcircuits should serve as a function of device geometry i.e. be scalable 

within the required range while maintaining the model's prediction capacity. In 

addition, series resistive elements may have to be incorporated in the structure as 

deep submicron transistors suffer from minute voltage drops in port regions owing to 

semiconductor resistivity and contact Effect [24]. These appendages are 

comparable with channel impedance, particularly for short channel devices, and 

they lose their ability to significantly alter device properties for transistors placed 

above the submicron regime. 
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1.2 Improvement of Reliability for CMOS Tran-

sceiver Circuits  
 
 
With the reduction in feature size for submicron silicon technologies, benefits like 

improved area efficiency and supply rail scaling have been achieved, but at the 

same time, susceptibility of nanoscale circuits to process and system variation has 

raised reliability issues. For instance, device threshold in a transceiver circuit may 

deviate from the process determined value under the influence of multiple reliability 

events (e.g., dopant fluctuation, bias temperature instability, hot carrier Effect, 

breakdown of dielectrics, CMOS aging). Threshold deviation is also the undesirable 

outcome of short channel limitation, which is a phenomenon able to manifest itself 

through conventional and reverse mechanisms. A study into the trends of process 

reliability analysis suggests that researchers started to characterize transistor failure 

events around the three-quarter point of the last century [25]. However, they focused 

initially on explaining the physics of the events rather than finding ways to counter 

their impact on the variability of figures of merit. Even during later studies, e orts 

were usually concentrated on quantifying device parameter deviation through 

measurements. The situation became more challenging during the last two decades 

with the introduction of improvised materials to facilitate the scaling of silicon 

technologies. In addition, modern submicron processes (realizing nanoscale circuits) 

face dimensional variability from uncontrolled parametric deviation and imperfection 

of manufacturing steps (related with lithography and etching phases). On top of that, 

factors which exist outside the architecture (e.g., supply rail and temperature 

stability) may have the ability to exert influence on reliability margins. These events 

put light on the importance of addressing process variation during the design of 

nanoscale circuits as the mentioned physical phenomena have the potential to affect 

the 
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lifetime of devices and packages. 
 

The motivation behind incorporating a reliability improving technique (RIT) in a 

silicon circuit is to limit the fluctuation of the architecture's characterizing parameters 

due to process variation. Its efficacy may be judged in terms of percentage 

improvement in variability achieved after the RIT's inclusion in the topology. 

Published reports have addressed the issues involved with process reliability for 

various mixed-signal and digital circuits and dealt with the influence of 

materials/spatial-aspects on devices, physical-analytical models of technology 

variation, and circuit sensitivity improvement. However, investigation on power 

efficient voltage design techniques, which can stabilize the output of transceiver 

circuit blocks, remains rather limited. For example, electrical characterization of the 

influence of thin oxide films on transistor reliability is studied in [26]. It discusses how 

trap states in interfaces are passivated with the help of deuterium implantation 

instead of conventional hydrogen dopants. Gate oxide degradation of scaled 

complementary silicon devices is examined in [27] by observing time controlled 

defect generation (TCDG) from constant voltage stress. With the assumption of 

variation in activation energy following Fermi distribution, solutions for TCDG are 

determined from data related with gate leakage. A method to improve data retention 

properties of ash memory and hence reliability of silicon technologies is presented in 

[28] which provides resistance against channel hot carrier induced bias current 

limitation. To safeguard product yield and parametric reliability, a temporal 

degradation detection scheme is proposed in [29] which uses the control voltage of 

an oscillator as a dynamic performance signature. Kim et al. [30] study a leakage-

current sensor serving as a process compensating technique to reduce deviation in 

robustness/delay and supply sensitivity. A general discussion on the impact of 

parameter variation on scaled silicon technologies is provided in [31] with a 

particular emphasis on microarchitectures to achieve 
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high frequency bins. Matching networks made with passive components, which are 

insensitive to process factors, ensure optimal noise-power match, and can be 

extended to broadband matching, are detailed in [32]. The influence of structural 

factors on dielectric breakdown in scaled silicon devices is manifested in [33] with 

emphasis on the mechanism of soft and other breakdown events. These illus-

trations signify the importance of understanding the role of reliability improving 

techniques for submicron architectures which will be explored in this dissertation. 
 

To realize an Effective RIT for a submicron receiver chain, which is built by 

cascading a number of milimeter-wave circuits, we have to make a relative 

assessment of noise and gain contribution of the individual blocks. This is com-

plicated by the fact that the operating frequency of CMOS receiver front-ends has 

been continuously pushing upward during the last two decades [34]. As mentioned 

before, initial radio-frequency front-ends were predominantly designed with 

structures like PHEMT (pseudomorphic high electron mobility transistors, 

GaAs/InSb/AlSb) and HBT (heterojunction bipolar transistors, SiGe/GaAs) as they 

provide better noise performance (albeit with higher overhead and fabrication 

challenges) [35]. However, scaling down of CMOS process below 0.35- m has led to 

the reporting of numerous transceiver architectures in silicon [36, 38]. They have 

been employed as circuits suitable for applications like short-distance high-capacity 

wireless schemes, radar systems, and satellite communication. Ad-vantages offered 

by these nanoscale silicon architectures include higher performance per watt (PPW) 

for central processing units [39], limited power demand, high yield, and level of 

achievable integration for networks-on-a-chip. On the issue of the relative 

importance of CMOS transceiver blocks, the low-noise amplifier (LNA) which follows 

the antenna-filter section of a front-end proves to be the overall performance 

determining component. This amplifier determines the entire receiver's noise 

sensitivity and controls noise-figure (NF) of the following 
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blocks by its bandwidth limited forward gain. Additionally, the amplifier's in-put port 

has to be matched to an ideal characteristic impedance to interface it efficiently with 

the preceding segment. Regulation of port impedance remains as an important 

design issue as it controls the extent of attenuation when signal is transferred 

between the transceiver blocks. To complete the design of this amplifier, a number 

of trade-o s between factors like power limit, noise level, and gain have to be 

considered for optimization of performance. Consequently, a multistage topology 

may be employed to realize a high-gain low-noise front-end with its multiple stages 

adopting a combination of common-gate, common-drain, and common-source 

blocks. In addition, as the silicon process scales down, simultaneous lowering of 

supply voltage helps to curtail receiver power requirement and voltage demand can 

be relaxed even further if the chain can be driven from a single supply rail. Literature 

on reported sub-180nm amplifiers shows that, in addition to the main voltage rail, 

the circuits typically include multiple lower gate signals to place active devices in 

suitable modes. As a result, the package requires multiple regulated rails which 

result in an increased probability of supply ripples affecting circuit behavior. At the 

same time, the gain boasted by the amplifier needs to be sufficient as the received 

signal can be a variable and possess a rather small power rating. Therefore, the 

front-end would be able to cover a wider range of signal strength if it can house a 

gain control mechanism. In conclusion, the pivotal role played by the low-NF 

amplifier on overall transceiver performance means that an efficient reliability 

improving circuit for the nanoscale amplifier will positively influence and stabilize the 

front-end's behavior. 
 

Categories of Unreliability Events: The downscaling of CMOS process, which 

has often been cited as aggressive, has been fueled by a number of technical 

and commercial reasons like improving circuit speed, raising number of devices 

per chip, curtailing power demand, and achieving better cost efficiency. How- 
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ever, practical limitations like reliability events started to affect this trend even before 

gate lengths became literally comparable with atomic dimensions, thus making 

additional scaling physically impossible. The technology's progress is also 

influenced by practical considerations involving matters like development cost, 

performance ceiling, and yield sufficiency. This subsection brie y discusses the 

classification of reliability events which appear as drawbacks as we move into the 

realm of nanoscale devices and circuits. Generally speaking, silicon reliability 

features can be divided into two categories: spatial unreliability and sequential 

unreliability, and both of them contribute to different aspects of process variation 

[40]. Time-related sequential unreliability issues have branches like CMOS aging 

and transient occurrences while spatial unreliability includes systematic effects and 

arbitrary perturbations. Silicon process variations can additionally be classified 

according to their relation with intrinsic events and foundry induced deviation. In this 

case, the former mechanism is attributed to constraints of device physics and the 

later mechanism can be associated with imperfections of manufacturing steps and 

process limitations. One of the first time dependent unreliability issues to be studied 

in literature was time dependent breakdown of dielectrics which became important 

as oxide layer was thinned down to atomic dimensions [41]. It was observed that, 

scaling of oxide increased the Effect of gate electric field and allowed injection of hot 

carriers to take place, thus degrading transistor performance. To walk around the 

limitations faced by a scaled silicon process, researchers tried out modification of 

materials and device construction. Yet, there were cases where the alteration had 

an adverse impact on reliability issues (e.g., negative and positive bias temperature 

instability) [40]. These experiences ensured that process variation was treated as a 

separate field for submicron technologies as the topologies became more sensitive 

to the Effects of parameter fluctuation. Moreover, the possibility of device features to 

be located within a 
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probable spread have to be taken into account to estimate the tolerance of 

circuit output and guarantee an acceptable yield. As the reliability events 

ultimately produce deviation in parameters like device threshold and feature, 

more investigation is required on circuit techniques which can work as process 

compensation schemes without compromising on overall performance. 
 

Sequential reliability issues (SQRI) are dependent on time and controlled by 

a number of ambient/operating conditions (e.g., die temperature, voltage inputs, 

action of neighboring systems). They can be related to the natural degradation 

of circuit performance over its lifetime (referred to as CMOS aging) and short 

duration transient events. Examples of SQRIs include hot carrier Effect (HCE), 

negative bias temperature instability (NBTI), positive bias temperature instability 

(PBTI), time dependent breakdown of dielectrics (TDBD), and random telegraph 

noise (RTN). In contrast, spatial reliability issues (SPRI) are independent of time 

and controlled by manufacturing parameters, technology limitations, process 

materials, and architectural geometry. Even a newly fabricated prototype can 

manifest the Effect of these events. The dominant examples of SPRI involve line 

width/edge roughness (LWER), dopant perturbation (DP), dielectric thickness 

variations (DTV), and gradient Effects (GE). In the next subsection, the 

mechanisms of dominant reliability events behind process variation are brie y 

explained. 
 

Hot Carrier Effects (HCE): For a CMOS technology, the term `hot carrier' refers 

to carrier particles in the MOS device which attain a relatively high amount of kinetic 

energy from being driven through a strong electric field. Physicists have identified 

four different types of energetic carriers up to now which may be categorized as 

channel hot carriers, secondary generated hot carriers, substrate hot carriers, and 

drain avalanche hot carriers. The higher energy of these particles allows them to 

enter undesirable regions of the device where they can create 
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trapped charges and interface states. Ultimately, the consequence of these 

defects is the alteration of parameters like threshold voltage and process 

transconductance. The threshold deviation due to hot carrier Effects is generally 

described with the help of a time dependent power law [40]: 

 
 
 
In this equation, n is the rate coefficient (with various values), Eox is the oxide 
electric field, Em is the maximum value of lateral electric field, ts is modeled as 

the stress time, and  are process dependent factors. The equation 
suggests that hot carrier Effect has strong (exponential) dependence on oxide 
electric field and lateral electric field. Alternatively, the threshold deviation model 

may be expressed as a function of electron mean free path ( ), energy of trap 

generation ( ), and inversion charge (Qinv) [42] 
 

  
where E1 is also a process dependent factor. Hot carriers can be a problem for both 

n- and p-channel devices, as it affects NMOS parameters directly and influences 

PMOS bias temperature instability. The techniques which have been adopted to 

counter hot carriers have included graded junctions and lower supplies which 

reduce the probability of carriers assuming high kinetic energy. In addition, the use 

of high dielectric-constant metal gate (HKMG) process may make the dielectric layer 

less susceptive to intrusion of carrier traps. Nevertheless, energetic carriers remain 

as a stability concern for scaled silicon technologies. 
 

Dopant Perturbation: Dopant perturbation (DP) refers to a phenomenon where 

variation of impurity concentration in the channel region results in alteration of 

device properties like turn-on voltage. It is an event which is particularly susceptible 

to channel scaling and has been termed as one of the significant sources 
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of process variation for active devices. As the total number of dopant atoms in the 

channel region decreases for smaller devices (the trend is demonstrated with the 

help of Fig. 1.3), the impact of dopant profile fluctuation becomes more visible on 

device behavior. Although a few compensating engineering steps (e.g., retrograde 

doping) have been proposed against DP, their Effectiveness is found to be limited 

for processes below 180-nm [44]. Impact of DP primarily manifests itself with a 

spread of device threshold and is influenced by relative position of dopants and 

disparity of distribution in the channel. In this respect, literature has reported that 

more than half of total threshold variation for silicon devices can be attributed to 

dopant shifts in sub-100nm technologies [45]. The deviation of device threshold 

obtained from an analytical model of arbitrary dopant fluctuation was initially 

derived as [46] 

 

 
Here N is the number of dopant atoms in the channel, q is the carrier charge, 
 
Wdep is the depletion layer width under gate, Le is the Effective channel length, 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.3: Effect of scaling of the CMOS process on the number of channel 
dopant atoms [43]. 
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and   is the dielectric permittivity. The expression was later modified with a 
 
correction factor for uniform doping: 
 

 
 
Among the control factors of this expression, feature size exerts a dominating 

influence which may result in a disagreement between predicted deviation and 

measured data for short channel devices. A more frequently used statement of 

threshold deviation may be derived from the overall variation in total depletion 

charge (which reflects dopant perturbation) in the form of [47] 

 

 
 

Here kB is the Boltzmann constant, ni is the intrinsic carrier concentration, and 
 

 is the permittivity of silicon. To have an understanding of the impact of 

these mechanisms on process variation, it may be noted that ratio of dielectric 

thickness to permittivity and dopant concentration decreases with technology 

scaling. However, Effective channel area is reduced at the same time and, as a 

result, process variation induced by dopant perturbation becomes evident for 

scaled CMOS processes. 
 

Line Width-Edge Roughness (LWER): The distortion occurring along the edge of 

an active layer is usually termed as line edge roughness (LER) and, consequently, 

LER occurring along both edges of the layer leads to variation in feature width and is 

called line width roughness (LWR). Although DP is often cited as the dominant 

source of transistor deviation, it is predicted that LWER could take its place as 

features are pushed below the 65-nm line. LWER is mainly due to the limitation of 

the etching process which, in turn, is related with the source used for subwavelength 

lithography. Initially, source wavelength in a CMOS process 
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was scaling with feature size, but it has been fixed at a constant position (193-nm) 

for deep submicron generations (below 130-nm). The main Effect of LWER gets 

visible for cases of gate patterning which ultimately result in modification of device 

threshold and subthreshold current. To complicate things further, al-though aspects 

of etching technology have been improving continuously, process deviation induced 

by LWER does not decrease in a proportionate manner. The physical events 

causing this phenomenon include photon flux variation, finite size of dissolved resist 

polymers, and distribution of resist chemicals, but their relative contribution is yet to 

be quantified. In addition, LWER is partly attributed to photon shot noise which is 

described in terms of deviation of intensity ( ) during the lithography process. It is 

typically calculated with the help of characteristics of Poisson distribution [48]: 

 
 

Here is the source wavelength, h is the Planck constant, Nph is the number 

of photons which travel over an area of A over the time frame t and < Nph > is 

the expectation value of the photon population. The probability of availability of 

Nph photons can also be described by the Poisson distribution of binomial 

equations: 

 

Here L is the average rate of photons emitted per unit time from the source 

and it is assumed that Lt remains a finite quantity as Nph approaches infinity. 
 

Dielectric Thickness Variation: Dielectric thickness variation (DTV) is an 

issue which becomes apparent as area of the gate dielectric material is scaled 

down. It can be ascribed to surface roughness of the oxide-silicon interface at 

atomic level of a CMOS platform [49]. Even for next generation devices 
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using HKMG technology, DTV becomes a problem due to roughness of multi-ple 

interfaces existing between combinations like metal-gate/dielectric-layer and 

dielectric-layer/substrate. A manifestation of this phenomenon is presented with 

the help of a cross-sectional diagram of a silicon technology in Fig. 1.4. 

Research has shown that threshold variability from DTV can be observed 

independently from Effects like DP and LWER. Although this type of threshold 

fluctuation is primarily accompanied by deviation in tunnelling leakage current, 

other physical Effects of the event may include variation of drive current and 

carrier mobility. In this respect, the relationship between dielectric thickness 

variation ( ) and deviation of gate current ( ) may be derived using the 

law of propagation of error [51] 

 

Here k is a constant which is dependent on dielectric voltage, potential of barrier, 

and Effective mass of electron. Apart from DTV, non-ideal features involving 

gate dielectric may also arise from defects like oxide trapped charges and traps 

in the interface. In addition, advanced processes using HKMG devices have the 

potential to exacerbate the Effect of fixed charges in oxide. It may also lead to 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1.4: Manifestation of dielectric thickness variation in a silicon technology [50]. 
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fast transient charge-trapping and result in degradation of device parameters. 
 

Time Dependent Breakdown of Dielectrics (TDBD): Breakdown of dielectric 

material was observed as a degrading mechanism even in older CMOS processes 

with thicker oxides (>10-nm) but the underlying complex mechanism was not well 

understood. However, the situation started to change during the nineties as the 

improved silicon platforms allowed a wider variety of oxide dimensions to be 

employed. In this respect, it was found that the gate drive of a device primarily 

depends on gate voltage and dielectric thickness and is governed by Fowler-

Nordheim tunneling for thick-oxides and quantum tunneling for thin-oxides (and 

lower voltages) [52]. Depending on the strength of applied electric field and aging, 

the dielectric sees an accumulation of different types of defects like recombination 

centers, carrier traps, and interface states. Additionally, the mechanisms of defect 

generation include trap creation from anode degradation at low voltages and hole-

injection/impact-ionization for induced defects at higher voltages. With the passage 

of time, the extent of damage to the dielectric is manifested by parameters like 

stress induced leakage current and ultimately leads to soft, progressive, or hard 

breakdown (SBD/PBD/HBD). Here, different modes of the mentioned breakdowns 

may occur independently or one following the other. For SBD, the increase in gate 

injection is rather slow and the device remains functional with degraded dielectric 

properties and increased gate noise. For submicron technologies below 180-nm 

(Eox>2.4 MV/cm), SBD and PBD seem to be the dominant mechanisms behind 

dielectric degradation. Generally, the time to breakdown (Tbd) is defined with the 

help of instantaneous value of current density through gate dielectric (Jg). If Qbd is 

the time integrated dielectric current density (which flows until the breakdown of 

dielectric), the following relationship will hold for constant voltage stress for thin 

oxides (where current changes very little before 



 
22 

 
 
breakdown) [52]: 

 
 
On the other hand, in case of hard breakdown, the cumulative density function 
for time to breakdown F (Tbd) may be described with the help of Weibull 
probability distribution [53] 

   
where  and  are process dependent factors, and typically, is called the 

characteristic life and is called the Weibull slope or slope parameter. 
 

Bias Temperature Instability: Bias temperature instability (BTI) is another 

unreliability issue which affects all types of field Effect transistors after continuous 

operation at high temperatures. Two different forms of bias temperature instability 

have been experimentally verified: negative BTI (NBTI) and positive BTI (PBTI). 

Among the two, research on NBTI has been carried out for a longer period of time 

which shows that it can create threshold deviation across typical process, silicon 

oxynitride process, and next generation transistor structures. The mechanism 

behind BTI is not well understood and possible explanations have included build-up 

of charge in dielectric, interface states at oxide channel juncture, hole capturing by 

defects, and electron trapping by dielectric traps. Certain process steps like 

nitridation and surface channel devices are also believed to cause progression of 

BTI induced degradation. Historically, first attempts to explain bias temperature 

instability depended on reaction diffusion theory rather than charge trapping. It was 

able to explain the dependence of degradation on time adequately but fell short 

while trying to expound features of recovery. According to it, normalized reaction 

diffusion induced variation takes the form of [54] 
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Here, ts and tr are stress time and relaxation time. The equation assumes uni-

versal recovery where threshold deviation depends on the ratio of ts and tr, and 

the relationship is normalized with respect to its value at stress end point. But 

this supposition opposed observations which suggested that recovery 

progresses without depending on stress time and becomes operational even 

before stress end point. Therefore, more recent models of BTI assume a 

combination of a fixed element and a rectifiable part for process deviation. If nf 

and nr are rate coefficients for the fixed and the rectifiable parts, Ea is the 

activation energy, mf is another constant for fixed degradation, and  are 

process dependent factors, the threshold deviation model can be written as [55] 

 
 
 
where the equation remains valid if the stress voltage remains unchanged. 
 

Short Channel Limitation: Devices of a silicon technology may also suffer from 

modification of threshold and drift characteristics as a result of short channel 

limitations (SCL). SCL becomes a factor for field effect devices when its channel 

size becomes comparable with the width of junction depletion layers. It can be 

understood by the fact that channel depletion charge is not only balanced by gate 

charge, it is also partially adjusted by charge in source/drain junctions which, in turn, 

is strongly correlated with channel size. Consequently, device reliability may be 

influenced as channel limitation affects parameters which are supposed to remain 

invariable against bias condition and feature dimension. In addition, the physical 

phenomena through which SCL can manifest itself can be as varied as velocity 

saturation, scattering at surface, ionization by impact, and drain induced lowering of 

barrier. The threshold modification due to short channel limitation 
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can be approximated as [56] 
 

 
 
According to the formulation, the modification remains proportional to the factor  
of  and becomes negligible for the condition . Here  and  are  
the depth of depletion regions associated with drain and source junctions, f is the 
fermi potential, and xj is the junction depth at the edges of source and drain 
diffusion regions, which are modeled as quasi-circular arcs. 
 

Supply and Temperature Variation: Apart from the phenomena related with 

device physics, CMOS reliability is also a ected by operation-related and am-

bient factors like supply and temperature variation. Involvement of aggressive 

scaling, design for high performance, higher operating frequencies, combination 

of multiple functionalities, and rising power density increase the probability of 

signi cant intra-die thermal variation. Among operating factors, continuous cir-

cuit operation can lead to supply noise and ultimately supply uctuation [57]. 

Moreover, silicon supply reliability may have a correlation with the architecture's 

voltage conditions. As companion to the main supply rail, CMOS structures 

typically require a number of scaled gate signals to place transistors in a suit-

able mode. If their number can be truncated, it would relax the circuit's voltage 

requirements and limit the combined upshot of multiple rail stability on overall 

performance. On the other hand, circuit induced variation of temperature may 

obtain the ability to produce nonuniform substrate thermal pro le and thermal 

gradients in the architecture. These uctuations have an impact on a number of 

circuit mechanisms including device transconductance and leakage current. 

Leak-age current is one of the non-ideal factors which may account for about a 

tenth of system's power requirement and its contribution is projected to increase 

by mul-tiple times for the future silicon technologies [58]. This phenomenon can 

have two 
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distinct sources: subthreshold leakage and gate leakage components. 

Subthreshold leakage was considered as the dominant source for older 

processes but gate leakage becomes equally important for technologies with 

scaled dielectric layers. In addition, fluctuation of operating and ambient factors 

has an influence on an architecture's current rating, which in turn determines 

several figures of merit for the circuit. As a result, system reliability is affected by 

unexpected deviation of supply voltage and system temperature. 
 

The reliability events described in the previous subsections have the poten-

tial to significantly degrade circuit consistency, may lead to unacceptable circuit 

variation, and highlight the importance of considering process deviation during 

design phases of a CMOS system. Under such circumstances, a reliability im-

proving technique may be included in circuits of a transceiver to reduce variation 

of the system's figures of merit. In case of submicron amplifiers, these RITs 

need to work with different voltage ratings and stabilitate characterizing 

parameters against deviation of process and system factors. In addition, it will be 

beneficial if the compensation technique can be adapted as a stabilizing 

mechanism for other blocks of the transceiver (e.g., oscillators) where it will face 

the challenge of improving the variability of a different set of frequency-

dependent parameters. 

 
1.3 Objective of the Thesis  
 
 

1. The objective of this thesis includes devising a discrete modeling technique of 

and establishing common rail powered reliability improving techniques for 

nanoscale silicon transceiver circuits. At first, it will attempt to develop a 

scheme to accurately predict characteristics of complementary-metal-oxide-

semiconductor (CMOS) circuits through geometry scalable modeling of their 

discrete components. It will focus on forecasting of noise, loss,  
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and gain parameters for complete architectures (e.g., low-noise amplifiers) 

rather than separate characterization of circuit elements (passives, transis-

tors). It will try to regulate number of independent parameters needed for 

model equation formulation with symmetry of distributed model structures 

and through exploitation of parameter interdependency. Compact equations 

based on empirical modeling will be developed for devised equivalent-

circuits of metal-insulator-metal capacitors (MIMC), planar-spiral-symmetric 

inductors (PSSI), polysilicon resistors (PSR), and active transistors. The 

models will cover the size of devices required in reported nanoscale CMOS 

circuits and modeled results will be compared against literature data for 

verification. 

 
2. Additionally, the thesis will focus on a common rail powered technique to 

improve performance reliability of CMOS circuits through a shared bias 

network for active devices. The reliability improving circuit (RIC) will try to 

increase the stability of a topology's amplification (voltage gain, forward 

gain), noise (noise figure, minimum noise figure), and port loss 

(input/output reflection) against variation of process and voltage. It will be 

verified for a number of front-end architectures which will ensure that the 

RIC remains compatible with a wide range of isolation, noise, linearity, and 

gain requirements.  

 
3. To investigate the reliability improving scheme's Effectiveness for 

additional transceiver blocks, it will be applied as a stabilizing gate circuit 

(SGC) to a harmonic oscillator against aspects of technology and system 

deviation. Without incurring significant power penalties, the SGC will 

attempt to im-prove the consistency of important oscillator parameters like 

phase noise, period jitter, and oscillation amplitude. Various phenomena 

related to pro-  



 
27 

 
 

cess fluctuation will be addressed through consideration of device 

threshold, feature dimension, and power rail variation. The technique will 

try to be efficient for a wide range of o set frequencies and it will be 

compared with reported compensation mechanisms. 

 
4. As part of improving supply induced circuit reliability, the thesis will present 

techniques for a front-end amplifier which will allow it to be powered from a 

single low-voltage supply (reducing the probability of multiple rail variation 

of affecting circuit behavior). A gain control mechanism will be realized with 

an output block where the employment of a control voltage would achieve 

gain regulation. The inclusion of input common gate stages and buffer 

sections will be tried for a multistage circuit so that we could improve the 

probability of port reflectance remaining within design limits.  

 
1.4 Organization of the Thesis  
 
 
The dissertation consists of seven chapters. Chapter 1 focuses on the 

background of the research problem to clarify the motivation behind the initiative. 

It includes discussion on discrete modeling challenges of nanoscale 

complementary-metal-oxide-semiconductor circuits and process reliability of 

silicon transceiver components. The physical events which may lead to process 

unreliability are brie y explained. Additionally, an outline of objectives of the 

study is included. 
 

In Chapter 2, a technique is presented to accurately estimate high frequency 

behavior of submicron amplifier circuits with geometry scalable discrete 

modeling. The scheme simplifies model formulae using dependent functions and 

symmetric modeling and modeled results are verified against literature data. 
 

Chapter 3 demonstrates a low-power technique to improve performance reli-

ability of nanoscale CMOS amplifiers. It permits the overall circuit to be driven 
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from a common supply rail and provides resistance against Effects of process 

and system variation. 
 

In Chapter 4, a stabilizing gate circuit (SGC) is presented which reduces 

deviation of radio-frequency parameters of harmonic oscillators (improving their 

circuit reliability). The mechanism improves fidelity of oscillation amplitude, 

phase noise, and period jitter of single-ended and differential tuned oscillator 

structures. 
 

Chapter 5 discusses an amplifier architecture with a voltage lowering 

technique to limit its susceptibility to supply induced circuit unreliability. The 

topology avoids use of scaled gate voltages and a gain control mechanism is 

realized with the output block of a cascaded structure. 
 

In Chapter 6, a buffered amplifier suitable for applications requiring high 

degree of port isolation is devised. It demonstrates how optimization of an input 

stage and a load-port section may improve the architecture's port loss without 

burdening its noise contribution and power demand. 
 

The thesis is finally concluded in Chapter 7 by presenting a summary of the 

research work and providing suggestions for future work. 

 

  



 
 
 
 
 
 
 
 
 
 

Chapter 2 
 
 

Accurate Geometry Scalable CMOS  
Modeling of Nanoscale Low-power  
Amplifier Circuits 
 
 
 
 
2.1 Introduction  
 
 
Silicon complementary-metal-oxide-semiconductor (CMOS) process was originally 

developed for digital applications and its use in analog integrated circuits was rather 

limited because of noise contribution of silicon devices at higher frequencies [59]. 

Therefore, when priority was given to ensuring superior high frequency behavior, 

processes based on compound semiconductors were usually preferred. However, 

scaling down of silicon technologies and concomitant improvement in process steps 

have reversed the situation and various monolithic integrated circuits have been 

reported in silicon for applications like oscillators, low-power amplifiers, bandpass 

filters, and correlators/mixers [60, 61]. At the same time, radio-frequency features of 

active CMOS devices have been continually improving with high unity gain 

frequencies being achieved by sub-180nm transistors [62,63]. In addition, apart from 

being compatible with existing digital foundry, CMOS technologies promote benefits 

like large manufacturing output and lower cost. Developing geometry scalable and 

accurate models of silicon elements can further facilitate this reduction of overhead 

as it may improve the efficiency of planning 
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and design phase of nanoscale transceiver circuits [64, 65]. Moreover, practical 

usefulness of the scheme will be improved if, rather than individual element 

characterization, the models can predict the behavior of entire circuits consisting 

of passive and active devices. 
 

Recent literature has presented some modeling examples of CMOS elements 

[66{71] and, in most cases, they have concentrated on characterizing a specific 

component over a frequency range. In addition, when these models are based on 

device physics, inclusion of detailed material properties can make them burden-

some for the estimation process. For example, models of 180-nm metal-oxide-

semiconductor varactor and capacitor have been proposed in [66] which can pre-

dict admittance parameters for frequencies up to 6 GHz. A distributed capacitor 

model which is able to forecast impedance matrix parameters has been verified in 

[67]. Modeling of CMOS power devices is discussed in [68] in relation to trade-o s 

associated with maintaining power efficiency and development of matching 

networks. Transistor modeling for radio-frequency design is also addressed in [69] in 

order to analyze thermal and frequency-dependent noise behavior. The concept of 

design space exploration for on-chip inductors is introduced in [70] with the help of 

closed-form mechanisms. Development of expressions of physical at-tributes for 

various shapes of planar inductors has been the focus of [71]. In contrast, this 

chapter presents a discrete modeling technique for metal-insulator-metal (MIM) 

capacitors, planar-spiral-symmetric (PSS) inductors, polysilicon (PS) resistors, and 

active transistors (AT) in order to estimate the behavior of 90-nm CMOS amplifier 

circuits. The scheme exploits interdependency of parasitic components to simplify 

device expressions and reduces number of independent functions through 

symmetric modeling. Equivalent-circuit equations are derived with geometry 

scalable empirical modeling on the basis of physical structures and incorporating 

associated parasites. They should be able to lower computational 
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complexity of the estimation process as they do not depend on detailed device 

properties for formulation. They are scalable with relevant geometric features, 

consistent with size of elements needed in nanoscale amplifier circuits, and use 

simple fitting factors to account for extraneous Effects in the structure. RF per-

formance estimated by the discrete modeling approach (DMA) is compared with 

measured amplifier data collected from literature [72]. They predict the behavior 

of two high-gain/overvoltage-protected C-band amplifiers which manage 12.4-

13.4 dB peak gain with low power (9 mW) and noise (2.7-2.9 dB) readings. The 

results suggest that the technique, which is based on parasitic models simplified 

by dependent functions, can characterize integrated amplifier architectures with 

relatively low computational cost. 
 

The chapter is organized in the following way. Section 2.2 demonstrates 

silicon MIM, PSS, PS, and AT models and documents their behavior. Two high-

gain and/or pulse-protected 1.2-V amplifiers are presented in Section 2.3 for 

testing of the models. High frequency parameters of complete circuits are 

estimated in Section 2.4 and verified against measured results. Finally, 

conclusions of the work are summarized in Section 2.5. 

 
2.2 Modeling of CMOS Elements  
 
 
In this section, silicon models are presented for active and passive CMOS com-

ponents which are needed in nanoscale transceiver circuits. The models include 

appended elements representing junction (depletion) capacitance, thermal loss, 

substrate loss, coil parasites, high-frequency Effects, and parasitic capacitance 

(between active layer and substrate). At first, equivalent circuit analyses are 

completed for passive devices like MIM capacitor, PS resistor, and PSS inductor. 

Then, a scalable model for an active device is developed with the inclusion of 
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P1 Rm1 Cmim   Rins Rm2 P2 

 Cpr11 Cpr21 Cpr22  
  Cpr12   

 
 
 

Fig. 2.1: Distributed RC model of MIM capacitor. 
 
 
 
extrinsic RC elements with defined parameters. Finally, the geometry scalable 

simple models are employed to estimate measured behavior of 90-nm circuits to 

verify the accuracy of the modeling scheme. 
 
2.2.1 Metal-insulator-metal Capacitor  
 
A metal-insulator-metal (MIM) capacitor is often preferred for microwave tran-

sceiver circuits over other forms of silicon capacitors because of its quasilinear 

behavior against frequency and relatively high quality factor [73]. It uses a strip 

of dielectric lm (insulator) packed between two electrodes made with metal 

layers and produces values of significant picofarads. It can be used as a pas-

sive component for input-output matching circuits, signal coupling, power supply 

protection, resonance tanks, and feedback connections in monolithic integrated 

circuits. In a submicron amplifier architecture, capacitors typically serve as parts 

of load banks and impedance matching networks (at ports). Study of literature 

on nanoscale CMOS amplifiers shows their on-chip capacitors having values in 

the <8 pF range [72, 75-79], indicating that they could be adequately covered 

with an appropriate model of MIM capacitor. 
 

The two-port RC (resistive-capacitive) model of MIM capacitor utilized in this 

study is presented in Fig. 2.1. In this circuit, Cmim represents the primary 

capacitive element created by placing two conductors on both sides of an 

insulating layer. Parasites associated with top and bottom electrodes are repre- 
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Fig. 2.2: Input capacitance of MIM model samples. 
 
 
 
sented by Rm1 and Rm2 and thermal dielectric loss is accounted for with a series 

component Rins. Four shunt elements are included in the structure to simulate 

substrate Effect as part of distributed modeling. They are indicative of capacitive 

parasites which exist between top and bottom metal layers and substrate. No 

resistive element is included in the shunt paths as thermal substrate loss is not 

considered in this MIM model. The inclusion of distributed sections in the struc-

ture improves its ability to capture the high frequency behavior of the element in 

integrated architectures. In this case, model equations are developed in terms of 

length (Lmim) and width (Wmim) of metal plates in the MIM structure. They are 

developed through geometry scalable empirical modeling as used in literature 

examples like [14]. These expressions, which are able to describe model 

behavior as a function of structural pattern, take the approximated form of 

 
 



 

 

Here Lmim and Wmim are expressed in um and the definition of Rm2 includes a 

fitting parameter when the model is included in a complete circuit (assigning an 

optimized value to this factor can account for extraneous losses). Cpr21, Cpr22, and 

Rins are defined as dependent parameters to simplify device expressions and 

reduce model complexity without compromising on estimation accuracy. The model 

remains valid when Lmim resides in the range of 5~60 um and Wmim has a 

dimension coverage of 5~100 um (which are expected dimensions of submicron 

capacitors). For example, if Lmim is set to 5 um, variation of Wmim over the full range 

(5~100 um) achieves modeled capacitance values of 0.05-1.1 pF. As Cmim scales 

directly with the features, setting Lmim to 20 um elevates this range to 0.22-4.2 pF. 

Over its full coverage, the model can produce 0.05-12 pF passive elements which 

are consistent with reported data on conductor-insulator capacitance and sufficient 

for size of capacitors required in nanoscale amplifiers. Moreover, the expressions 

should be able to reduce the computational complexity of the estimation process as 

compared to conventional technology models. Fig. 2.2 illustrates input capacitance 

produced by different MIM model dimensions over a frequency range of 0.1-20 GHz. 

To get an assessment of the model's power efficiency, its quality factor (Qmim) is 

approximated with the following equation: 

 

When plotted as a function of device geometry in Fig. 2.3, sampled Qmim achieves 

reasonable values of 10-390 between 1 and 10 GHz. Data obtained with the 
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Fig. 2.3: Quality factor of modeled capacitors plotted against frequency. 
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Fig. 2.4: Double-tee model of polysilicon resistor. 
 
 
modeling technique remain reasonably consistent when compared with 

measured results of a 90-nm CMOS foundry [74] in the same figures. 
 
2.2.2 Polysilicon Resistor  
 
Polysilicon (PS) resistors are often considered suitable for nanoscale silicon cir-

cuits as they have smaller parasitic components as compared to other on-chip 

resistors. They are compatible with BiCMOS and CMOS processes and is able 

to offer high sheet resistance (ohms/square) [80]. Moreover, the resistivity of 
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Fig. 2.5: Pro les of polysilicon model samples. 

 
 
 
the structure is controlled by amount of doping in poly layers and grain bound-

aries present in deposits. Unlike di used (MOS) resistors, its inherent substrate 

parasites are not dependent on rating of bias voltages. PS layers occupy a rela-

tively smaller area in traditional technologies and their temperature dependence 

is weaker than that of well and implanted resistors. Metal resistors are often 

dominated by variation of layer thickness which is not the case for poly resistors 

and, as a result, amount of conductivity modulation in the latter remains min-

imal. In addition, poly resistors are not dominated by piezoresistive Effect and 

can produce both small and large impedance values [81, 82]. 
 

Fig. 2.4 shows the polysilicon resistor model employed in this study. It has been 

developed to cover the range of resistance (0.05-20 k ) required in reported amplifier 

circuits [75{79]. The equivalent circuit utilizes a double-tee RC network where 

resistive contribution of the poly layer is represented by Rpoly. Peripheral resistance 

at the two ends of the poly deposit is accounted with Rct1 and Rct2. 

Rsub elements are included in the model to represent resistive loss in dielectric 
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base and substrate. Parasitic capacitors associated with the polysilicon layer 

and its oxide base are considered for the inclusion of Cpari and Cparo. An RCR 

branch on both sides of Rpoly creates the two tee circuits of the model. Symmetry 

is maintained (with respect to Rpoly) with the placement of Rct, Rsub, and Cpar 

elements to reduce the number of uncorrelated parameters. The components 

are assumed to be scalable with width and length of the deposited polysilicon 

layer (Wpoly and Lpoly). The geometry scalable empirical equations for the 

equivalent circuit are approximated as 

 
  

In these equations, Lpoly and Wpoly are expressed in a unit of um and a set of 
 
Cpar elements are defined with dependent functions to simplify the model. With 1 

um poly width, if Lpoly scales from 1 to 100 um, the model can achieve an 

Effective resistance of approximately 0.3-28 kΩ. In comparison, if length to width 

ratio of the structure is reduced with increasing Wpoly (1-60 um, Lpoly=5 um), 

Effective model resistance drops from 1.4 k to 25Ω. For this circuit, capacitive 

parasites (Cpar) are assumed to be smaller as compared to their counterparts in 

the MIM model. Table 2.1 presents Effective resistance of sample polysilicon 

models as a function of device geometry (within its range) and frequency 

dependent pro les of the two port equivalent circuit are illustrated in Fig. 2.5 

along with technology data [74] obtained with similar features. 
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Table 2.1: Effective 
model resistance 
as a function of 
device geometry. 

W
poly L

poly ~R
model 

( um) ( um) ( Ω) 
   
   

1 60 16645.8 
1 10 2860.8 
5 20 1090.1 
5 50 2695.1 
10 90 2408.6 
30 15 136.3 
10 50 1342.6 

 
 
2.2.3 Planar-spiral-symmetric Inductor  
 
Spiral inductors play a critical role in determining RF performance of 

CMOS transceiver architectures where they are employed as part of 

load banks, tuned sections, band-pass lters, port matching circuits, and 

feedback networks. In these circuits, the on-chip planar spiral has to 

produce necessary reactance and reasonable quality factor 

simultaneously for ensuring optimum behavior. Addi-tionally, often 

polygon structures have to be adopted to satisfy restrictions of 

component angles which is further facilitated with symmetric realization 

of the 

 

Fig. 2.6: Equivalent circuit model of planar-spiral-symmetric inductor. 
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spiral. As cost of tuned circuits is directly correlated with these spiral coils, their 

modeling has the potential to play an important role in limiting silicon manufac-

turing overhead. 
 

The equivalent circuit of a planar-spiral-symmetric (PSS) inductor is illus-

trated in Fig. 2.6 which employs cascaded pi networks to represent different 

sections and distributed characteristics of a spiral. Each pi-shaped section is 

modeled with an RLC network including elements standing for coil parasites. 
 
Lshf represents the inductance of spiral sections and mutual inductive coupling 

between coil parts is modeled with the coefficient Khf12. Thermal loss in the 

spiral is accounted with Rshf and peripheral resistance of each section (gener-

ated by underpass, contacts) creates the Rph components. These parameters 

are de ned in this study in terms of outer diameter of the spiral (Dsind) and 

number of turns in the planer coil (Nsind). To reduce model complexity, other 

characterizing features like gap between spiral lines are assumed to have 

constant values. Among capacitive parasites, coupling capacitance between 

segments of each spiral section is modeled with Chf11 and Chf22. Similarly, 

parasites created between different spiral sections are responsible for Chf12's 

inclusion. Parasitic components, which link each coil section to the substrate, 

are modeled through h-circuits which are initiated with Cpar, and completed with 

Rsub and Csub, standing for elements representing overall substrate Effect. The 

assumption of a planar symmetric structure allows the cascaded sections to be 

identical and avoid the use of multiple single-ended coil parts to achieve 

symmetry. Analytical equations for the spiral inductor take the form of 
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Fig. 2.7: Quality factors of the inductor model. 
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Table 2.2: Effective induc-
tance of the PSS model. 

D
sind N

sind L
sind 

(um)  (nH) 
   

   

300 1 0.68 
200 2 1.21 
300 2 2.12 
200 3 1.69 
300 3 3.58 

 

 
 

Symmetric circuit structure helps to limit number of independent model pa-

rameters for the inductor and dependent representation is used for the Csub 

elements to allow model simplification. As reported low-power submicron am-pli 

ers (<6 dB NF) employ small inductors for loading and matching ( 0.1-4 nH) 

[72,75,76,78,79], the model adopts a range of 100-300 um and 1-3 for Dsind and 

Nsind, respectively, which allows it to generate necessary Effective reactance for 

low-noise circuits. 
 

Fig. 2.7 presents a set of quality factor curves (Qsind) obtained with the 
planar-symmetric-spiral model. It shows that peak Qsind values of 7-15 can be 
achieved in the presented domain with a wide range of peak frequencies. To 
estimate quality factors, the inductor model is included in a two port circuit which 
predicts Qsind (with the conventional two port definition) and effective 
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inductance (Lsind) with the help of imaginary and real parts of admittance or 

impedance parameters: 

 
 
Consequently, Table 2.2 documents sample values of calculated Effective induc-

tance as a function of model geometry. 
 
2.2.4 Scalable Active Device Model  
 
The study uses a scalable model for transistors to address the limitations of active 

device modeling, which is a major concern in maintaining accuracy of nanoscale 

circuit simulation. A typical compact model of a metal oxide semiconductor de-vice 

is usually realized with parameters extracted at low frequencies [68]. However, 

devices suitable for high-frequency CMOS circuits need to include the Effect of 

additional junction parasites in the model. Keeping that in mind, the study realizes a 

scalable model (SM) which is presented in Fig. 2.8 and defined for 
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Fig. 2.8: Scalable composite model of an active device. 
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Wsm=25-300 um, covering typical device size required in transceiver amplifier 
circuits [75-78]. It is built upon a BSIM4 90-nm MOS model core where Cgsi,  
Cgdi, Csbi, and Cdbi represent inherent junction parasites [23]. Among others, the 

defined model core includes the Effects of asymmetric/bias-dependent modeling, 

charge partition, gate-induced drain leakage, gate dielectric tunneling current, high-

speed considerations, and asymmetric source/drain junctions. On the other hand, 

the overall scalable model is developed as a function of device width (Wsm) and 

number of fingers (NF). It assumes small extrinsic elements at the transistor 

terminals (Rge, Rse, Rde, and Rbe) to account for losses not predicted by the core. 
 
Cgse is included due to high-frequency fringe parasites associated with MOS gate 

and source terminals. Cdbe performs a similar function for drain and body terminals 

of the device. In addition, core and external sections of the scalable model are 

designated as SM(in.) and SM(ex.). The estimated expressions of defined 

parameters of the external section are as follows. 

 
 
In these equations, Wsm has a unit of m and the resistive components need to 

include a tting factor when the transistor is placed in a CMOS circuit (which can 

model the Effect of extraneous losses associated with an active device). In the next 

section, the presented models are utilized to estimate the behavior of two 90-nm C-

band low-power amplifiers. 
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Fig. 2.9: CMOS circuits analyzed with the models: a) matched nanoscale low-power 
amplifier and b) overvoltage-protected amplifier. 
 
 
2.3 Modeling of Nanoscale Amplifiers  
 
 
The objective of the models developed in this chapter is to estimate the microwave 

behavior of transceiver amplifier circuits. With that view, the models are employed to 

analyze the performance of two reported 90-nm low-noise amplifier (LNA) circuits 

[72] with an RF simulator. The architectures consist of active and passive elements 

which fall within the models' range. Their topologies are illustrated with the help of 

Fig. 2.9(a) and Fig. 2.9(b). These structures are suitable for implementing low-

dissipation low-NF front-ends with a supply rail. The first LNA aims to provide high 

power gain and port isolation while the second architecture includes passive on-chip 

protection against electrostatic discharge (which becomes a design issue as gate 

oxides are scaled down). Fig. 2.9(a) shows back to back connected common-source 

(CS) and common-gate (CG) stages which realize a cascode structure with two 

transistors. These devices are of identical size and powered by a main supply 

voltage of 1.2-V. The input CS transistor (T1) is biased with a smaller gate supply 

(Vgate). Overall bias current drawn from Vdd 
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is 8.1 mA which results in a power dissipation of 9.7 mW for the amplifier. The 
LNA's input port is matched to a preceding component (~50 Ω) with an input 

coupling element Cip1 and a gate inductor Lm1 which cancel the capacitive part of 
input impedance (Zin). Additionally, adjustment of Zin(R) is managed with a small 
source inductor Ldg1 which introduces modification of gain [83]. The cascode 
device T2 is biased with the supply rail (Vdd) and a CC (double capacitive) circuit 
at RFout port (Cop1 and Cop2) forms the load with Ltank1 and manages output 
impedance. 
 

Fig. 2.9(b) presents the second nanoscale architecture which incorporates 

reactive and active protection circuits into the low-power amplifier. Its core tran-

sistors (T3 and T4) are equivalent in size and drain a similar amount of power 

from the supply rail (9.7 mW) as compared to the first amplifier. It also includes 

an isolating resistor (Rgate2) to deliver Vgate to the input of the driving device and 

houses a supply capacitor (Csup2) to protect the circuit from possible noise of the 

voltage rail. The inductor of its input protection circuit (Lpr1) cancels parasites 

associated with RFin port and its own resistive component makes a parallel 

circuit with matched input impedance. Lpr1 protects the gate oxide of input 

driving transistor by allowing large voltage drops across it (in response to 

discharge pulses). This permits excess voltage at the gate of T3 to be kept 

below the breakdown level. Lpr2 introduces overvoltage protection in a similar 

fashion for the output port. A relatively long channel gate-source shorted de-vice 

Tpr, which is not a part of the amplifying circuit, is connected to the Vdd rail to 

safeguard it from discharge pulses. Input and output matching circuits of the 

overvoltage-protected amplifier use components similar to the first nanoscale 

amplifier. Measured data of the two 90-nm amplifiers (indicative of their perfor-

mance) are collected from literature to compare them with results obtained with 

the geometry scalable discrete modeling approach. 
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Fig. 2.10: Comparison in terms of a) forward gain, noise-figure and b) input 
reflection, output reflection between modeled and measured [72] results of 
thefirst amplifier. 
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Fig. 2.11: Comparison between modeled and measured [72] data of the 
overvoltage-protected amplifier with respect to a) forward gain, NF and b) S11, 
S22. 
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2.4 Comparison of Performance  
 
 
The results obtained with the presented low-cost modeling approach (DMA) and 

a 90-nm CMOS technology and measured microwave parameters of the first 

low-power amplifier are illustrated with the help of Fig. 2.10(a) and Fig. 2.10(b). 

Fig. 2.10(a) demonstrates noise and gain figure curves where modeled (DMA) 

forward gain has a peak of 12.8 dB at 5.4 GHz with a 3-dB bandwidth (BW) of 
 

4.6-6.2 GHz. Noise-figure (NF) of the amplifier remains below 3.6 dB within the 

C band (4-8 GHz). Bandwidth limited NF has a centered minimum of 2.73 dB 

which is raised to 2.77 dB and 2.96 dB at the two edges of BW. Gain 

performance assessed from measured data is consistent with DMA results with 

a peak gain of 12.4 dB (difference: 3.2%) and a bandwidth of 4.7-6.1 GHz. In 

addition, measured NF has a reading of 2.70 dB at peak gain frequency and is 

indicative of greater model accuracy (matching: 98.9%). Reflection-loss at the 

amplifier ports is demonstrated in Fig. 2.10(b) for S, C, and X band frequencies. 

In case of input reflection (S11), DMA and measured data are better than -3.4 dB 

and -3.7 dB over their message bandwidths, respectively. On the other hand, 

BW limited output reflection (S22) is lower than -3.8 dB and -4.0 dB for the two 

sets of data, indicating they are consistent around the center frequency. 
 

Fig. 2.11(a) and Fig. 2.11(b) document comparative results for the second C-

band amplifier with reactive-active protection circuits. It achieves a better input 

matching performance than the first LNA which leads to a marginally higher forward 

gain. It is noticeable that range of bandwidth is not significantly influenced with the 

inclusion of pulse-protection elements in the front-end. The modeled (DMA) circuit 

has a gain of 13.9 dB at 5.53 GHz whereas the measured peak of 13.4 dB is located 

at 5.5 GHz (matching: 96.3%). Measured NF for the overvoltage-protected circuit is 

2.95 dB at peak gain frequency whereas centered 
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NF for the DMA circuit has a value of 2.86 dB (error: 3.1%). For both measured 

and simulated (DMA) data, NF remains better than 3.2 dB over the circuit 

bandwidth. In case of output reflection (S22), the two curves remain consistent 

with each other over the 4-9 GHz frequency range. As a result, S22 approaches -

19 dB around the operating points and stays below -4.5 dB over both 

bandwidths. Correspondence between the two sets of data is also maintained 

for input return-loss (S11) with measured and DMA readings near 5.5 GHz being 

registered as -14.4 dB and -14.6 dB, respectively. On the basis of these results, 

it can be said that the presented scheme, which is based on distributed parasitic 

models, is able to accurately estimate CMOS characteristics of integrated 

amplifier circuits with low computational complexity. 

 
2.5 Conclusions  
 
 
A geometry scalable modeling technique of nanoscale submicron amplifier circuits 

(comprising active/passive components and bias/gate supplies) is presented in this 

chapter. Modeled characterizing parameters of circuits are compared against 

literature data showing good prediction accuracy. The scheme limits number of 

required independent parameters by symmetric modeling and simplifies model 

expressions by utilizing interdependency of parasites. Analytical empirical equa-

tions capable of device characterization at low computational cost are derived for 

CMOS elements (spiral planar inductors, active devices, metal insulator capacitors, 

and polysilicon resistors) needed in a front-end amplifier architecture. The equations 

are scalable with feature size of RLC and transistor elements and cover expressions 

for parasites generated from process considerations. The models have been tested 

with two 90-nm low-power amplifier topologies where modeled results prove to be 

consistent with relevant experimental figures (noise, reflectance, gain). 

 
  



 
 
 
 
 
 
 
 
 
 

Chapter 3 
 
 

Common-rail Powered Reliability 
Improving Technique for CMOS 
Amplifiers 
 
 
 
 
1.5 Introduction  
 
 
As submicron CMOS technologies are reducing feature size to improve integration 

efficiency and ease supply burden, on-chip integrated circuits are becoming more 

vulnerable to performance issues arising from process, technology, and system 

variation [84, 85]. For example, active devices in a transceiver circuit may suffer 

from altered turn-on voltage due to silicon aging [86] and random dopant 

perturbations [87]. Typical and reverse short channel limitations can aggravate this 

problem as nanoscale nodes get smaller in feature size [88]. In addition, speed of 

devices has the potential to be affected by uncontrolled parametric deviation and 

scaling down of technology. On top of that, variability of manufacturing steps like 

mechanical polishing, lithography, etching, and spatially changing pattern density 

can alter predetermined component dimensions in small degrees [89]. Besides, 

ambient factors like die temperature fluctuation and ripples in supply rail play a role 

in setting of design tolerance limits [90]. The presented phenomena highlight the 

importance of considering process and system variation during design phases of 

CMOS systems
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The objective of including a reliability improving circuit (RIC) in a CMOS 

architecture is to reduce variation in the system's figures of merit (FOM). In this 

respect, recent literature has addressed the issue of improving tolerance to process 

variability for devices and mixed-signal circuits [86], [91{103]. For example, a 

reliability sensitive silicon power amplifier is presented in [86] which can be 

integrated with a Wi-Fi receiver to mitigate discharge/aging issues. The de-

pendence of hot carrier reliability (HCR) on contact spacing (source/drain) and its 

subsequent effect on device behavior (in a radiation environment) have been 

discussed in [91]. A compact model for transistor degradation due to channel hot 

carriers and thermal instability is proposed in [92]. The formulation of a scalable 

technique has been demonstrated in [93] for analysis of large circuit delay degra-

dations (due to HCR). A current source based process-voltage sensing circuit is 

discussed in [94] to improve the stability of a power amplifier's efficiency. The ability 

of a double resonant network to reduce voltage stress on silicon devices is studied 

in [95]. Drego et al. [96] documents the implication of threshold voltage variation for 

scaling of supply voltage and the effect of adaptive body voltage on an externally 

gate biased input device has been demonstrated in [97]. A bank of digitally 

switchable capacitors is employed by [98] in an effort to provide resistance against 

variation in amplifier performance. A self healing front-end is developed in [99] using 

a reconfigurable architecture against varying process factors. The capacity of a 

feedback network to stabilitate gain is manifested in [100] for a 5 GHz amplifier. To 

achieve the same effect, a temperature compensation technique is presented in 

[101] for a wideband code division multiple access (WCDMA) amplifier. The concept 

of self-calibration for a mixed-signal high speed digital-to-analog converter (DAC) is 

introduced in [102] using trimming of analog current. Transistor sizing techniques 

are proposed in [103] to counter negative bias temperature instability (NBTI) in ip- 

ops and digital circuits. 
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Additionally, [104] demonstrates how reliability considerations can affect the RF 

potential of a submicron technology. These examples evince the necessity of 

developing process compensation mechanisms which are compatible with CMOS 

architectures. 
 

This chapter presents a low-power reliability improving circuit (RIC) for 

nanoscale front-end amplifiers using a multisection integrated bias scheme. It 

utilizes a shared voltage network for transistors enabling the amplifier to avoid 

external sources other than the main supply rail. The RIC is tested for three CMOS 

amplifier topologies with different voltage ratings (1.2-V and 0.7-V) suitable for low-

noise front-ends. It is able to stabilitate their performance significantly against 

variation of process factors and supply. Compatibility with diverse architectures 

allows the circuit to satisfy a broad range of noise, gain, isolation, and linearity 

requirements. The chapter is organized in the following way. Section 3.2 presents 

the common-rail powered reliability improving scheme and explains its mechanism. 

Three single-supply amplifier configurations are presented in Section 3.3 which can 

be integrated with the RIC. The results of improvement in reliability of performance 

(in terms of parameters like noise-figure, forward gain, voltage gain, return-loss) and 

comparison between compensation techniques are demonstrated in Section 3.4. 

Section 3.5 documents conclusions of the work. 

 
2.2 Reliability Improving Circuits (RIC)  
 
 
A submicron circuit can be subjected to modification of process parameters, de-

vice threshold, and element features (dimensions of on-chip components) during 

fabrication stages and service in systems. As a result, performance determining 

figures of the circuit undergo differing degrees of fluctuation, which may compro-

mise the reliability of the circuit output. Apart from manufacturing deviations, 
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Fig. 3.1: The reliability improving circuit (RIC) applied to an unmatched amplifier. 
 
 
a transceiver may also have to face variable ambient-voltage factors like changing 

system temperature and regulation of dc supply. A reliability improving circuit (RIC) 

aims to enhance the stability of a CMOS structure against these variables and, in 

the process, make it more robust against performance degradations.  
 

The low-power RIC studied in this chapter is suitable for use in CMOS 

amplifiers necessary in transceiver circuits and applied to a low-noise amplifier 

(LNA) to minimize variation in figures-of-merit like forward gain (S21), noise-

figure (NF/NFmin), power requirement, and return-loss (RL). The RIC is 

presented in Fig. 3.1 where it attempts to limit process induced increase in 

amplifier noise and drop of power gain by regulating bias condition of devices 

through a shared voltage network. The figure shows the RIC being applied to an 

unmatched common-source-gate amplifier, which is a structure built on a pair of 

transistors. Typically in a cascode topology, the driving transistor (T1) is biased 
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with an external gate voltage (Vext) and the isolating transistor (T2) is biased 

from the main supply rail (Vdd). In contrast, the RI circuit of Fig. 3.1 uses a diode 

connected device to produce the gate voltage from Vdd which makes the 

separate dc supply Vext redundant. The values of bias voltage (Vbb) and current 

(Ibias1) can be regulated by the relatively small resistor Rb1 and the size of T3. 

This network has three branches formed by separate resistors (Rb2-Rb4) so that 

the voltage circuit remains isolated from amplifier core. Apart from providing the 
input device's gate signal, it also delivers substrate voltages for core amplier 

transistors. The supply capacitor Csup is added to protect the circuit from ripples 

of Vdd rail. Here, Lr is the amplifier's resonating drain inductor and Rpr, 
 
Cpr are its parasitic elements. Vdd and other bias signals ultimately determine the 

amplifier's core tree current (Irail1) and the corresponding small signal gain. Thus, 

the RIC is able to generate necessary bias signals from a single supply rail (Vdd), 

eliminating the necessity for smaller supply voltages. 
 

Among all receiver circuit components, process variation has the most promi-

nent effect on features of silicon transistors [105, 106]. For example, sequential 

and spatial reliability phenomena (e.g., aging of devices, breakdown of oxide, 

hot carrier effect, and fluctuation of channel dopant profiles) can lead to 

deviations in transistor threshold voltage. In the presented mechanism, the 

biasing device allows control of the voltage regulating current which will not be 

possible with the external supply Vext. In addition, employing a >3 kΩ resistor 

(Rb2) separates small signal operation from the biasing arrangement. If the 

transistors of the circuit have nearly equal Vgs ratings (voltage stress), their 

device thresholds (Vt) are expected to deviate from base value in a similar 

fashion. In this setup, overdrive voltages of T3 and T1 are controlled by the 

appended circuit and gate of T2 is provided with a fixed bias. If the device 

threshold of T3 increases, it would reduce its available overdrive voltage and 

drain current Ibias1 will suffer. As a result, the 
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drop across Rb1 will be reduced, leading to an increase in T3's gate-source 

voltage and restoration of its branch current. Thus, the configuration is able to 

regulate its drain current against the variable effect of stress conditions. In 

addition, when device threshold for the input transistor is raised, it tends to 

reduce the amplifier tree current (Irail1). However, Ibias1 is lowered 

simultaneously, and overdrive voltage for T1 (Vod1) is brought back near design 

level. During the process, the gate current for T1 (which is very small) and the 

bias resistors do not influence bias voltages significantly. In this manner, the RIC 

is able to compensate for possible fluctuations in the amplifier's rated current. 

Note that, the self-regulation can also account for decrease in device turn-on 

voltage. If device threshold for the transistors is lowered, it would raise their 

drain currents which, in turn, will bring down gate-source voltages for the 

transistors. This way, the RIC can contribute to furthering the reliability of CMOS 

circuits against outcomes of process variation. The concept of improvement in 

circuit consistency can be extended against alteration of other process related 

parameters like feature size and device parasites. As these factors may affect 

and moderate current values, the resulting modification in performance is 

compensated by the scheme in the same manner as described before. 

Consequently, a stabilized nanoscale amplifier can maintain regulated bias/tree 

currents and reduce variation of its RF parameters. The device voltage 

equations of the structure can be approximated with the following expressions: 
 

 
 
If amplifier transistors are operating in a region of saturation, their drain currents 
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can then be estimated from 
 

 
 
where βn is the process dependent transconductance factor for transistors. 
 

Apart from process variation due to aging, transistors of the amplifier also 

suffer from events like short channel limitation and dielectric thickness variation 

as their feature size is scaled by a submicron process. These phenomena may 

also modify the device threshold with respect to the process determined base 

and be addressed by the RIC. As the biasing device of the presented circuit 

settles voltages without participating in RF operation, it does not face restrictions 

on its feature size. On the other hand, the substrate bias connections provided 

by the same RIC further improve the limitation imposed on transistors by 

process and threshold fluctuation. It can be explained by defining the driving 

threshold as a function of its source-substrate bias (Vsb1) 

 

Here, Vt10 is the nominal value of process-dependent turn-on voltage for 

Vsb1=0 and a small drain-source voltage. The threshold deviation (Vt1) due to 

body effect in silicon transistors maintains the following relationship [107] 

 

Here,  and  are fermi voltage (potential across the depletion region when 
a channel is present) and body coefficient for the driving transistor which are de-

pendent on intrinsic carrier concentration (Ni1), substrate dopant density (Ns1), 

and gate capacitance per unit area (Cox1). Their expressions take the form of 
 



 
57 

 

 

With the bias scheme providing dual responsive substrate bias for T1 and T2, 

their source is expected to be at a lower potential. As a result, the Vt term of 

the stabilized circuit senses and helps to regulate threshold modification of 
nanoscale transistors and improve reliability of performance (against varying 
process factors). 
 

The effect of the scheme in compensating supply rail deviation can be 

understood by analyzing the influence of Vdd on the bias signal of an RIC 

integrated amplifier. Using Eq. (3.5), Vbb for the improved amplifier can be 

modeled as 

 
On the basis of this equation, an expression for Vbb can be obtained as 

 
 
which represents possible enhancement of supply rail stability provided by 

the reliability improving technique. As a result, the stabilized architecture will 

be expected to face less deviation in bias signals (and FOMs) in the face of 

supply variation. 

 
2.2.4 CMOS Single-supply Amplifiers with RIC  
 
2.4 1.2-V High-gain CC Amplifier  
 
The effectiveness of the proposed reliability improving circuit (RIC) is tested with 

three low-power CMOS amplifiers presented in Fig. 3.2 and designed with a 90-nm 

technology. These topologies can cover a wide range of design requirements for a 

receiver in terms of gain (S21), power, port isolation, noise-figure (NF/NFmin), 

linearity range, and input/output reflection-loss (IRL/ORL). Fig. 3.2(a) presents 
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a matched common-source-gate (cascode, CC) amplifier including the 

multisection RIC and driven by the supply rail Vd1 (1.2-V). Its two core 

transistors are identical in size (40 m) and Lr1 is employed to settle its peak gain 

frequency in K-band. The biasing gate-drain-shorted transistor T3 is not part of 

the amplifying circuit. It determines the bias current Ibias1 along with the resistor 

Rb1. The three branches of the RIC are separated by 3.2 k resistors (Rb2-Rb4) 

and designated as RIC(1), RIC(2), and RIC(3), respectively. The scheme 

generates its bias signal Vbb1 from the 1.2-V supply rail Vd1. The core current of 

the compensated amplifier (Irail1) is settled to 3.28 mA, including an additional 

power requirement of 0.9 mW for the RIC. The amplifier's input matching 

network is made with two inductors (Ls1 and Lg1), a coupling-cum-matching 

capacitor (Cin1), and gate parasites of the input device. In contrast, it has a 

capacitive output network (Cout1 and Cout2) which, along with drain parasites of 

the isolating transistor, serves as part of the resonating tank. Peak gain, center 

NF, IRL, ORL, and NFmin for the externally gate-biased 1.2-V CC amplifier are 

11.1 dB, 3.21 dB, -10.7 dB, -17.3 dB, and 3.15 dB, while the respective 

parameters settle to 11.4 dB, 3.19 dB, -11.1 dB, -21.2 dB, and 3.12 dB after 

including the RIC. 
 
1.6 Low-voltage CC Amplifier  
 
As supply voltage gets smaller with the scaling down of process (or even within the 

same process node), silicon CMOS circuits tend to become more susceptible to 

events related to system variation. To verify the presented circuit's effectiveness in 

such cases, a low-voltage CC amplifier (Vd2=0.7-V) is demonstrated in Fig. 3.2(b). A 

CC amplifier, when being driven by a typical 90-nm supply (Vd1=1.2-V), requires a 

smaller gate supply for the driving transistor. This situation can be averted with the 

low-voltage RIC inclusive CC architecture of Fig. 3.2(b). Here, insertion of a supply 

reducing circuit (SRC) sections the bias path for the 
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transistors so that they can powered with separate currents (Irail2 and Irail3). It 

allows core devices to be biased by the same supply at gate and drain terminals. 

T4 and T5 have the same aspect ratio like their counterparts in the 1.2-V CC 

amplifier. The SRC is placed between two stacked circuits (common-source and 

common-gate) and made with inductors Le1, Le2 and a coupling capacitor Ce1. 

The RIC, in this case, is designed with T6 which produces the bias signal Vbb2 

from the scaled supply rail. Now the scheme does not have to provide for the 

gate signal of T4 as both core transistors can be gate biased by the main supply 

Vd2. As a result, the low-voltage CC amplifier can be powered from a single 

scaled rail. For this topology, the RIC delivers biasing signals through Rb7 and 

Rb8 and its two sections are designated as RIC(4) and RIC(5). Power demand of 

the RIC network in this low-voltage amplifier is around 1 mW. On the other hand, 

output return-loss (ORL) is managed by the coupling capacitor Cout3 (without 

additional passive elements) and the load (tank) reactance. The resonating load 

inductor is slightly larger than its 1.2-V counterpart and the load settles its 

operating frequency in lower K-band. 
 
2.3 1.2-V CS Amplifier  
 
The RIC is also tested with a matched common-source (CS) amplifier, as shown 

in Fig. 3.2(c), which can be utilized in a receiver when priority is given to limiting 

noise ceiling and wider linear behavior. In contrast, the CC amplifiers are 

employed when better reverse port isolation and higher forward gain are 

preferred. The CS amplifier is powered by a single 40 m transistor (T7). The 

diode connected device in the RIC generates the voltage Vbb3 from the 1.2-V 

main supply (Vd1). Two branches of the reliability improving circuit RIC(6/7) bias 

the driving transistor through Rb10 and Rb11. In this case, core tree current with 

the bias circuit (Irail4) is 3.02 mA and additional power consumption incurred 
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by the RIC is only 0.7 mW. Peak gain, center IRL, ORL, NF, and NFmin 

before appending the stabilizing network are 8.97 dB, -5.4 dB, -13.4 dB, 2.74 

dB, and 2.57 dB for the CS amplifier. With the RIC's addition, these 

parameters are modified to 9.65 dB, -4.9 dB, -13.6 dB, 2.71 dB, and 2.54 dB. 
 

In the next section, results related to improvement in the reliability of the 

architectures against process, supply, and ambient variation are presented. 

 
2.2.5 Results of CMOS Reliability  
 
 
The 0.7-1.2 V amplifier architectures and reliability improving circuits (RIC) 

are designed with a 90-nm technology which is a CMOS process with 

supported minimum gate length of 0.08-0.1 m. 
 
2.5 Improvement against Process Variation  
 
The performance reliability of a CMOS amplifier is said to be improved as 

fluctuation of its RF parameters (gain, noise-figure, return-loss) is decreased 

against variable process factors. Fig. 3.3(a) highlights this point by illustrating 

the RIC's effect on percentage magnitude of variation in forward gain (S21) and 

output reflection-loss (ORL). When data are obtained for the 1.2-V CC topology 

for various process corners, it shows the RIC being able to reduce FOM 

variation resulting from movement between process points. As the setup moves 

from TT to FF point, variation in peak gain is truncated from 11.71% to 7.21% (a 

reduction of 39%) after the addition of RIC(1). With the inclusion of other bias 

sections, gain disparity is decimated even further from 7.21% to 5.26% (a 

reduction of 27%). In comparison, shift in minimum ORL drops from 13.07% to 

7.34% with the addition of RIC(1) and from 7.3% to 5.8% after appending 

RIC(2,3) to the circuit. In a similar manner, improvement in stability is observed 

in varying degrees as the circuit moves through other process corners. Change 

in noise 
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Fig. 3.3: Effect of the RIC on the 1.2-V CC amplifier's a) S21 and ORL, b) NF and 

NFmin. 
 
parameters (NF and NFmin) is also stabilized by significant margins, as shown 
 
for the amplifier in Fig.  3.3(b).  When the circuit shifts to SF and SS points 
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Fig. 3.4: Effect of the RIC on a) NF, NFmin, and S21 for the low-voltage (0.7-V) CC 
amplifier, b) NF, NFmin, and S21 for the 1.2-V CS topology. 



 
64 

 

 
 

Fig. 3.5: Improvement against threshold variation in CMOS amplifier a) 
voltage gain and b) noise-figure. 
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from typical settings, percentage increase in NF (with respect to base values) is 

7.48% and 10.28% for the uncompensated amplifier which plummets to 3.45% 

and 5.02% for the front-end after the RIC's integration (reductions of 54% and 

51%). 
 

The effect of the stability boosting network on the low-voltage CC LNA and 

the low-NF CS amplifier are demonstrated with the help of Fig. 3.4(a) and Fig. 

3.4(b). As the supply voltage gets smaller for a silicon circuit, gain becomes 

more prone to violating design limits due to technology and system variables. 

This is manifested with the unstabilized low-voltage (0.7-V) CC amplifier 

suffering from larger changes (14.9-22.1%) in peak gain (as the process shifts 

between points) whereas the corresponding figure was <14% for the 

uncompensated 1.2-V CC amplifier. Even with this constraint, the technique 

manages to improve constancy of S21, NF, and NFmin, as manifested in Fig. 

3.4(a). Moreover, the mechanism achieves better regulation for the 1.2-V CS 

amplifier as compared to other topologies. As the situation is presented in Fig. 

3.4(b), noise and gain reliability is made better through cutbacks of 2.3-9.6% in 

variability (reductions of 58-98%). 

 
3.2 Effect on Threshold Modification and Supply Stability  
 
 
 
The RIC's effectiveness in maintaining consistency of CMOS performance is further 

evaluated with Fig. 3.5(a) and Fig. 3.5(b) which document amplifier parameters 

against threshold variation. Device threshold may be subjected to modifications as 

chips get older and from electrical stress related degradations. It may also be 

influenced by unreliability events related with process limitations. Fig. 3.5(a) shows 

how voltage gain (VG) of the 1.2-V CC amplifier reacts when device threshold is 

modified by a margin of up to 20%. The results are evaluated over a 
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wide range including the amplifier's center point in K-band, and they present de-

gree of variation and margin of improvement at different frequencies. Ultimately, 

the regulatory scheme enhances gain stability by margins of up to 15.3% over 

the entire range. Increase in noise-figure is also well compensated, as 

demonstrated in Fig. 3.5(b), where the RIC's effect becomes more apparent as 

percentage change in device threshold increases. 
 

One of the design concerns which may affect an amplifier's stability is 

fluctuations in its supply voltage. Because, if the supply rails are not well 

regulated, they may have ripples around the base voltage level. Fig. 3.6(a) and 

Fig. 3.6(b) illustrate the resulting situation for the 1.2-V CC amplifier in terms of 

change in forward gain (S21), NF, NFmin, and tree current (Irail1). According to 

the readings, for the same degree of uncompensated supply instability, NF 

varies by a greater margin when Vd1 is lowered as opposed to the situation 

when Vd1 is increased. However, NF becomes balanced in this respect after the 

addition of the regulating network. The same improvement in circuit constancy is 

also observed in Fig. 3.6(b) through the clustering of NFmin curves. 
 

The effect of thermal pro le on noise- and gain figures is the subject of Fig. 

3.7 which shows absolute variation of RF parameters in dB (rise of NF and drop 

of gain) for the 1.2-V CC amplifier. The bias network does not seem to affect the 

rate of change of gain (apart from an increase of 0.3 dB in peak gain) but 

increase in noise-figure slows down after its addition as thermal condition is 

elevated beyond typical ambient readings. 
 
2 Frequency Domain Analyses  
 
In the next step, the architectures are investigated in the frequency domain with 

process corner and monte carlo analyses. Fig. 3.8(a) shows the case for S21 

and ORL of the 1.2-V CC amplifier and Fig. 3.8(b) presents the situation with 
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Fig. 3.6: Reduction of susceptibility to supply variation in terms of a) S21, NF 
and b) Irail, NFmin. 
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Fig. 3.7: Influence of thermal pro le on noise and gain. 

 
 
noise-figures of the CS amplifier. Both of them indicate a betterment of CMOS 

reliability without degradation of performance. In case of the CC amplifier, mag-

nitude of peak gain spread is reduced from 10.0-14.4% to 4.4-6.1% (a decrease 

of up to 61%), and reduction of NF spread for the CS amplifier is from 2.9-6.2% 

to 0.4-1.5% (a drop of 46-74%). 
 

Monte carlo (MC) analysis is useful to estimate the effect of random mismatch of 

parameters in a nanoscale circuit which may arise as a result of technology 

variation. Fig. 3.9(a) shows the spread in noise and gain curves resulting from 

Monte Carlo simulation. They are obtained from the 1.2-V CC architecture when it is 

powered from an external supply without the RIC. The figure shows peak gain and 

NFmin spreads of -16.5 12.6% and -11.1 10.5%, respectively. After stability 

improving circuits are incorporated, the corresponding set of curves are illustrated in 

Fig. 3.9(b). The analysis is performed assuming that statistical probability is not 

dominated by the least performing result arising from process related mismatches. 

Accordingly, extent of forward gain and noise spreads comes 
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Fig. 3.8: a) Gain, reflection-loss and b) noise-figures for varying process points. 

 
 
down to -4.4 6.1% and -6.4 6.7% after the RIC's inclusion. These outcomes 

point to a significant betterment in reliability against technology variation. 
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Fig. 3.9: Results of mismatch analysis in terms of noise and gain a) without 
and b) with the RIC. 
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Fig. 3.10: Effect of variation in device a) feature length and b) feature width 
on the 1.2-V CC amplifier. 
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3.4.3 Resistance against Feature Mismatches  
 
The 1.2-V CC amplifier is also analyzed for variability of dimensions and its effect 

on design parameters. It is relevant because feature size of active elements may 

deviate from specified design values due to imperfections of fabrication steps. To 

understand this point, the effect of variable device feature length on noise and 

peak gain is addressed in Fig. 3.10(a). It shows the scheme to be more effective 

when dimensional variation results in decrease of feature size. Fig. 3.10(b) shows 

how change in a core device width may affect the amplifier's center frequency 

and corresponding power gain. In this case, the RIC's influence is less prominent 

as compared to other instances of reduction in process induced deviation. Next, 

the upshot of variation in the distribution of inductor outer width (XLs/r/g ) and 

capacitor width (WCin/out ) is modeled through monte carlo analysis and 

corresponding results for NF and S21 are summarized in Tables 3.1 and 3.2. In 

Table 3.1 and the following tables, percentage of deviation is calculated with 

respect to parameters obtained without process variation. The tables support the 

notion that the reliability enhancing network strengthens resistance of CMOS 

amplifiers against component mismatch 
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3.4.4 Results for Low-voltage CC and CS Amplifiers  
 
In the three previous subsections, results showing reduction of process related 

performance discrepancies have been presented mostly for the 1.2-V CC 

amplifier. These analyses are also applied to the low-voltage CC amplifier and 

the 1.2-V CS architecture. In these cases, the RIC's contribution is demonstrated 

with selected results documented through Table 3.3 - Table 3.7. According to 

them, change of gain due to threshold deviation can be reduced by 0.81-6.82% 

and 0.88-16.21% for 0.7-V CC and 1.2-V CS amplifiers, respectively. The 0.7-V 

CC topology proves to be more susceptible to uncertainty of supply voltage and 

the 1.2-V CS circuit achieves better regulation against varying corner points. The 

results underline that, despite being powered by a scaled main supply, the 0.7-V 

CC amplifier is able to stabilitate its microwave figures with the help of the RIC. 

The 1.2-V CS structure also achieves significant furtherance in reliability and its 

margin of improvement can be higher than the other two architectures. So, it is 

evident that the scheme functions well with and is able to improve CMOS 

consistency of diverse front-end topologies. 
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1.7 Comparison with Other Techniques  
 
Table 3.8 compares the reliability improving circuit (RIC) for the 1.2-V CC 

amplifier with literature related to process compensation [94], [97{100]. 

Percentage improvement in variability (PIV) is tabulated for the examples which 

gives an estimation about the effectiveness of compensation techniques. The 

selected mechanisms are compatible with various CMOS transceiver circuits 

and help to maintain consistency of performance against variation of device 

threshold (VTV), supply rail (VS), and process corners (VPC). The topologies 

include low-noise 
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amplifier (LNA) and power amplifier (PA) architectures and stability of RF pa-

rameters like noise-figure (NF), peak forward gain, minimum NF (NFm), and 

saturation output power (Ps) are considered. In terms of noise behavior, the pro-

posed circuit reduces noise variability by up to 8.8% against threshold variation 

and 5.3% against variable corners. Significant reduction in changeability is also 

realized for NFm (for threshold variation) and its improvement (up to 8.3%) is 

comparable with that of NF. In contrast, the scheme of [97] truncates NF and 

NFm variabilities by up to 5.7% and 4.7% for deviation of device threshold in an 

amplifier. For the RIC, maximum improvement in variability is obtained for peak 

gain (up to 16.7%) against a varying supply and reduction in gain deviation 

against VPC and VTV is up to 8.3% and 12.3%, respectively. So, the RIC will 

increase the constancy of a front-end's gain pro les. On the other hand, the 

mechanisms of [97] and [100] are able to improve gain fluctuation by <2.5% and 

<4.1% against alteration of device threshold and supply voltage. Compensation 

circuits for LNAs are realized in [98{100] with the help of features like switchable 

capacitance, reconfigurability, and feedback schemes. The techniques of [94] 

and [99] achieve best results for varying process corners and the mechanism of 

[100] works against ripples in supply rail. The scheme of [97] has a more 

prominent effect on NF variability and its gain regulation is less effective. The 

circuits under discussion use 1.0-2.5 V supply rails and similar types of process 

variation are considered for them. Additionally, the references are selected to 

focus on front-end circuit architectures (CMOS amplifiers). 

 
2.4 Conclusions  
 
 
A reliability improving technique with low-power requirement is presented in this 

chapter which can notably improve the consistency of CMOS amplifier perfor- 
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mance versus process and system variation. It provides resistance against 

deviation of microwave parameters by regulating the design's current through a 

shared network which is powered from the amplifier's main supply rail. Variability 

of process is covered by including threshold deviation, dimensional effect, 

supply regulation, and corner analysis in the study, where simulation results 

show the technique stabilizing gain/noise parameters (NF, ORL, NFmin, VG, S21) 

against mismatches. The technique is compatible with common-source, typical-

voltage cascode, and low-voltage cascode front-ends (on a 90-nm technology 

platform) and, generally, the CS architecture manages the most improved 

reliability figures. 

 

 

 

 

 

 

  



 
 
 
 
 
 
 
 
 
 

Chapter 4 
 
 

A Stabilization Technique for Single-ended 
and Differential Harmonic Oscillators 
 
 
 
 
 
 
1.8 Introduction  
 
 
With scaling down of feature size in complementary-metal-oxide-semiconductor 

(CMOS) technology, statistical process variability is starting to exert a greater 

influence on radio-frequency circuit performance [108, 109]. Therefore, under-

standing the relationship between circuit reliability and process variation becomes 

pivotal during the design phase of a high frequency architecture [110-112]. In this 

regard, variables involved with a silicon process are typically attributed to physical 

events, imperfection of fabrication steps, and stability of ambient conditions and 

power rail. In addition, variability of technology may result from phenomena like line 

width roughness, dielectric traps, channel carriers in a high field, bias temperature 

instability, dopant fluctuation, and oxide pro le variation [113-120]. Under these 

circumstances, a stabilization technique becomes desirable for a transceiver circuit 

to improve fidelity of its microwave parameters without degradation of performance. 

Moreover, when incorporated, these techniques may have the potential to ease the 

restrictions imposed by electrical stress and feature variability and reduce the 

influence of long term modification of tran- 
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sistor parameters [43,121,122]. Keeping these issues in mind, this chapter focuses 

on the reliability of oscillator blocks in nanoscale transceiver circuits whereas the 

last chapter addressed the stability of front-end amplifiers. 
 

Recent literature has discussed about the effect of process variation on CMOS 

devices and presented examples of stability controlling mechanisms for analog/mixed-

signal/digital topologies [123{130]. For example, intrinsic parameter modification 
 
of bulk transistors due to discrete dopants and disparity of line-edge/oxide-pro le is 

studied in [123]. Time dependent variability is discussed in [124] with attention to 

runtime monitoring of embedded systems. How optimization of energy delay product 

can determine setup time of ip- ops and make them aware of bias temperature 

instability is presented in [125]. A phase-locked loop (PLL) based sensor is 

proposed in [126] to detect process, voltage, and temperature (PVT) deviation while 

relaxing temporal reliability constraints. Dynamic frequency and voltage scaling 

schemes are studied in [127] which are based on runtime adaptability to PVT factors 

and fast transient tolerance. Mixed mode simulation is employed by [128] to 

investigate the effect of adaptive body voltage on a Colpitts oscillator. An automatic 

tuning scheme capable of making LC bandpass filters impervious to input amplitude 

mismatches is demonstrated in [129]. The use of a leakage reduction solution 

(power gating) in [130] reduces the effect of bias instability and synthesizes low-

leakage circuits. These examples underline the importance of stabilizing techniques 

for architectures used in on-chip communication circuitry. 
 

This chapter presents a gate stabilizing mechanism to reduce the variability of 

RF parameters of inductor-capacitor (LC) tuned harmonic oscillators. The technique 

is compatible with single-ended and differential modified Hartley oscillator 

architectures (LCHO and DLCHO) which makes it suitable for quadrature channel 

receivers. The scheme uses regulation of bias currents to reduce sensitivity of key 

oscillator parameters to process induced change of device threshold and other 
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features. Analytical discussion is provided to explain the stabilization of a signal 

generator's oscillation magnitude, phase noise, and period jitter. Environmental 

and supply variables like stability of power rail and thermal pro le are covered 

and the results are verified with CMOS device parameters. The technique can 

compensate against a wide range of system imperfections and improve 

variability of noise, jitter, and oscillation by up to 34 dBc/Hz, 76 fs, and 960 mV, 

respectively. The chapter is organized in the following way. Section 4.2 provides 

discussion on modeling of oscillator stability. The stabilizing gate circuit (SGC) 

and its regulation mechanism are explained for two LC tuned harmonic 

oscillators. Results showing improvement in oscillator variability are presented in 

Section 4.3 and compared with process stabilizing schemes. Finally, the 

conclusions of the study are summarized in Section 4.4. 

 
2.5 Stability Modeling for Oscillators  
 
 
An oscillator is one of the basic building blocks required in microwave transceiver 

architectures and its reliability is addressed in this study. Fig. 4.1 shows a single-

ended LC tuned modified Hartley oscillator (LCHO) with power rail and

 
 
Fig. 4.1: A single-ended LC tuned harmonic oscillator. 
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gate bias supplies. The circuit is built as a single fet oscillator where the output is 

fed back to the source to satisfy the phase shift criterion of oscillation. It is 

designed with the transistor T1 being powered from a 2.5-V power rail (Vdd). An 

RC tank is realized with Rd1 and Cd1, Vgate serves as a separate gate supply, 

and the core current (Ib1) is tuned with the smaller resistor Rs1. A pair of 

inductors (Lo1 and Lo2) and a feedback element (Co1) are employed to realize 

the feedback network where one end is connected to the input device's drain 

terminal (V0) and the other end (V2) is connected to the common-gate transistor 

source. Frequency selection of the harmonic oscillator is controlled by the tank 

capacitor (Cd1) and the reactive elements in the feedback network (Lo1, Lo2, and 

Co1). The resistive element Rd1 does not control the frequency, rather it 

influences the circuit's output signal amplitude. Ideally, the nodal signals of the 

topology (Vo, V1, V2) can be expressed as 

 

where Vos is the oscillation amplitude, fos is the oscillation frequency, and a, 

b are circuit dependent constants. The fundamental oscillatory component of 

the single-ended LC tuned oscillator is primarily dependent on the feedback 

network's passive elements and can be approximated by [131] 

 

where Cx is determined by the feedback capacitor (Co1) and parasitic 

capacitance (Cpar) associated with the principal transistor: 
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As physical phenomena related with process deviation can a ect the total para-sitic 

contribution of an active device, variability of the oscillator output is often dependent 

on them. In addition, oscillation amplitude of the LCHO is directly controlled by the 

bias current Ib1 and the device's region of operation. As a result, stabilization of bias 

current improve the constancy of oscillation magnitude and the LC tuned topology 

generally maintains the following relation [132] 

 

Among the noise components of an oscillator, phase noise is generated from 

spurious spectral components around the fundamental frequency. Ideally, tones 

produced by a harmonic oscillator are supposed to be localized but the 

existence of phase noise spreads signal power to surrounding frequencies. It 

plays a role behind increase in rate of error in a communication system and is 

also involved with interference between channels. For an LC tank oscillator 

which uses a feedback circuit, phase noise (Np, in dBc/Hz) can be obtained from 

power spectrum density around the rst harmonic and is approximated by [133] 

 

where L is the Lorentz constant and f is the o set frequency. For suitable 

offset frequencies and assuming white noise sources, the function can be 

further simplified to 

  
The following condition needs to be satisfied for the previous expression to 

be valid: 

 
If mean square values of shot and flicker noise currents of the device are repre-

sented by Is
2 and If 

2, their relationship with the bias point [134] can be formu- 
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lated as 

 
 
where k and are device constants. As a result, when all noise sources are 

considered, oscillator noise becomes dependent on the architecture's power 

rail and bias rating. Consequently, regulation of bias current achieves the 

ability to control the architecture's noise performance. 
 

Period jitter (Jp) is another important figure of merit for an oscillator circuit 

as it is indicative of stability of a periodic signal in frequency domain and is 

also a measure of uncertainty in time domain for the short term. This 

parameter, together with phase noise, determines the extent of perfection for 

synchronization mechanisms. Assuming that phase noise spectrum is 

defined for a harmonic oscillator, an expression of period jitter can be 

obtained as a function of o set frequency [135]: 

 

Here Np
0 is a measure of phase noise density at o set frequencies placed 

well below the point of oscillation. 
 
2.2.6 Stabilizing Gate Circuit for Process Variation  
 
Fig. 4.2 presents two (single-ended and differential) LC tuned oscillator archi-

tectures (LCHO and DLCHO) with integrated stabilizing gate circuits (SGC). In 

the single-ended topology, the SGC replaces the gate supply with a gate-drain 

shorted device which decides the bias point with its feature width. The selection 

of suitable RC tank elements (Rd1 and Cd1) and bias current ensures that inclu-

sion of the SGC does not significantly alter the oscillator parameters. Fig. 4.2(b) 

realizes a differential configuration of the stabilized LCHO where coupling of two 
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pairs of inductors (Lo11, Lo21 and Lo12, Lo22) ensures the architecture's 

differential operation. The output signal is collected across nodes Vo1, Vo2 and the 

topology has good cyclostationary noise features. The circuit's differential nature 

makes it compatible with front-ends requiring less second order distortion and 

rejection of common-mode noise. 
 

Among RF circuit elements, transistors are often more susceptible to the 

multitude of varieties of process variation. For example, short channel limitation 

(SCL) and reverse SCL can push a device's threshold (Vt) away from the process 

determined level. In addition, feature size of a transistor may differ from the design 

value after the numerous steps of fabrication flow. Moreover, generation of hot 

carriers from impact ionization can create trapped charges in and interface states 

under a device's oxide layer. These phenomena may alter drain current and in 

uence phase noise in an oscillator circuit. Other factors which can modify device 

threshold include variability of oxide thickness, silicon dopant perturbation, and 

temporal effects (device aging). The SGC provides the oscillator a way to regulate 

core bias current against these variables. If the driving transistor has a feature size 

which is higher than the design value, it may raise the current Ib1 leading to 

unexpected changes in the RF performance. However, the SGC current 
 
Ig1 is raised at the same time, assuming similar patterning for local devices, which 

brings down the overdrive voltage available at driving gate and leads to stabilization 

of the bias current. In a similar manner, if process disparity increases the turn-on 

voltage of T1, it would curtail its effective overdrive voltage Vod1. But the 

corresponding drop in bias current is compensated as the drop across Rg1 
 
(due to SGC current) is reduced simultaneously and the overdrive voltage is re-

stored. In a similar manner, the compensation scheme can account for reduction in 

feature dimension and device threshold. If feature width of the oscillatory transistor 

is scaled, the Ig1 current drops as well and gate-source voltage of T1 is 
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compensated. Similarly, process induced decrease in device threshold alters the 

oscillator branch currents and stability of oscillator performance is maintained. 
 
The current equations of the compensated LCHO take the form of 
 

 
  
where x is the input transconductance of transistors in the architecture. Here, 

improvement of bias current variability helps to stabilize the magnitude of 

oscillation as it follows from Eq. (4.6) 

 
where m is a constant of proportionality. Moreover, the relationships of Eq. 

(4.10) and Eq. (4.11) suggest that the stabilizing circuit would reduce process 

induced variability of phase noise and period jitter. 
 

Additionally, the SGC is able to limit wandering of transistor gate signal due 

to ripples in the supply rail (Vdd). For the uncompensated LCHO, the Vgate signal 

is isolated from the power rail and cannot respond to supply induced alteration 

of bias current which is given by 
 

 
 
 
On the other hand, the stabilized oscillator shows more responsiveness to Vdd as 

the SGC is able to sense any modification of Ib1 caused by the supply. Reduced 

variation of the driving gate signal in a compensated oscillator can be estimated 

from 

  
These stabilizing mechanisms work in a similar manner for the differential oscil-

lator built with two tuned half circuits. 
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Fig. 4.3: Output response from uncompensated and stabilized harmonic 
oscillator circuits. 
 
 
 

The simulated output signals from the LCHO and the DLCHO are presented 

in time domain in Fig. 4.3 where it is noticeable that the stabilizing gate circuit 

does not have a significant influence on oscillation frequency. Sinusoidal output 

from the uncompensated LCHO varies from 0.51-V to 4.49-V with fos= 3.249 

GHz and Vos=1.99-V. Stable oscillation is maintained after the addition of the 

SGC with fos=3.256 GHz and Vos= 2.08-V. For the differential circuit (DLCHO), 

higher magnitude of oscillation is attained due to the two half circuits. Oscillation 

magnitude and frequency for the DLCHO without the SGC are 3.80-V and 3.274 

GHz, respectively, and like its single-ended counterpart, the compensated dif-

ferential circuit (fos=3.278 GHz) demonstrates improved reliability of oscillator 

parameters. 
 

In addition, the presented oscillator circuits achieve a reasonable range of 

phase noise (PN) with the uncompensated LCHO managing a PN of -111.5 

dBc/Hz at an offset frequency of 0.1 MHz. After appending the stabilizing cir- 
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cuit, PN for the LCHO remains at -111.4 dBc/Hz for the same offset frequency. 

For an extended range of o set frequencies ( f=1KHz 1MHz), phase noise for the 

oscillators remains lower than -59.5 dBc/Hz and -54.6 dBc/Hz with and with-out 

the SGC, respectively. In case of the differential circuit (DLCHO), PN for the 

mentioned range of o set frequencies is smaller than -58.8 dBc/Hz and -61.9 

dBc/Hz before and after the addition of the stabilizing technique (-115.1 dBc/Hz 

and -114.6 dBc/Hz at f=0.1 MHz). 

 
2.6 Results of Reliability  
 
 
The proposed circuits are analyzed with 90-nm complementary metal oxide semi-

conductor (CMOS) device models using an RF simulator. The devices support a 

minimum gate length of 0.08-0.1 m and include features like shallow trench iso-

lation stress model, gate tunneling current model, and gate induced drain leakage 

current model. The simulator determines the steady-state behavior of oscillator 

architectures with a variant of harmonic balance analysis (HBA). Rather than 

 
 

Fig. 4.4: Output spectrum characteristics of the harmonic oscillator (LCHO). 
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using the help of any stimulus, HBA uses an initial value of base frequency to 

run an autonomous analysis. It exploits a nonlinear algorithm and depends on 

careful initialization to avoid invalid or degenerate solutions (where all non dc 

figures are zero). A two tier Newton approach is employed to find the probe 

voltages and small-signal admittance analysis estimates the point of oscillation. 

A voltage probe (internally applied) contributes to this estimation process by 

assuming its source resistance to be a short circuit at oscillation frequency. This 

form of HBA is also capable of phase noise analysis which allows an 

assessment of the effect of device noise around the point of oscillation. 
 

In the next subsection, the uncompensated LC tuned Hartley oscillator 

(LCHO) is compared with the LCHO with stabilizing gate circuit. An evaluation of 

the improvement in fidelity of oscillator parameters is provided against process 

and system variation. The LCHO without compensation is powered by a current of 

7.09 mA (drawn from Vdd) which is changed to 7.33 mA with the stabilizing net-

work's inclusion. Fig. 4.4 presents the output spectrum characteristics of the 

harmonic oscillator (LCHO) without and with the stabilizing technique. 
 
3.3 Stabilization of LCHO  
 
Fig. 4.5 presents the quantification of change in phase noise and period jitter of 

the LCHO ( N and J) as a function of variation in device threshold. A 5-20% 

change of turn-on voltages and o set frequencies in the 1 kHz 1 MHz range are 

considered during the analysis. Before compensation, overall increase in phase 

noise can reach up to 8.1 dBc/Hz for the entire range of o set frequencies 

(presented in Fig. 4.5(a)). With the inclusion of the SGC, divergence is reduced 

with N spanning over a much smaller range (<0.2 dBc/Hz). So the stabilizing 

circuit is able to reduce phase noise variability by a margin of up to 4.16 dBc/Hz 

at f=1 MHz and 22.8 dBc/Hz at f=1 KHz. It indicates that as offset frequencies 
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Fig. 4.5: Change in a) phase noise and b) period jitter against threshold shift. 

 
 
 
get smaller, variation in phase noise is increased for an uncompensated circuit. 

According to Fig. 4.5(b), period jitter of the topology may increase by 0.15 21.7 
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Fig. 4.6: Stabilization of a) noise and b) jitter against varying dimension. 

 
 
 
fs without the stabilizing circuit. In contrast, increase in jitter is reduced to <0.13 

fs with the introduction of compensation (against threshold deviation). 
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Fig. 4.7: Effect of variable supply on a)  N and b)  J of the LCHO. 

 
 

Variation of noise and jitter is also calculated for the LCHO while feature of 

the driving transistor is varied in Fig. 4.6(a) and Fig. 4.6(b). Over the 
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Fig. 4.8: Variation in a) phase noise and b) period jitter versus ambient 
thermal condition. 
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Fig. 4.9: Effect of the stabilizing circuit on a) oscillation amplitude and b) fre-
quency of oscillation. 
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considered range, N can have values between 2.1-33.9 dBc/Hz with an external 

gate supply. Conversely, the extent of variability is truncated to <1.73 dBc/Hz 

with the stabilizing circuit. For various offset frequencies, maximum increase in 

jitter inhabits the 7.3-57.7 fs range without SGC whereas J remains lower than 

1.33 fs after compensation is introduced. 
 

As manifested with the help of Fig. 4.7, the SGC improves the oscillator's 

consistency against variation of supply rail. It may be noted that, the effect of 

supply rail on N is less prominent as compared to that of threshold voltage and 

device dimension. In this case, N for the uncompensated oscillator is <4.86 

dBc/Hz and the margin is improved to <1.79 dBc/Hz with the SGC's addition. In 

a similar fashion, maximum change in period jitter is reduced from 6.08 fs to 0.62 

fs with the technique's help. Change in thermal pro le is another major source of 

PVT deviation and the SGC is also able to improve the oscillator's constancy 

against this environmental factor. Fig. 4.8(a) and Fig. 4.8(b) show that, when 

temperature is elevated, increase of phase noise and jitter can reach up to 9.1 

dBc/Hz and 26.4 fs for an ordinary oscillator. On the other hand, the stabilizing 

circuit shrinks these ranges down to <1.08 dBc/Hz and <0.24 fs, respectively. 
 

The effect of disparity in process (threshold), feature, voltage (supply), and 

thermal pro le on the magnitude of oscillation is illustrated with the help of Fig. 

4.9(a) where improvement in stability is observed in different extents for each of 

the studied variables. Against threshold deviation, maximum voltage degradation 

is lowered from 10.6% to 2.4% over the considered range. For feature and 

supply, the margins of improvement are 28.6% and 17.3%, respectively. In 

addition, voltage degradation can be stabilized by up to 163.9 mV (betterment of 

variability: 8.3%) against fluctuating system pro les (0-85°C). Fig. 4.9(b) 

demonstrates the extent of deviation of oscillation frequency against the same 
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Fig. 4.10: a)  ΔN and b)  ΔJ for the DLCHO as a function of threshold shift. 
 
 
process factors where the best improvement is obtained for a variable supply 

voltage. 



 
 
101 

 

 
Fig. 4.11: Compensation of a) noise and b) jitter in the DLCHO. 

 
3 Stabilization of DLCHO  
 
To understand the effect of the stabilizing circuit on the reliability of a differential 

oscillator, RF parameters of the typical differential LC oscillator (DLCHO) 
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Fig. 4.12: Improvement in reliability of oscillation magnitude for the differential 
oscillator. 
 
 
 
are compared with those of a compensated DLCHO. In this case, the oscillator 

current (with two half circuits) is changed from 13.85 mA to 14.66 mA with the 

incorporation of the stabilizing network. 
 

Fig. 4.10 documents N and J for the DLCHO as a function of o set frequency 

and threshold shift. Before compensation, overall maximum increase in phase 

noise resides between 4.1 and 8.9 dBc/Hz for the topology. This range is 

curtailed to 0.12-0.2 dBc/Hz with the SGC's inclusion. The stabilizing circuit is 

also able to limit undesirable changes in differential jitter with its margin of rise 

dropping from 0.1 15.4 fs to <0.14 fs. When device width is varied, change in Np 

and increase in Jp for the uncompensated DLCHO are 1.6-28.1 dBc/Hz and 

0.24-75.8 fs, as presented in Fig. 4.11. The SGC is able to keep these 

parameters below 1.21 dBc/Hz and 0.8 fs, respectively. Similar to its single-

ended counterpart, magnitude of oscillation is also stabilized for the DLHCO with 

the help of the proposed technique, as shown in Fig. 4.12. Therefore, it can 



 
103 

 
 
be said that the stabilizing mechanism is compatible with both single-ended and 

differential configurations of LC tuned harmonic oscillators. 
 

When the effect of the proposed stabilization method is analyzed for 

frequency tuning it shows that the technique does not have a significant 

influence against variation of frequency selecting elements (tank capacitor Cd1 

and feedback elements Lo1, Lo2). As a result of 20% variation in Lo1, deviation of 

oscillation frequency for the uncompensated LCHO resides between -4.7% and 

5.4%. In contrast, the corresponding values for the stabilized oscillator lies 

between -4.4% and 5.4%. Similarly, a variable tank capacitor (Cd1) results in a 

drop in oscillation frequency of up to 8.5% and 8.6%, respectively, before and 

after the addition of the stabilizing technique. The impact of process variation on 

the reliability of harmonic oscillator is also examined with the help of monte carlo 

(MC) study for the LCHO topology. MC analysis can approximate variation in 

circuit performance due to random deviation in process and device parameters. 

It reveals that before the addition of the SGC, standard deviation (SD) of 

oscillation amplitude for the harmonic oscillator (LCHO) is 0.237 V for valid 

oscillations. With the introduction of the stabilizing technique, the SD comes 

down to 0.058 V. MC analysis for the improved oscillators also reveal a stable 

oscillation frequency (fos). Accordingly, the SGC results in a mean value and SD 

of 3.254 GHz and 16.28 MHz for the point of oscillation whereas mean value 

and SD of fos for valid oscillations of the uncompensated oscillator are 3.244 

GHz and 18.40 MHz, respectively. 
 
3.4.4 Comparison of Performance  
 
To compare the SGC (applied to the LCHO) with reported process stabilizing 

techniques [128, 136{138], Table 4.1 documents simulation results outlining re-

duction in parameter variability (RPV) achieved by the mechanisms. Percentage 
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improvement is estimated in terms of RF parameters like oscillation amplitude, 

phase noise (OA/PN, for harmonic oscillators), output power (OP, for power 

amplifiers) and forward gain (GA, for low-noise amplifiers). The documented tech-

niques improve circuit stability against variation of device threshold (VT), power 

supply (VS), and temperature (VH). Among them, the mechanism presented in this 

work reduces variability of oscillation magnitude by up to 6.0% against variable 

supply and 8.1% against variable threshold. Additionally, improvement of phase 

noise deviation is realized by up to 4.2% versus threshold deviation. In comparison, 

the technique of [128] lowers variability of phase noise by up to 2.1% against 

threshold variation. The circuits of [137] and [138] improve gain deviation by <4.1% 

and <6.8% against supply and temperature variation and the 



 
105 

 
 
mechanism of [136] stabilizes output power for deviating supply and threshold. 

The table verifies the effectiveness of the proposed technique in improving 

circuit reliability against process and system induced variation. 

 
4.4 Conclusions  
 
 
This chapter realizes a reliability improving technique for nanoscale CMOS har-

monic oscillators in the form of a stabilizing gate circuit. It utilizes the current 

dependence of key oscillating parameters like oscillation magnitude, timing jit-

ter, and phase noise to truncate their process variability. Differential and single-

ended architectures of modified harmonic oscillators, which achieve lower than -

59 dBc/Hz and -55 dBc/Hz phase noise for 1KHz-1MHz o set frequencies, are 

tested with the technique. The scheme imposes a relatively small burden on 

power rating and does not modify output spectrum characteristics significantly. 

Variation of the circuits' figures of merit is analyzed against deviation in aspects 

of process (threshold, feature) and system (supply). The results suggest 

significant stabilization of the sensitivity of oscillator parameters (against stress 

factors) when compared with previous compensation techniques. 

 
  



 
 
 
 
 
 
 
 
 

Chapter 5 
 
 

Voltage Lowering and Gain Control 
Techniques for a Single-supply-driven 
0.7-V Amplifier 
 
 
 
 
1.9 Introduction  
 
 
Because of cost-efficiency, low power demand, and high level of achievable 

integration, submicron silicon technologies have been widely employed for realizing 

integrated systems for networks-on-a-chip [139{141]. Despite the earlier dominance 

of high-end foundries using group III-V materials, silicon CMOS is now considered 

the preferred choice for digital and radio-frequency circuits owing to its higher 

achievable performance-per-watt (PPW) [142{145]. Additionally, there have also 

been reports of wireless transceiver standards in silicon where demand for higher 

data rate is continually pushing up operating frequencies [146,147]. For example, 

recent literature has documented millimeter-wave CMOS receivers operating in 12-

26 GHz bands which are suitable for high-capacity wireless schemes, satellite 

communication related circuitry, and radar systems [148{153]. 
 

Among nanoscale transceiver circuits, a microwave low-NF (noise-figure) 

amplifier (LNA) typically features in the receiving front-end section of a wireless 

transceiver. This amplifier, depending on its bandwidth limited forward gain, 

determines overall noise sensitivity of the following receiver section [150]. In re- 
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sponse to the demand for high data rate communication, several 90-180 nm CMOS 

amplifiers operating within or near the K-band have been reported [75,154{159]. 

They have included low-voltage 20.5 GHz body-biased amplifiers [154], front-ends 

with high small signal power gain (20-28 dB) [75,155,156], and LNAs with noise-

figure ceilings of 2.9-6.1 dB [75,155{159]. These circuits are designed with bias rails 

of 1.0-1.8 V which result in power requirements ranging from 8 to 36 mW 

[75,155{159]. As companion to the main supply rail, they typically require a number 

of scaled gate voltages (two to six) to bias transistors in a suitable mode of 

operation. As a result, the number of required voltage rails is increased which raises 

the scope for multiple supply variability to be a factor (and it may necessitate the 

inclusion of more regulated supplies in the architecture). Additionally, as signal 

power received by a front-end can be very small, the amplifier needs to boost it 

sufficiently with available power gain. Therefore, if a gain control mechanism is 

supported by the low-NF circuit, it would be able to cover a wider range of signal 

strength and should be a desirable addition to the architecture. 
 

As part of improving circuit reliability induced by multiple supply variation, this 

chapter proposes a K-band amplifier structure which can be driven by a single 

power supply without separate gate signals. It employs a sectioning mechanism for 

the bias path to lessen the burden on system power rail (0.7-V) and reduce power 

dissipation and packaging requirements. A three-stage cascaded topology is used to 

improve port isolation and overall gain with the output common-drain block being 

designed for port matching and stability enhancement. With the help of an output 

control voltage, a gain regulation technique is introduced to the architecture which 

can regulate bandwidth limited gain by up to 6 dB for a small increase in power 

demand (1.27 mW). A single-supply 0.7-V circuit using the presented low-voltage 

mechanisms is analyzed with a 90-nm technology delivering 3 dB NF and high 

forward gain within a K-band bandwidth spanning 
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over 1.7 GHz. Port return-losses achieve best figures of -19.2 dB and -26.1 dB (at 

input and output) and the architecture has an estimated area requirement of 0.62 

mm2. The chapter is organized as follows. Section 5.2 introduces architectural 

considerations for a wireless receiver and describes the presented single-bias-

supply multistage amplifier. The improvement of front-end performance by an output 

stage is explained and a gain regulation technique is presented. Small signal circuit 

analyses, parasitic considerations, and effect of process variation are discussed for 

the topology. Section 5.3 documents results for a 0.7-V amplifier using the single-

supply-driven architecture. Section 5.4 compares results of the presented circuit with 

reported data which illustrates the low-voltage design's merits. Section 5.5 

concludes this chapter with general discussions. 

 
2.6 Front-end Architecture  
 
 
A receiver architecture including a K-band front-end which is able to exploit benefits 

of heterodyne and direct-conversion schemes simultaneously [75] is presented in 

Fig. 5.1. The front-end performance, which follows a receiving antenna and an RF 

filter (for separating channel noise), is dependent on the low-power amplifier as the 

latter determines achievable receiver NF and range of linear behavior. A direct-

conversion circuit can be helpful in this situation as it employs a single down-

conversion step for extracting baseband signal and avoids use of power-hungry 

intermediate filters. On the other hand, a heterodyne structure walks around 

oscillator leakage and signal o set problems of a direct-conversion design but 

increases circuit burden and hardware complexity for the overall receiver. 
 

In Fig. 5.1, the initial band-selection filter rejects spurious elements present in 

the captured signal and the subsequent front-end realizes a dual-end output with 

the help of a differential mixer. Overall receiver (front-end) gain is settled by 
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Fig. 5.1: A wireless receiver front-end housing a low-power amplifier. 
 
 
 
employing single- or multistage amplifiers and using conversion gain of the 

mixer. If the LNA is operating in the middle portion of K-band, then the signal 

oscillator (LO) needs to generate an excitation in the left band section so that 

intermediate circuits managing the dual-end output can have a suitable sliding 

frequency. The oscillator section also houses a frequency divider circuit to drive 

the demodulator block and a phase tuner to cover errors arising from 

mismatches. The combination of divider and tuner ultimately delivers phase 

aligned signals to the demodulator which can include in- and quadrature-phase 

down-converters and produces the decoded baseband signal. A single-supply-

driven amplifier which is suitable for relaxing voltage and power requirements of 

such a receiver is presented in the next subsection. 
 
2.2.7 Single-supply-driven Amplifier Architecture  
 
A voltage lowering strategy for a low-NF receiver amplifier is presented in Fig. 

5.2 which permits the front-end to be driven from a single bias supply of 0.7-V 

without additional gate signals and bias arrangements. Fig. 5.2(a) shows a 

regular input-matched common-source-gate (cascode) amplifier which is 

typically driven by a 1.2-V power supply (Vdd1) for 90-nm active devices (T1 and 

T2). To bias the transistors, the main power rail delivers the gate voltage of T2 

and a separate lower gate supply (Vgate < Vdd1) is needed for driving device T1. 

Ls1 
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Fig. 5.2: a) An input-matched common-source-gate stage driven by a 1.2-V supply 
(Vdd1) and a separate gate voltage (Vgate<Vdd1) b) The amplifier stage driven by a 
single lower bias supply Vdd2 (0.7-V). 
 
 
 
and Lg1 are parts of source degeneration and input matching network and the 

transistors have a common bias tree current (Ib1). To center this single-stage 

operation near the left edge of K-band, the devices need to have a channel width of 

40 m. In this situation, reducing the supply voltage can limit the front-end's power 

requirement and allow the circuit to be driven from a single and scaled power 

supply. To meet this objective, a sectioning network made with an LC circuit (Le1, 

Ce1, and Le2) is appended to the bias path in Fig. 5.2(b). It allows the principal 

devices to be supported by two separate bias currents (Ib2=3 ) while 
 
T3 can have a gate signal (Vgate) which is identical to the amplifier's main supply 

(Vdd2). Here the pathway is sectioned with Le1, Ls2 forming the way for T3 and 
 
Ld2, Le2 establishing the path for T4. Depending on size of devices and passive 

elements, Ib2 and Ib3 can have similar or slightly different ratings, increasing the 
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Fig. 5.3: a) Noise-figure (NF) and b) input/output return-loss (IRL/ORL) for the two 
structures presented in Fig. 5.2. 
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Fig. 5.4: The single-supply-driven CMOS amplifier architecture. 

 
 
 
flexibility of the bias setup. 
 

This single-supply circuit would increase the amplifier's area requirement and 

relevant parameters are determined to understand its effect on noise and 

matching performance. The technique allows independent matching of active 

devices and, consequently, NF for a single stage is improved by 0.22 dB, as 

suggested by Fig. 5.3(a). The supply voltage (Vdd2) is reduced with respect to a 

regular rail (Vdd1=1.2 V) and reasonable input matching is maintained for a 

larger band of frequencies. Fig. 5.3(b) shows that input return-loss (IRL) for the 

traditional amplifier driven by Vdd1 and Vgate is <-8 dB within the bandwidth (BW) 

of 20.2-27.5 GHz with a minimum peak of -22.7 dB. On the other hand, IRL for 

the single-supply stage of Fig. 5.2(b) is <-8 dB for a wider BW of 18.6-27.6 GHz. 

In the presence of a single coupling capacitor (Cout2), ORL is still marginally 

improved from -1.72 -1.86 dB to -1.89 -2.86 dB within K-band for the low- 
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Fig. 5.5: Effect of matching inductors on input impedance and IRL. 
 
 
 
voltage front-end. 
 
2.7 Three-stage Amplifier without Scaled Gate Voltages  
 
As the single common-source-gate stage in Fig. 5.2(b) can only provide low to 

moderate gain in K-band, a high-gain circuit needs to have multiple cascaded blocks 

to deliver the required pro le. For this reason, the low-power architecture is extended 

in Fig. 5.4 with two voltage-lowered single-supply stages to boost gain (at reduced 

voltage requirement) and an output common-drain block to facilitate matching and 

gain regulation. The power rail and gate signals of all stages and transistors are 

supported by the scaled 0.7-V bias supply (Vdd2). As a result, the architecture does 

not need separate gate voltages or integrated bias mechanisms. Here, source 

reactance is provided only for the input stage (amplifier.stage.1) with 
 
Ls1, Cgs1, and Lg1 forming the input matching circuit. Apart from degenerating gain, 
the small inductor Ls1 regulates the real part of input port impedance 
 
Zinp:1 which, in turn, controls the magnitude of IRL. On the other hand, Cg1 
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and Lg1 settle the frequency where IRL achieves its peak by changing the zero 
crossing point of Zinp:1(I). As shown in Fig. 5.5, the value of Zinp:1(<) without  
Ls1 resides within 16.1-24.5 between 20 and 22 GHz. Similarly, the imaginary 
element of Zinp:1 in the absence of Lg1 is >-59j , thus preventing IRL from being 
centered around the desired frequency. After the addition of the reactive source 
component, Zinp:1(<) is raised to 27.3-46.4 (approaching 50 ) within 20-22 GHz. 
At the same time, Lg1 forces Zinp:1(I) to cross 0j at 21.3 GHz and correspondingly 
peak S11 is reduced to -19.2 dB. In this way, the input circuit manages power 
matching for the first low-voltage stage with resistive elements of inductors [160]: 
 

 

where Rs1 and Rg1 stand for resistive components of the coils and !t1 is the in-put 
stage's effective corner frequency. In contrast, noise matching is achieved by 
adjusting the driving transistor size which also regulates effective transconduc-
tance of the first 0.7-V stage (gm1). If kin is a factor characterizing device noise 
and Cgs1, Cgd1 are parasitic elements of the driving transistor, optimum noise 
resistance of the first stage can be expressed as [160] 

 
 
Input matching with these elements in the K-band is challenging because the port 
 
may contribute parasites to the matching network. Ultimately, minimum noise 

factor of the input stage can be approximated with the following equation [161] 

 

where Z11 is obtained from an impedance matrix of the matching network formed by 

Ls1, Lg1 and Gn,amp is input noise conductance of the amplifier core. Here, 
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Fig. 5.6: a) Forward gain and input reflection, b) NF and stability factor for single- 
and two-stage single-supply amplifiers. 
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the complex Z11 parameter of the equation may be obtained as 
 

 
 

The path created by Le1 and Ls1 (through T1) draws 1.73 mW power from the 

Vdd2 supply. The two branching inductors (Le1 and Le2) are not identical in size 

and face a difference of 0.2 mA in currents (Irail1 and Irail2). The cascode load 

inductor Ld1 is able to maintain a <8 dB forward gain within K-band for the 

single-stage amplifier. The coupling capacitor Ce1 placed between two bias 

current paths is smaller than the interfacing capacitor Cdg23 as the latter has to 

support interstage matching. The second low-voltage branched stage 

(amplifier.stage.2) for the presented amplifier is identical in structure with respect 

to the input stage except for a simplified input matching network. Irail3 now has a 

single inductor in the bias path and draws 1.77 mW from the low-voltage power 

rail. Cdg45 is built with an interfacing capacitor to support matching with an 

output common-drain stage. The effect of the inclusion of a second single-supply 

stage on overall amplifier performance is illustrated in Fig. 5.6(a) and 5.6(b) in 

terms of gain, noise, return-loss, and stability figures. The peak gain is improved 

by 15.5 dB with the peak being located at 21.3 GHz. Input return-loss (IRL) 

remains <-8 dB within the 19.8-26.5 GHz bandwidth after the addition of the 

second single-supply stage. Careful noise matching ensures that NF increases 

only by 0.1 dB over the bandwidth. Rollett stability factor is clearly improved with 

a domain range which is >8.7 as compared to its K-band coverage for the single-

stage circuit (4.1-6.4). 
 

To obtain an expression of noise factor for the second amplifier stage (NFstg:2), 

source resistance faced by the driving device is represented as Rs3 and 4 is defined 

as a parameter governed by bias conditions of T4. If effect of the voltage lowering 

circuit is excluded and gd04 is the drain-source conductance of T4 at zero drain- 



 
117 

 
 
source voltage, NFstg:2 can be approximated as [162] 
 

 
   
With these functions, overall noise factor for the cascaded two-stage amplifier 

[163] can be derived as 

 
where Ap;stg:1 is available power gain of the input stage. 
 
3.4 Effect of Common-drain Stage  
 
An output common-drain stage is incorporated in the architecture to provide the 

front-end with output matching while regulating its forward gain. This output stage 

includes a current source implemented by a device in saturation with a constant 

gate-source voltage. The common bias supply delivers a gate signal for it through 

Rbias3. In addition, two large resistors of the same network provide gate voltages for 

driving transistors in the first two blocks (T1 and T3). Vdd2 also serves as the power 

rail for the common-drain device T5 and determines the output bias current Irail5. A 

port capacitor Cout1 is included in the design to support the dual purpose of signal 

coupling and port matching. This output stage is expected to match the loading 

effect of a receiver block which may follow the front-end. 
 

The impedance seen by a load following the amplifier has two components 
which can be attributed to the current source device and the common-drain 
transistor. Among them, the contribution of T6 (Zout2) can be approximated from 
its source resistance (Rs6) and transconductance (gm:T6 ). If ro6 stands for intrinsic 
device output resistance then [164] 
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Fig. 5.7: The contribution of the output stage to a) forward gain, ORL, power and b) 
stability factor, reverse isolation, NF. 
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Fig. 5.8: Effect of variable device ratios on scattering parameters. 
 

In contrast, the common-drain contribution can be estimated as 
 

 
If 1=gm:T5 is designed suitably, device size in the output stage can be used to 

adjust reflection-loss incurred at load port 

 
The contribution of the output block to the amplifier's overall performance 

(port matching, isolation, noise, power, and gain) is depicted through Fig. 5.7(a) 

and Fig. 5.7(b). They present the front-end's behavior before and after the 

inclusion of the common-drain stage. The output section significantly influences 

port matching, gain, and reverse isolation while increasing NF by <0.2 dB over 

the K-band. Forward gain is improved by a margin of 4-8 dB within 20-23 GHz 

and power demand is raised by <1 mW. The effect is most prominent on 

reflection-loss incurred at output (ORL) which is <-11 dB over the bandwidth 
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(with a centered peak at 21.8 GHz). ORL without the output block presents a 

flatter pro le and incurs larger losses (>-2.19 dB). The overall amplifier offers a 

barrier against reverse leakage (estimated from S12) which reaches up to -83.2 

dB near 18 GHz. In contrast, S12 for the two-stage amplifier has a best figure of -

68.8 dB for the same frequency. Moreover, the minimum reading of stability 

factor increases from 8.7 by a value of 8.4 near the 21 GHz mark. At the same 

time, NF pro le is not degraded significantly over the 19-23 GHz range. 
 

It is useful to investigate the effect of variation in aspect ratios of a single 

amplifier stage (W1/L1 and W2/L2) on scattering characteristics of the overall 

amplifier structure. Fig. 5.8 presents the amplifier's S21, S22, and S11 parameters 

for different combinations of device sizes in the input stage. It shows that, peak 

forward gain remains adequately high as device ratios of the input stage are 

varied. At the same time, output return-loss (S22) remains lower than -10.2 dB 

over the bandwidth. The figure justifies the sizing of the transistors to minimize 

reflection-loss at both ports while maintaining a high power gain. In addition, it 

indicates that device ratios can be changed while maintaining certain good 

features of a common-source-gate stage, which is not typically the case for 

classical cascode amplifiers. 
 
4 Gain Control Technique  
 
The previous section manifests that overall gain of the single-supply circuit can be 

regulated with the help of an output common-drain stage. This creates an 

opportunity to introduce a gain control technique to the proposed architecture with 

the help of a control voltage (Vcontrol), as shown in Fig. 5.9. This signal can 

manipulate Igain and regulate small-signal gain at the expense of a small increase in 

power dissipation. It can also adjust the amount of reflection-loss incurred at load 

port. In this way, the output stage serves the dual purpose of modulating 
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Fig. 5.9: The gain control technique implemented with the output stage. 
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Fig. 5.10: Regulation of gain and power requirement as a function of output control 
voltage. 
 
 
 
gain coverage and managing port reflectance. Fig. 5.10 illustrates the regulation 

of gain that can be achieved when Vcontrol is varied by a small margin. Between 
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Fig. 5.11: Small-signal equivalent circuits for the amplifier's a) input single-supply 
stage, b) secondary low-voltage stage, and c) output common-drain stage. 
 
 
 
20.5 and 22.2 GHz, simulated forward gain has values covering 6 dB where 

peak S21 is spread over 3 dB. The change in Vcontrol results in Pdc ratings which 

can reach up to 8.64 mW (an increase of 1.27 mW). Input matching and noise 

performance remain largely unaffected during regulation while peak frequency 

for ORL shifts between 21.7 and 22.9 GHz. In addition, ORL is <-8 dB for most 

of the K-band and minimum output reflection stays below -21 dB. 
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3.4.5 Small-signal Circuits  
 
The small-signal equivalent circuits for the three-stage single-supply architecture of 

Fig. 5.4 are presented in Fig. 5.11(a)-5.11(c). Fig. 5.11(a) shows the input common-

source-gate stage with voltage lowering elements Ze1 and Ze2. Coupling is 

established between common-source (CS, realized by T1) and common-gate (CG, 

formed by T2) sections of the first stage through the element Ce1. The input 

matching network is formed through parasites of driving device (Cgs1) and matching 

impedances (Zg1, Zs1). The high value of Rbias1 segregates it from the small-signal 

operation. CS and CG transistors of the input stage are defined by voltage- and 

current-controlled current sources and device transconductance gm:T1=2 . Gate 

parasite of the input device (Cgs1) sees a Thevenin's resistance (Rgs1) which 

consists of Rbias1, Zg1(<), and Zs1(<). In contrast, equivalent resistance seen by the 

linking parasite Cgd1 takes the form of [165] 

 
where Rdrain1 is the resistance faced by drain terminal of T1 (including the real 
part of Ze1). The input capacitor for the CG stage (Cgs2) principally sees Ze2(<) 
and 1=gm:T2 as a Thevenin's resistance (Rin2): 

 
 
In contrast, impedance seen by Cgd2 can be expressed as 

 
where Rbias2 is the second input bias resistor and this frequency dependent func-
tion is primarily dominated by Zd1. Consequently, corner frequency for the input 
single-supply stage takes the approximated form of 
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where Rout2 is contributed by the interstage impedance Z(Cgd2). 
 

Fig. 5.11(b) shows an equivalent circuit for the second low-voltage gain-boosting 

stage which is similar to the input block except that the latter's input circuit is 

replaced by an interfacing capacitor Cdg23. Therefore, Thevenin's resistance for 

Cgs3 is somewhat simplified. Rgd3 and Rin4 will have expressions which are similar 

to the ones for the input stage and the corner point can be determined as 

   
where Rout4 will be dominated by the contribution of Zd2 

The port-matching and gain-regulating output stage is presented as a small-

signal circuit in Fig. 5.11(c). The current source in this stage does not require a 

dependent source representation and the common-drain device has a transcon- 

ductance of gm:T. Moreover, equivalent capacitance faced by the output node of 

this circuit (nout) can be written as 
 

 
where CL accounts for the load which follows an amplifier in the front-end. 
Additionally, gain provided by the output block behaves like a function of device 
transconductance [166]: 

 
Here, the factor gout is defined by backgate transconductance (gmb5) and drain 
conductances (gds5 and gds6) and may be excluded from the circuit for simplicity. 
Ultimately, the operating bandwidth of the output stage is determined by its pole 
frequency which can be approximated by [166] 
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4.5 Parasitic Considerations of Architecture  
 
A critical point to accurately predict the behavior of a high frequency architecture 

is the inclusion of parasitic elements during the analysis phase. For a silicon 

process, a number of extraneous parts have to be appended to core amplifier 

components to obtain an appropriate parasitic circuit. The single-supply-driven 

amplifier is presented in Fig. 5.12 with the inclusion of active/passive parasitic 

contributions. The amplifier includes six n-type field-effect transistors for the 

trees (T1 T6) and their RF circuit incorporates parasitic junction capacitors. Total 

parasitic capacitance contributed by gate and drain terminals of T1-T4 is 

estimated to be 35 fF and 16 fF, respectively. In case of source junction, 

capacitive parasites are expected to add up to around 25 fF. Moreover, parasitic 

capacitance for transistor junctions in the output stage (T5, T6) amounts to a 

predicted range of 20-43 fF. In addition, the parasitic circuits of the passive 

elements are also presented in the structure. 
 
5.2.7 Process Optimization  
 
Effect of process mismatch on the single-supply-powered topology is 

investigated through monte carlo analysis (MCA). It allows an assessment of 

variation in gain, matching, and NF which may result from fluctuation in process 

parameters. The basic MCA results indicate that peak gain and minimum NF can 

deviate by up to 2.4 dB and 0.2 dB, respectively, from design values. This 

translates into a change of about 7% and 4% with respect to centered crest and 

trough of S21 and NF. During MCA, IRL and ORL peaks register values better 

than -18 dB and -17 dB over the 19-24 GHz bandwidth. 
 

The principal matching component of the circuit's input stage is a small in-
ductor which regulates return-loss at RFin with degeneration of gain. Its opti- 
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Fig. 5.13: Dependence of input return-loss and noise-figure on the source inductor. 
 
 
 
mization is presented in Fig. 5.13 where design range of its outer width (XLs1 

) is selected as 75-120 m. Within this range, peak input return-loss (S11) for 

the circuit always remains better than -11 dB and becomes smaller as width 

is in-creased. On the other hand, noise contribution of input stage remains 

reasonably small and minimum NF is <3 dB when selected width stays 

between 75 m and 100 m. For larger inductors, NF starts to rise sharply for 

operating frequencies above 22 GHz. Ultimately, minimum IRL can be tuned 

between -14 dB and -30 dB with this element. 
 

Various reactive elements attached to or between core amplifier stages in u-

ence the reflection-loss incurred at amplifier ports (S11 and S22). In this regard, 

the interfacing capacitor before the output stage (Cdg45), while being used as a 

matching component, needs to possess a sufficiently high value for coupling of 

signals. Fig. 5.14 shows how IRL and ORL are manipulated with this linking 

element in terms of magnitude and peak frequency. Without changing the center 

of input matching, the capacitor can reduce minimum IRL from about -16 dB to 
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around -20 dB. It exerts a greater pull on ORL and is able to move its peak from 

about 24 GHz to 20 GHz. With a <1 dB change in gain, port return-losses can be 

regulated and ultimately centered between 21 GHz and 23 GHz. Other amplifier 

components are optimized in a similar fashion and corresponding results are 

summarized in the next section. 

 
5.3 Results and Discussion  
 
 
In this section, the optimized amplifier architecture, which can be driven by a 

0.7-V bias-supply, is analyzed with a 90-nm CMOS technology. As the 

simulation package, an RF simulator is employed to obtain the characterizing 

parameters. The same low-voltage supply can provide biasing and work as 

power rail for the topology. 
 

Forward Gain and Noise: Voltage gain (no-load) for the single-supply-driven 

three-stage circuit is presented in Fig. 5.15 attaining a peak near 21 GHz. It 
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Fig. 5.16: Port return-loss parameters obtained over K-band. 
 
 
 
also shows the circuit's small-signal forward gain (S21) having its peak settled in 

the lower portion of K-band ( 21.3 GHz). The structure's 3-dB bandwidth spans 

20.5-22.2 GHz and it has >25 dB gain coverage within 20-23 GHz. With 
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Fig. 5.17: Clustered power gain and reverse isolation curves. 
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Fig. 5.18: Kf and B1f factors and standing wave ratios. 
 
 
 
matching provided by bias path elements, its noise-figure remains below 3.1 

dB and NF curve coincides with plot of NFmin near the center frequency. 
 

Return-Loss at Ports: Imaginary and real components of the circuit's input 
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impedance are adjusted with interfacing passives, an input LCL branch, and 
device sizing while an output stage and a coupling capacitor regulate the 

load port. After optimization, minimum return-loss (S11) settles to -19.2 dB 

near 22.3 GHz for RFin. In comparison, peak S22 for output port is -26.1 dB 

at 21.7 GHz. In addition, S11 registers results better than -7 dB over a 

bandwidth of 18.7-28.2 GHz and loss represented by S22 is <-10 dB for a 

coverage of 19.8-27.6 GHz. Over the 3-dB bandwidth, domain values of S11 

and S22 are <-8 dB and <-11 dB, respectively. 
 

Power Gain and Isolation: Power gain for an RF circuit is typically divided 

in three categories depending on addition of port matching stages with core 

network. Low estimated reflectance at ports (which is indicative of good 

matching) leads the three power gain peaks to converge near the operating 

point in Fig. 5.17 (around 21.6 GHz). Here, available gain (GA) covers a 

range of >28.1 dB over the 3-dB message bandwidth. In addition, average 

(GP) and transducer (GT) gain parameters reside in domains which are 

>28.4 dB and >27.7 dB, respectively. The figure also reports reverse isolation 

(S12) to be <-62.3 dB, indicating insignificant small-signal leakage. 
 

Stability Factors and Standing Wave Ratio: The condition of Rollett 

stability demands that Kf factor for the architecture should have a value 

greater than 1 within its bandwidth [167]. As argued by Fig. 5.18, Kf for the 

single-supply-driven circuit is >17.1 for bandwidth frequencies. Moreover, the 

bandwidth defined secondary stability factor (B1f ) occupies the range of 0.99 

< B1f <1.06 and sufficiently fulfills the condition necessary for stable 

behavior. The amplifier's voltage standing wave ratios (VSWR), when 
obtained at driving and load ports, approach minima of 1.0 dB and 0.5 dB 
near the center frequency. The area occupied by the multistage architecture, 

as estimated from circuit dimensions, is 0.62 mm2 (without probe pads). 
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5.4 Comparison of Results  
 
 
To allow a comparison between the presented single-supply-architecture and avail-

able CMOS front-ends, a synopsis of simulated results from millimeter-wave 

amplifiers [154], [168{173] is prepared in the form of Table 5.1. It shows that the 

proposed technique may allow a nanoscale amplifier to be driven by a single bias 

supply whereas number of bias voltages used by the other designs varies between 

two and six. The presented mechanism helps to avoid the use of extra bias circuits 

(or gate signals) and keep the power demand below 8 mW. The architecture 

achieves a relatively at bandwidth noise pro le which varies by only 0.1 dB whereas 

variation in NF for the other circuits reaches up to 1.4 dB. These results suggest that 

the presented techniques can allow a high-gain front-end to be powered by a single 

low-voltage supply (at good gain-per-watt ratings) and may reduce the probability of 

multiple rail stability affecting circuit variation. 

 
5.5 Conclusions  
 
 
This chapter presents a multistage CMOS amplifier architecture which reduces the 

impact of supply variability by allowing the circuit to be powered without separate 

gate signals. With the employment of a voltage lowering mechanism, the topology is 

able to use a single voltage rail for all devices of three amplifier stages. The 

technique is validated through a K-band amplifier on a 90-nm technology platform. 

The contribution of the individual stages is illustrated separately and the overall 

design manages high forward gain and 1.7 GHz 3-dB bandwidth (dc current rating 

for the scaled 0.7-V rail is 10.5 mA). In addition, a gain and port regulation 

mechanism is realized by the output stage without unduly affecting the circuit's noise 

performance (NF: 3 dB). Comparison with submicron low-voltage amplifiers shows 

that the presented schemes manage high-gain behavior 
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with a smaller number of independent supply rails. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 
 
 
 

Chapter 6 
 
 

A Ku-band Low-power Amplifier with a Built-
in Output Buffer 
 
 
 
 
1.10 Introduction  
 
 
Silicon CMOS process is often preferred by the communication industry for 

building reliable high-performance transceiver circuits due to its achievable 

integration density and low cost [174]. In addition, large bandwidth requirements 

for wire-less standards are pushing silicon integrated circuits towards higher 

operating frequencies [175]. For example, the 2.4-5.2 GHz frequency range in S- 

and C-bands has been heavily used by radio transmitters, which entails 

drawbacks like higher probability of co-channel interference. To avoid such 

problems and diversify spectrum usage, concerned authorities like the FCC 

(Federal Communications Commission, a regulatory body of North America) has 

advocated research on un-licensed applications exploiting Ku- and K-bands (12-

26 GHz) in the microwave range [176{179]. 
 

As mentioned in earlier chapters, heterojunction devices can facilitate the pro-

cess of moving to higher frequencies by offering advantages like better insulation of 

substrate and high gain [180{182]. Among them, GaAs substrates are robust and 

can have large diameters whereas InP substrates perform better above S-band. 

Other benefits of PHEMTs (high electron mobility transistors) and HBTs
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(hybrid bipolar transistors) employing compound materials include operation at 

high/low voltages, high power density, good noise properties, and flexibility of 

wafer size. On the downside, they still face price constraint and/or performance 

limitation depending on the choice of substrate [143]. On the other side of the 

coin, reports on nanoscale CMOS transceiver circuits have shown that features 

of heterojunction circuits can be replicated to some extent by silicon technology 

with the help of process scaling and manufacturing techniques. In this respect, 

the design of silicon low-noise amplifiers (LNA) at high frequencies, which 

control gain and noise of a receiver front-end, has received attention [183-185]. 

For exam-ple, [183] presents a 3.1-10.6 GHz amplifier managing 4.5-6.2 dB 

noise-figure (NF) and 13.2 dB peak gain. In [185], a 2.45 dB (NF) current-reused 

two-stage amplifier reaches 20 dB gain but its power demand (Pdc) is pushed to 

26.4 mW. The front-ends proposed in [75], [183], [185] have NF and Pdc ranges 

of 2.45-6.2 dB and 23-28.8 mW, respectively. These low-power C, Ku, and K-

band amplifiers can be critical components for a variety of applications including 

gigahertz range wireless communication, space-based radar arrays (used in the 

stratosphere), and multi-media services (for wireless local area networks) [185]. 

However, it still remains a challenging job to achieve simultaneous improvement 

in the amplifier's forward gain, overall NF, power demand, linearization, and port 

impedance matching. Therefore, a number of trade-o s have to be considered 

during the design phase to balance out different design objectives for the 

amplifier. For example, despite an increase in Pdc, signal measurement from 

circuit ports can be facilitated if an output Buffer can be integrated with the 

amplifier. 
 

In this chapter, a Ku-band low-NF (3.25 dB) high forward gain amplifier designed 

with a 0.09- m CMOS process is presented. The amplifier has two cascaded gain 

stages and an integrated output Buffer (with a current source). Its input common-

gate stage and load-port source-follower are optimized to improve 



 
137 

 
 
the front-end's port matching, gain, and linearity without unduly degrading the 

noise contribution. The amplifier is suitable for satellite applications and spends 

7.69 mA current from a 1.2-V supply. In addition, matching provided by output 

Buffer and input CG stage makes the reflection-losses lower than -10 dB at both 

ports. It is expected that the inclusion of the input and the output stages would 

assist the circuit's port reflectance to remain within reasonable limits against 

process variation factors. With the help of a low-cost silicon technology, the 

architecture manages reasonable performance-to-power ratio when compared 

with reported amplifiers. The chapter is organized as follows. Section 6.2 

explains the presented circuit and its utilization of input-output blocks with 

explication of performance improvement and equivalent circuits. The results are 

discussed in Section 6.3 and Section 6.4 compares the circuit with examples 

from literature. The discussions are concluded in Section 6.5. 

 
    Vdd  

   Rtank2   

    Rb4 
 

 Rtank1     

   Ltank2 T4 
 

    Cdg34  

 Ltank 1  
T3  

 

     

    i.out3 
 

    i.out4 

  i.out1  Cd4  

  Cdg12    

   T2  
 

Vgate1 T1 Vdd  Co4  

   

  
Rb1  T5 

 

  Rb2   

     

 i.in1   Ibias2  

Cs1    

    

RFin   Vgate25  
 

     

 
Ls1  Ioutput 

 

    

  Ibias1 Rb3  
 

 
 
 
 
 
 
 
 
 

RFout  

 
 
 
 
Fig. 6.1: The 1.2-V low-power two-stage amplifier with bias and output circuits. 
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2.7 Multistage Circuit Configuration  
 
 
The 1.2-V two-stage (CG-CSCG) amplifier topology with an output Buffer for 

matching the loading effect is presented in Fig. 6.1. A multistage CMOS 

amplifier typically employs a common-source (CS) block as the input stage in 

order to minimize the noise contribution of the front-end. However, for the 

presented architecture, a common-gate (CG) block is selected to perform the 

task of matching at input port as it remains relatively stable in the face of PVT 

variation and extends the upper limit of input power for which the circuit behaves 

in a linear manner [186]. Therefore, the input stage is implemented through a 

CG transistor in saturation (T1) and the following stage (a CSCG block) is 

realized with two stacked devices (T2, T3). Finally, the built-in output circuit, 

which enhances the front-end's gain and stability and interfaces its load port with 

the subsequent section, takes the form of a Buffer (built on T4) and its current is 

controlled through an active source (formed by T5). 
 
2.2.8 Input CG Stage  
 
The input common-gate block of the circuit is intended to allow impedance 

match-ing over a wide range of frequencies. The impedance of this input 

transistor can be approximated as 

 

where cgs:T1 is the parasitic contribution of the input transistor which influences 

the design's matching performance. It is matched with a degenerating inductor 

while the size of input device adjusts the transconductance gm:T1 . This process 

assists the removal of third-order distortion components from the output signal 

through the common-gate stage. Moreover, the front-end may be adapted into a 

narrowband amplifier if provision of multiband feedback is allowed with the input 
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section [187]. In this case, the input CG block manages to achieve a Ku-band 

noise-figure below 3 dB without extra noise cancelation circuits. A simplified 

noise factor of this stage, which becomes applicable after the input is matched to 

the desired characteristic impedance, takes the form of [188] 

 
  
where Rs1 is the source resistance (which precedes the amplifier) and Rd:T1 is the 

equivalent load resistance seen by drain terminal of the input transistor. On the 

other hand, 1 is a channel thermal-noise coefficient and 1 is a process-dependent 

factor which usually has a value less than 1. The tuning inductor of the input stage 

and the input impedance of the following block are adjusted so as to settle 

Rd:T1 to a value which will improve the amplifier's noise performance. At the same 

time, the load tank is set to allow the center frequency of the front-end to be located 

in the Ku-band. Consequently, the input CG device offers a relatively low input 

impedance whereas a CS input block introduces a higher impedance and needs to 

be matched by extra circuits. Because the gate-drain parasitic element is not in play 

for the input stage, its reverse isolation is also improved. The capacitor Cs1 in 

conjunction with the gate-source parasite of the front device provides matching with 

the expected impedance (offered by a preceding circuit). In addition, an inductor 

(Ls1) is added at the source of the input device to adjust the impedance seen at 

higher operating frequencies. Cs1 also couples the driving signal received at RFin 

with the input device and Ls1 influences the stage's noise-figure through noise 

matching. The operating frequency of the amplifier is placed near 14 GHz with the 

inductor Ltank1 forming a resonance bank with the linking capacitor Cdg12 (placed 

between the two stages) and parasitic elements of the input device. As loss inducing 

spiral inductors will typically be used for Ltank1, its resistive parasite is represented 

by Rtank1 (which may also affect the quality factor of the 
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reactance). The input transistor is relatively small in size (50 m) and biased with 
a gate voltage (Vgate1) which results in a 3.24 mA core current (Ibias1). If  
Rspar:T1  represents the parasitic resistance connected with the source terminal of  
T1 and  is a gate-noise coefficient [183], a more well-defined process-dependent 
 
noise factor of the input stage may be expressed as 
 

   
In equation (6.3), gate conductance of the input device (ggate:T1) is determined 

from its parasitic elements: 

 

These expressions indicate how the common-gate stage controls the extent of in-put 

matching and noise-response at the concerned frequencies. Alternatively, if a 

common-source stage were used at the input, it would typically have employed a 

reactive series-shunt circuit (LC ladder) for matching the driving port. As a result, the 

extent of power transfer would have been a strong function of parasitic elements 

contributed by the input transistor. By replacing the CS block with a common-gate 

stage, the parasites associated with the gate terminal are incorporated in the 

resonating tank, thus making it easier to limit their degrading effects. The CG block 

in a cascaded structure is also expected to improve the range of linear operation 

and provide stability against impedance mismatch to a certain extent. To illustrate 

these effects, the input CG amplifier and the 
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secondary CSCG block have been analyzed with necessary matching and tun-

ing components on a 90-nm platform. Fig. 6.2(a) shows the range of linearity 

achieved by the two stages individually in terms of third-order intermodulation 

product. The maximum limit of input power for the first stage without moving into 

a non-linear region is wider than the ceiling for the second stage. Stabilization of 

impedance mismatch is reflected in the wideband matching achieved by the 

input amplifier stage, as shown in Fig. 6.2(b). Its input reflection-loss (IRL, S11) 

remains lower than -9 dB for a wide spectrum. On the other hand, IRL for the 

secondary CSCG block proves to be better than -2.5 dB for a smaller bandwidth. 

Ultimately, simultaneous power and noise matching are needed for the 

cascaded amplifier despite a limitation on the lower limit of noise factor imposed 

by the input stage's transconductance and channel thermal-noise coefficient 

[174]. This would be evident if the results show that the amplifier's noise-figure is 

minimized near the center point (~14 GHz) and power matching limits its 

reflectance near the same frequency. 

 
2.8 Secondary CSCG Stage  
 
The second stage of the amplifier is realized by stacking a CG transistor T3 
 
(20 m) on top of a CS device T2 (60 m) to form a cascode block which provides 

the overall front-end with adequate gain in the concerned range. The CSCG 

topology is selected to improve the amplifier's frequency response and the 

degree of isolation between ports. Moreover, the relative noise contribution of 

the CG device is managed by controlling its gate width and bias current which 

regulate the channel noise for the transistors. The topology also reduces Miller 

effect of its input transistor and secures enhanced port isolation to ensure that 

input and output matching can be done independently by passive networks. At 

the same time, the insulating transistor offers a relatively high output impedance 
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Fig. 6.2: Relative effect of the input CG block and the secondary CSCG stage on a) 
linear amplifier operation (GCC: gain compression curve) and b) impedance 
matching (input return-loss) 
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Fig. 6.3: Noise contribution of different stages of the 1.2-V amplifier. 
 
 
 
at its drain terminal. The absence of inductive source-degeneration means that 

gain degradation is minimized for the amplifier stage while interstage matching is 

achieved with linking capacitors and device parasites. To achieve a relatively at 

bandwidth over the frequencies of interest (Ku-band), the second stage is 

designed with its peak gain frequency at a higher spectrum as compared to the 

input CG block. With that objective, parallel resonance between tank inductor of 

the input stage and associated parasites maximizes its gain over 10-12 GHz. On 

the other hand, load of the second stage and adjoining parasites perform a 

similar function over the domain of 13-15 Ghz. Finally, the reactive elements 

placed in between the stages are adjusted to center the gain in the upper portion 

of Ku-band. At the same time, the second stage is optimized to bring down the 

noise factor of the overall amplifier by limiting its own noise contribution. As 

shown with simulated noise performances in Fig. 6.3, NF of the input (CG) stage 

is 2.8 dB near the center point (14.2 GHz) and the noise ceiling is pushed up to 

3.25 dB after the addition of the second block and the output Buffer. This 
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Buffer is expected to drive the load capacitance and also assist measurement of 

signals at the output port. A bias device (Tdc) supplies the gate voltage for the 

output source which, along with the source transistor, ultimately controls the 

third branch current. Here, Rb3 serves as the insulating resistor for the gate of 

the current source. The capacitor Cd4 couples the output excitation with the load 

port (RFout) and forms an output circuit (along with the capacitor Co4). Tdc also 

provides the gate voltage for the second stage's driving transistor where Rb2 

serves as another insulating resistor. In contrast, Rb1 controls the current for Tdc 

which has a design value of 0.28 mA. This bias arrangement helps to reduce the 

number of external supplies needed for the amplifier circuit. The inductor Ltank2 

resonates with parasitic and linking elements present at drain and gate of T3 and 
 
T4, respectively, and tunes the second stage. In addition, the tank uses a small 

series element Rtank2 apart from the inductor's parasitic contributions. The bias 

current for the second stage is 2.58 mA (which is lower than Ibias1 for the input CG 

block) and Cdg34 couples the CSCG section with the following source-follower. If 

gd0:T3 represents the drain-source conductance of T3 at zero drain bias voltage, 
 
Rspar:T2 is the resistance seen at the source of T2, and ϒT3 is a factor defined by 

bias voltages of T3, noise factor of the CSCG stage can be expressed as [189] 

 
where ωT is the stage's transit frequency. In this expression, the reactive 

contribution will be reduced if a source inductor is absent in the second amplifier 

stage. Using these definitions, a composite noise factor for the amplifier can be 

derived with the help of equations (6.3) and (6.6). 
 

Apart from improving the degree of port-isolation, the CSCG stage also boosts 

the stability of the LNA in the concerned range of frequencies. However, a common 

problem for the CSCG circuit is its noise contribution at higher frequencies 
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resulting from the existence of parasitic elements at cascade node. That aspect 

is managed by device sizing, interstage matching, and careful selection of 

process elements in the resonating tank, which bring down the minimum noise-

figure for the overall amplifier. Additionally, the gain is bolstered by the second 

circuit near the center point with respect to the contribution of the input (CG) 

stage. Meanwhile, sufficient gain provided by the amplifier's first stage ensures 

that the effect of noise accumulated in the second stage remains limited. 
 
3.5 Output Buffer  
 
The Buffer employed in the amplifier, if properly calibrated, may help to drive output 

testing equipments for the load port. Moreover, in a wireless transceiver, a low-noise 

amplifier is usually followed by a processing block and the Buffer helps to interface 

the loading effect of this component. It is designed with a branch current (Ioutput) of 

1.61 mA provided by the current source. Apart from the two core stage ratings, this 

branch current serves as the third determining factor for the circuit's power 

dissipation. It is selected so as to match the expected output impedance without 

going over the 10 mW limit for overall power. In order to minimize reflection-loss, the 

target for S22 is set around -20 dB at 14 GHz. The magnitude of Ioutput is controlled 

by sizing the source device when it has a fixed gate voltage. In addition, the 

parasitic capacitance of the Buffer transistor becomes a part of the load circuit for 

the amplifier. In the next step, the contribution of the output circuit to overall gain 

and noise performance is analyzed by studying the amplifier's simulated 

performance before and after the inclusion of this circuit. It is observed that the load 

stage is able to significantly influence the design's power gain, port matching, and 

Rollet stability while adding about 1.9 mW to Pdc and 0.1 dB to noise-figure. To be 

precise, it improves peak power gain by up to 9.8 dB in the 14-15 GHz range 

and increases base value of Rollet (Kf ) factor from 
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Fig. 6.4: Small signal equivalent circuits for a) input CG stage and b) 
secondary CSCG stage. 
 
 
 
7.9 to 9.7 in the Ku-band. As the output stage is specifically expected to match 

the following impedance, it is important to study its effect on output return-loss 

(ORL) which covers a range of -10.3 -22.5 dB after the circuit's inclusion 

(previously, the range was <-2.3 dB). However, the load circuit degrades input 

matching to some extent as the input return-loss (IRL) is slightly increased over 

the bandwidth. The improvement in maximum reverse isolation is about 1.6 dB 

near the center frequency but insulation is enhanced by a greater amount (up to 

16 dB) over the widened frequency coverage of 10-19 GHz. 
 
5 Small Signal Equivalent Circuits  
 
The small signal equivalent circuit for the input (CG) stage of the core amplifier is 

shown in Fig. 6.4(a) including high-frequency parasitic elements contributed 
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by the transistor. Here, Rrf is the impedance offered by the source which delivers 

driving current to the amplifier (iin1). The input return-loss for the amplifier is 

determined by matching between Zs1, Cs1, and Cgs1 (parasite of T1). On the 

other hand, the center point is set by a resonance tank at the CG output, which 

is dominated by the inductor Ltank1. Other direct and virtual elements of the tank 

are Cgd1 (contributed by T1), Cdg12 (linking capacitor), and Cstage2 (offered by 

the following stage). Additional transistor parasitic elements are excluded from 

this circuit to simplify the analysis. Here, Vgs1 is the driving signal of the CG 

stage and gm:T1 is the input transistor's transconductance. In the figure, the 

approximate equivalent impedance seen by Cgd1 takes the form of 

 
 
where Ztank1 is the high-frequency impedance offered by the CG load. In 
addition, the Thevnin's impedance presented to Cgs1 can be written as 
 

 
  
where Zs1 is contributed by Ls1 and gm:T1 is offered by the active device in the 

equivalent circuit. Ultimately, gain and corner frequency of the first CG stage will 

depend on Z(Cgs1), Z(Cgd1), and associated parasitic elements. Therefore, the 

input corner frequency may be expressed as [190] 

 
 
where RCgd1 and RCgs1 represent Thevnin's equivalent resistance obtained from 

impedance functions. Fig. 6.4(b) presents the high-frequency equivalent circuit 

for the second (CSCG) stage of the core amplifier which forms a stacked 

configuration. For the CS block (formed by T2), Rbb models the effect of the bias 

resistors. The stacked CG block (implemented by T3 or transconductance gm:T3 ) 
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is represented by a current controlled current source. In this case, the impedance 
 
Ztank2 incorporates the contribution of the second tank elements. In the figure, 
 
Cgs2 is expected to see a Thevnin's resistance which has contributions from Rbb. 
On the other hand, the resistance seen by the capacitor Cgd2 (=Rgd2) can be 
approximated with the formula 

 
where Rd2 is the total resistance seen by the drain of T2, which also dominates 
the Thevnin's resistance (Rgs3) faced by the parasite Cgs3. Now, the impedance 
presented to Cgd3 can be estimated as 

  
where Rb4 is the Buffer input resistance. Consequently, the expression of corner 
frequency for the second CSCG stage is written as 

    
After cascading the two core stages of the amplifier, the built-in output block is 

expected to facilitate the testing phase of the design by driving measuring equip-

ments. Alternatively, it matches the load port to the characteristic impedance of 

the following receiver block. During the process, the overall power requirement 

for the design remains below 10 mW. Finally, a detailed diagram of the 

presented amplifier which includes expected parasitic elements of silicon 

components is presented in Fig. 6.5. 

 
3.4.6 Results with Discussion  
 
The design objectives of the presented amplifier are selected on the basis of trends 

in CMOS low-noise front-ends. As the topology is based on a two-stage Buffered 
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amplifier, power dissipation limit for the design is set around 10 mW. Port 

matching is expected to be better than -10 dB over the bandwidth and the 

noise-figure ceiling is set at 4 dB. The gate voltages are expected to be kept 

below 1-V and the bias currents are carefully selected for CG and CSCG 

stages. The proposed circuit is simulated with a 90-nm silicon process and 

satisfies the design criteria after process optimization is performed. 
 

Process Optimization: In the presented architecture, the sizing of the input stage 

is governed by bias current and noise/matching considerations at port RFin. The 

crucial matching component of the first (CG) stage is the inductor Ls1, as it regulates 

port impedance and controls noise-figure through its pull over forward gain. When 

the design range for Ls1 is selected as 0.39-2 nH, minimum input return-loss (S11) 

remains better than -25 dB for smaller values of the range. In addition, if Ls1 

remains within 0.64-1 nH, noise contribution of the first stage is minimized within the 

desired range. However, for larger source reactance, NF starts to rise sharply as the 

operating frequency becomes higher. Another reactive 
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Fig. 6.7: a) The dependence of port reflection on device size and b) selection 
of output current on the basis of power requirement. 
 
 
 
element which directly influences the CG stage's noise share and operating band-

width is the resonating inductor Ltank1 (its influence on amplifier performance is 

shown in Fig. 6.6). Peak forward gain (S21) crosses 20 dB in the vicinity of 14 GHz 

for a narrow range of its design values. For smaller reactance, the bandwidth 
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starts to flatten out and the noise level reaches up to 14 dB for X- and Ku-band 

frequencies (9-16 GHz). Other reactive elements attached to the input stage also 

take part in controlling the input reflection-loss. In the second circuit, the size of 
 
T2 contributes to the determination of effective transconductance for the CSCG 

stage. At the same time, it is able to manipulate the amount of port reflectance. 

As presented in Fig. 6.7(a), there is a sharp movement in the peak frequency of 

S11 curves against variable dimensions of this device. For the same variable, 

peak return-loss lowers down without any rapid change in the peak frequency of 
 
S22 plots. Therefore, an optimum device ratio may lead the two sets of 

figures to converge around 14-GHz where their reflectance will be minimized. 

As already mentioned, apart from core bias currents, output current is also a 

determining factor for the circuit's overall dissipation. Fig. 6.7(b) plots the power 

expended by the amplifier and its port return-loss for variable output currents. 

While min-imizing the port reflectance, the parameter is kept at a level which 

keeps the design's power requirement below 10 mW. Like the mentioned 

instances, other amplifier components are optimized in a similar fashion and 

overall results are summarized in the next section. 
 

Forward Gain and Reverse Insulation: The voltage gain provided by the mul-

tistage low-noise amplifier is presented in Fig. 6.8. It attains a peak near 13.9 

GHz and follows the pattern of scattering parameters representing small signal 

forward gain (S21). Initially, the common-gate (CG) input stage alone is only able 

to manage moderate gain. However, after adding the secondary stage with an 

output section, peak S21 manages better pro les near the lower edge of Ku-band 

( 14.2 GHz). Here, the 3-dB bandwidth for the amplifier extends from 13.2 to 

15.4 GHz. To achieve these patterns, a source inductor has been included with 

the input stage but the same has been excluded from the secondary block. Ad-

ditionally, the CSCG block is expected to provide significant resistance against 
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Fig. 6.8: Gain and reverse leakage for the amplifier. 
 
 
 
reverse signal leakage for the LNA. Therefore, bandwidth limited reverse 

insulation (S12), also plotted in Fig. 6.8, resides in the range of -50 -57 dB with its 

peak position coinciding with the amplifier's center frequency. 
 

Port-reflection and Standing Wave Ratio: It is desirable that signal loss due 

to reflectance at amplifier ports is minimized for a microwave amplifier with port 

matching circuits. For this design, the matching networks are implemented 

through sizing of devices, appending an LC circuit to the RFin port (Ls1 and 
 
Cs1), intermediate passives, and connecting a double capacitive circuit at the output 

(Cd4 and Co4). Fig. 6.9 shows that reflection-loss at the input port (IRL) is <-10 dB 

over a 3.8 GHz bandwidth spanning between 11.4 and 15.2 GHz. On the other 

hand, output-port reflection-loss (ORL) is smaller than -10 dB over a narrower range 

of frequencies (13.3-15.2 GHz). As expected, the voltage standing wave ratios 

(VSWR) at amplifier ports are minimized near the peak position of reflection-loss 

curves. The minima of VSWR1 and VSWR2 are estimated to be 0.05 dB at 13.7 

GHz and 0.09 dB at 14.2 GHz, respectively. Similarly, the troughs for IRL and ORL 

are located at frequencies of 13.7 and 14.1 GHz, in that order. 
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Fig. 6.9: Optimized port return-loss and standing wave ratios. 
 
 
 
On the other hand, the reflectance at peak gain frequency is -17.6 and -21.5 

dB at input and load ports. 
 

Noise and Stability Factors: After a number of process considerations (which 

are necessary for port-matching and gain-bandwidth adjustment) are addressed 
 
for the amplifier, stable (oscillation-free) behavior at operating frequencies 

emerges as a design concern. And for a microwave amplifier, expected 

stability may be estimated with the help of the Rollet factor (Kf ), a term which 

is defined with scattering parameters [167]: 

  
 
Additionally, a secondary factor (B1f ) can be defined with the same terms 

which may also serve as an indicator of the absence of spurious signal 

components in the produced signal: 
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Fig. 6.10: Degree of stability and noise for the amplifier. 
 
 
 
For the presented low-noise amplifier, Kf > 9 and 0.8<B1f <1 over the utilized 

spectrum of 13.2-15.4 GHz (see Fig. 6.10). In addition, simultaneous power and 

noise matching are provided by the reactive elements in the Ku-band, while bias 

current ratings are carefully selected to lower down the noise ceiling. As a result, 

noise-figure for the amplifier stays within 3.25-3.41 dB over its message band-

width. At the same time, noise parameter at the amplifier's peak gain frequency 

is predicted to be 3.26 dB. The area expected to be covered by the amplifier 

(without measuring bond-pads) is 0.196 mm2, as estimated from component 

dimensions. 

 
4.6 Performance Comparison  
 
 
The 1.2-V nanoscale circuit is compared with the performance of reported mil-

limeter wave amplifiers in Table 6.1 where a summary of simulated results [75], 

[191{195] is documented. To evaluate designs built on different scales of the sil-

icon CMOS process, a composite figure of merit parameter (FM1) is calculated 
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for the circuits and included in the table: 
 

 
 
5.2.8 Conclusions  
 
A two-stage (CG-CSCG) Ku-band CMOS amplifier is presented in this chapter 

with a load port stage providing gain boosting and matching. The contribution of 

the input CG stage in improving the amplifier's reflection-loss and linear be-

havior and that of the output block with respect to improving overall stability 

(without high power penalty) are explained. When analyzed with a 90-nm silicon 

process, isolation between the ports remains high (better than -50 dB) and 

minimum NF becomes 3.25 dB. Wideband matching achieves low input/output 

return-loss (IRL/ORL) for the amplifier (-10 -35 dB and -9 -23 dB, respectively). 

Simulated results are compared against other CMOS front-ends and the port 

circuits of the multistage architecture are expected to improve its ability of 

regulating matching parameters. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



 
 
 
 
 
 

Chapter 7 
 
 

Conclusions 
 
 
 
 
1.11 Summary  
 
 

In this thesis, a discrete modeling technique of low-noise complementary 

metal oxide semiconductor amplifier circuits comprising active/passive com-  
 

ponents and bias/gate supplies is presented. The scheme minimizes number 

of required autonomous parameters by symmetric modeling and simplifies 

model expressions by exploiting interdependency of equivalent circuit com-

ponents which lower their computational cost. The formulae can be scaled 

with feature size of RLC and transistor elements and incorporate parasites 

generated from silicon considerations. The models have been tested with two 

90-nm low-power amplifier topologies where modeled results (NF, gain) 

achieve errors lower than 3.5%. Analytical scalable equations capable of 

device characterization are formulated with the help of geometry scalable 

empirical modeling for CMOS elements (inductors, devices, capacitors, and 

resistors) needed in a nanoscale transceiver architecture.  

 
The thesis also proposes a low-power reliability improving circuit (RIC) 

which can significantly enhance the consistency of amplifier performance  
 

against process and system variation. As RIC and amplifier sections are 

powered from a common voltage rail, it enables the overall single-supply  
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circuit to avoid additional supplies. It supports low and typical voltage 

ratings of the 90-nm platform and achieves peak regulation for the CS 

architecture. Microwave performance reliability with and without RIC are 

analyzed over a wide frequency range in terms forward gain, NF, return-

loss, NFmin, and voltage gain. 

 
In addition, the technique is tested as a stabilizing gate circuit to improve 

fidelity of harmonic oscillators. Analytical modeling of oscillator stability  
 
is provided to explain how the current regulation scheme can improve pro-

cess consistency. The mechanism is able to compensate against the effects 

of a wide range of phenomena (related with manufacturing, physical, and 

operating variables) including hot carriers, device aging, feature variation, and 

supply uncertainty. The scheme is verified with two different architectures 

(single-ended and differential) of modified Hartley oscillators (phase  
 
noise: -112 -115 dBc/Hz at f=0.1 MHz). The results indicate that the 

technique significantly reduces sensitivity of key oscillator parameters to  

process and system deviation.  
 
 
Additionally, a three-stage amplifier architecture with reduced probability of 

multiple supply variation affecting circuit behavior is presented (it curtails 

the number of required bias supplies). It includes a branching circuit for 

voltage lowering and realizes a gain regulation mechanism with a control 

voltage. Cascading of sectioned common-source-gate blocks lowers the 

topology's power demand while improving its port isolation. Comparison with 

submicron amplifiers shows that the proposed architecture manages low-

voltage and high-gain behavior with reduced supply requirements. The ability 

of an output circuit and an input common-gate stage of regulating port 

matching of a multistage amplifier is also discussed.  
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2.9 Suggestions for Future Work  
 
 
The reliability improving techniques sponsored in this dissertation are dependent on 

stabilization of voltage conditions in the circuit through the manipulation of appended 

networks which sometimes requires independent biasing of substrates. These 

choices still leave room for alternatives concerning simultaneous reduction of 

variation in performance determining figures and substrate requirements. Rather 

than depending on an all-analog realization of the receiver front-end, digital blocks 

could be incorporated in the structure to improve its tolerance to noise which is 

expected to enhance its noise figure reliability. Inclusion of digital RIT sections also 

create the opportunity to introduce settling techniques like employment of 

reconfigurable architectures for self-detection of unacceptable variation, allowing 

self-calibration for mixed signal circuits, and using digitally switchable networks 

against varying process conditions. In addition, emphasis may be pro-vided on the 

correct detection of degrading process-voltage-temperature deviation with the help 

of separate sensor networks in the circuits. More investigation may be performed on 

analog stability enhancement schemes using optimization of de-vice sizing and 

development of process tolerant core architectures. The thesis attempted to address 

supply reliability through the design of topologies which limit the number of required 

independent supplies. It may be explored if the same effect can be achieved by 

appending deviation-tolerant sections to conventional multiple voltage driven 

structures. The reliability analyses may also be carried out with the inclusion of 

layouts in the design. For the modeling section, in addition to front-end amplifiers, 

discrete modeling schemes may be tried out for the estimation of parameters of 

back-end circuits which may require a different range of passive components. It 

assumes that the simplicity of the expressions would reduce the computational cost 

for the analyzer where a more structured 
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analysis of modeling efficiency could be developed. It may also be useful to 

characterize the relative merits and limitations of contiguous and discrete 

prediction techniques. 
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