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Abstract

A design method for a novel type of microwave diplexer using coupled micros trip

comblines has been developed. The resulting diplexer is small in size, compact in
structure and easy to fabricate by using photolithographic and etching techniques.
Tills type of diplexer is suitable for use in Microwave Integrated Circuits (MIC) as
well as Microwave Monolithic Integrated Circuits (MMIC).

For developing the new design method for the microstrip diplexers, the forward
coupling properties of a pair of microstrip comblines are taken as the basis. In
a previous work it has been shown that the characteristics of a pair of coupled
micros trip comblines may be represented by a wave propagation matrix known as
J matrix. This J matrix contains necessary information regarding the nature of
propagation of waves in the coupled cornblines.

In this work a diplexer is formed with the help of two coupled comblines. The
J matrix of such a diplexer is formed with the help of self line -parameters of the
two lines, the coupled line parameters and the length of the diplexer. It has been
observed that the J. matrix obtained for a matched forward combline directional
coupler in an earlier work provides a good ~tarting J matrix for this work. Using the
J matrix scaling and shifting techniques and also adjusting the coupled length,
the operating band of the directional coupler is brought in between the required
operating frequency ranges of the two output channels of the diplexer. The result-
ing J matrix is then taken for optimization. In this work it has been found that

a computer optimization technique using simple steepest descent algorithm works
well for converting the directional coupler characteristics into the desired diplexer
characteristics. The steps and techniques of the optimization procedure are pre-
sented. The matrix obtained after this optimization is next used for obtaining line

parameters of the coupled comblines. The required equations for this purpose are
also presented. After computing the physical dimensions of a microstrip combline
diplexer it has been observed that the structure is physically realizable.

(viii)
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CHAPTER 1

Introduction

1.1 Historical review of multiplexers

In microwave engineering multiplexers are often required to split a single channel
carrying many frequencies into a number of separate channels carrying narrow-

band frequencies. When a band of microwave signals is fed into the input port
of an n-channel multiplexer, it divides the signal-band into n-number of channels

among n-number of output ports as per the design of the multiplexer. Generally
filters of different characteristics are connected in series or in parallel to achieve

multiplexing. A generali<ledblock diagram of an n-channel multiplexer is shown in
figure 1.1. Multiplexers may be of contiguous channel type or non-contiguous
channel type. In contiguous type there is no frequency gap between two adjacent
channels of the multiplexer. On the other hand, in non-contiguous type, guard
bands are available between adjacent channels.

From the basic concept of multiplexer one might consider designing a multiplexer
using a number of band pass filters having pass bands in the ranges of tbe required
multiplexer. outputs. However, in practice, difficulties arise in such desip;ns and.
usually special techniques are employed to avoid undesirable interactioru; between
the filters which could result in very poor performance.

Several types of multiplexers [IJ have been developed so far. One type of mul-
tiplexers uses directional filters [1J. These directional filters have a constant re-
sistance input impedance provided that their output ports are terminated in their
proper resistance terminations. When all the filters of such a multiplexer are de-
signed for the same terminating resistance, the filters can be cascaded as shown in

figure 1.2 to form a multiplexer where filter interaction problems are avoided. Each

filter provides proper termination for its preceding neighbour and so there occurs

no residual Voltage Standing Wave Ratio (VSWR) due to design and manufac-
turing imperfections. The'system thus become reflectionless. In figure 1.2, Filter

1
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a removes all of the energy at frequency fa, but passes on the energy at all other
frequencies. Filter b removes the energy at frequency fb and so on. The use of
directional filters for multiplexing is a simple way of solving multiplexing problem.
In many cases it is also a very pragmatic solution, though by no means always the
most practical way. The greatest practical drawback of directional filter is that each
resonator of each filter has two different orthogonal modes, and if more than one or
two resonators are required per filter, the tuning of the filters [1]may become very
difficult.

There are also multiplexers which use reflecting narrow-band filters, with
guard band between channels (noncontiguous) [lJ. These m.ultiplexers are used
where the channels of a multiplexer are very narrow (say, of tlie order of 1% of the
main bandwidth or less) and if the channels are separated by guard bands which are

several times the pass band width of the individual filters. Iris-coupled type filters
may be used in this type of multiplexers. A three-channel waveguide multiplexer is
shown in figure 1.3. At frequency fa, the Filter a has a pass-band while the other
two filters, *Filter b and Filter c have their stop-bands. Similarly at frequency fb the

Filter b has a pass-band while the other two filters have their stop-bands. Filter c
also behaves in a similar manner. If it is desired to add more channels, they can be
mounted on the main waveguide at additional points corresponding to various odd
multiples of A9/4 from the rightmost filter, Le., Filter a in figure 1.3, (where A

9
is

the guide wavelengthat the midband frequency of the filter in question).

Another type proposed by J. F. Cline [2Jemploys decoupling technique which
is achieved by a decoupling resonator adjacent to each filter. These type of multi-
plexers are also used for narrow-band channels with guard bands between channels.
There are also some other types of multiplexers involving complicated features. It
is difficult to fabricate multiplexers of the above mentioned configurations because
of their complicated shape and geometry. The most difficult part is to design and

fabricate the input and output sections. The problem that occurs in devising the
feed junctions (the junctions where input signals are fed into and output signals are
extracted from) is particularly very difficult to overcome. Due to these problems it
is often quite difficult to fabricate such a multiplexer in planar configuration.

In order to get rid of these difficulties, a new type of multiplexer structure is
considered in the present work. Such a multiplexer ,may be fabricated using forward
coupled microstrip comblines with the help of masking and etching techniques.

3
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Figure 1.5 Top met.alization pattern of a herringbone-line.

Main line

Finger line
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1.2 Diplexer

A diplexer is a special form of multiplexer which has only two output channels.
In fact a diplexer is the simplest form of multiplexer. So, the tecllll.iques for multi-
plexers discussed in section 1.1 may also be employed for designing diplexers. The
block diagram of a diplexer is shown in figure 1.4.

A design method for developing a microwave diplexer using forward coupled mi-

crostrip comblines is undertaken in this research. The diplexer under consideration
is a passive device which separates an incoming microwave band of signal between
two channels according to the desired power ratio. Similarly, a triplexer would di-
vide an input band of microwave signal among three channels and a quadruplexer
would divide the input signal among four channels.

1.3 Microstrip Comb- and Herringbone- lines

A microstrip combline [6] consists of a main line and many finger lines period-
ically placed perpendicularly along its length as shown in figure 1.5 and figure 1.6 ..
The finger lines are usually located at equal intervals which is known as the fin-
ger periodicity (P). The dimension of the mainline width (wm), finger line width
(wf), length of finger (Lf) and finger periodicity (P) are in millimeter ranges. Slight
variation of any of these parameters significantly affect the characteristic of the
comblines. Thedifference between a Combline and Herringbone line can be seen
from the top metalization pattern, in open microstrip configuration from figure 1.5

and figure 1.6. The herringbone ~ne has fingers in both sides of the main line (like

the spine of a Herring fish as implied by its name) and the actual comb line has fin-
gers only on one side of the main line (similar to a comb). The mode of propagation

is supported by the dielectric material between the conductor plate at the bottom

and the conducting comblines. The transverse section of an open micros trip line is
shown in figure 1.7.

The finger lines are actually small segments of open circuit transmission lines.
Usually, the main line and the finger lines when considered separately, are microstrip

lines having different characteristic impedances (assuming that the width of the two
lines are different). The effective dielectric constant for main and finger lines, for

such a case, is different. For the remaining part of this thesis the term Combline will
be used to represent both Comb- and Herringbone- lines if not specified explicitly.

6



A combline can be designed for a wide ra.?ge of effective phase velocities and
impedance values. This is one of the major advantages of this type of lines over
uniform microstrip linesl. Actually the finger lines may be considered as lumped

shunt capacitances (Co) added at periodic intervals without affecting the vdlue of
inductance (L). If the finger periodicity (P), i.e., the spacing between the added
lumped capacitors is small compared with the wavelength, it may be anticipated
that the line will appear to be smooth, with a phase velocity [3]

Vp = [(C +Colp)Ltl/2 (Ll )

where, Colp is the amount of lumped capacitance added per unit length and C is the
shunt capacitance per unit length of the main line. However, with very short lengths
of fingers the phase velocity of a combline can be close to clR (where c is the speed
of light). With longer fingers much lower phase velocity can be achieved which may
be realized from above equation. Practically, values of phase velocities in the range
of 50% to 90% of the velocity in the dielectric material (e.g. 1.1 x i08 mls to 2 x 108

mls in substrate of dielectric constant 2.5) can be easily obtained. An important
advantage of microstrip comblines over uniform microstrip lines is that, due to the
presence of the finger lines the former can achieve higher coupling capacitance per

unit length between neighbouring lines. For example, coupling capacitance upto

60 pF 1m can easily be obtained between two comblines made with a 1.5= thick
dielectric substrate (€r = 2.55), having 2.4= finger periodicity and 1= wide
figures. Due to these advantages, microstrip lines of this category have been selected
for realizing forward coupled diplexers. The aforementioned advantages make the
microstrip combline configuration the right choice for realizing forward coupled
diplexers and that is why it is undertaken in this research.

The two major disadvantages of a combline are stop-bands and finger reso-
nance. Stop-band is a function of finger periodicity of this type of lines. Following

the solution of waves in periodic structure presented by Collin and Carroll [2J, it
may be shown that the stop band in a combline occurs when fl. is equal to 7r (where

fJ. is the eJJeet'ive pmpagat£un cunstant of the comblille). This means that a pe-
riodicity of value equal to 7rIfl. will produce stop-band at the frequency at which
computation is done. Sub-periodicity which subsequently causes stop-bands may
sometimes be introduced due to constructional defects. If the fingers are made too

lUniform inicrostrip lines are those where finger lines are absent i.e., where ~hemicrostrip line
hW3 the main line only

7
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long then the finger resonance causes difficulty in propagation. In order to avoid
finger resonance, finger lengths should be less than A/4 at highest the frequency of
operation. For these reasons, while designing multiplexers using forward coupled
microstrip comblines, it is also very necessary to avoid operation near the stop-band
frequency and also to keep the finger lengths sufficiently short.

1.4 Comb line diplexer

The diplexer which uses the above mentioned comb or herringbone -lines is
termed in this work as Combline Diplexer. Such a diplexer consists of two coupled
comblines. Each of these lines is periodically loaded with finger lines where the
finger periodicity is small compared to a wavelength. The distance between the
two comb lines is such that the fingers of both the lines overlap upto the required
extent. In a diplexer, the comblines are coupled through the overlapping finger lines
as shown in figure 1.8 and figure 1.9. Such a coupling is capacitive and is achieved
through the edges of the overlapping fingers. In order to avoid coupling between the
tips of the fingers and the adjacent main line, the distance between the finger line
tips and the next main line is kept larger than the gap between adjacent fingers.
However, if tight coupling is used, the capacitance at the finger ends has to be taken
into account.

The diplexer under consideration is a four port device. The wide band input
signal is fed into only one port at the input side and the two output signals having
different bands of frequencies are obtained from the two ports and thus diplexing
is achieved. In such a combline diplexer the back terminal is terminated with
matched terminating impedance because ideally there will be no power at this port.
The amount of input power which will be transferred to the adjacent line will be
determined mainly by the tightness of coupling achieved through the overlapping
fingers.

1.5 Objective of this research

The objective of this research is to develop a design method for a microwave,
diplexer using coupled microstrip comblines so that the resulting diplexer is small

in size, compact in structure and easy to fabricate. It is also desirable to obtain a
structure suitable for use in subsystems in the form of MIC (Microwave Integrated

9
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Circuit) and if possible for MMIC (Monolithic Microwave Integrated Circuit). In
this research forward coupling properties of a pair of coupled comblines will be used

as the basis for developing the method of designing the diplexer. The entire research
is actually dedicated to the process of formulating a design method to construct the
diplexer under consideration. The goal is to find all the design parameters (i.e.,
physical properties .and geometric dimensions) which may be used to manufacture
a practical device .

.1.6 Introduction to this work

The main objective of this work is to design a microwave diplexer using for-
ward coupled micros trip cornblines as the name of the thesis implies. The method
used in this work for the design purpose has been briefly presented in the abstrac-
t. Introduction to microwave diplexers and multiplexers have been presented in

this chapter. The microstrip comb- and herringbone- lines and their application
in diplexers have also been presented. The objective of this research have been
presented in this chapter.

In this research the equations required for computing the power and phase
characteristics of a diplexer is derived from the generalized theory of n-coupled
comblines. So a review of the theory of n-coupled comblines is required which is
presented in chapter 2. Two major parameters in multiplexer design, the wave
propagation matrix J and the ~ vector are introduced in this chapter. The equa-
tions relating the inductance and capacitance matrices, and the J matrix are also
presented. The process of obtaining the power and relative phase characteristics,
and the line-parameters of an n-coupled combline system is described in chapter 2.

Chapter 3 is actually the special form of chapter 2, where the equations for
diplexer are deduced from the equations of generalhed n-coupled cornblilles pre-
sented in chapter 2. The process of obtaining the forward scattering matrix of
a combline diplexer from its ,l matrix is presented in chapter 3. The equations
of coupled and uncoupled capacitance, inductance, characteristic impedance and
phase velocity for an n-coupled system presented in chapter 2 are transformed into
the equations for a diplexer in chapter 3. An important concept regarding scaling
and shifting of ,l matrix, which is required for obtaining realizable design values of
a diplexer is presented in chapter 3.

10



The computer optimization procedure which is a major part of this work is

presented in chapter 4. The method of optimization used in this work is described

in details in this chapter. Selection of a starting ~ vector and its optimization are

also presented. The optimized ~ vector thus obtained in this chapter is later used

in designing the diplexer.

The complete procedure of obtaining the physical dimensions of a combline

diplexer is presented in chapter 5.

In chapter 6 the design values of a herringbone- and a comb- line diplexer, i.e.,

the physical dimensions are presented. This design values may be used to fabricate

a practical diplexer which is suitable for use in Microwave Integrated Circuits (MIC)

as well as Microwave Monolithic Integrated Ci.rcuits (MMIC). The objective of tillS

research is achieved with the conclusion of chapter 6.

In chapter 7 discussions and suggestions for possible future work are presented

which may be used as the guidelines for any further research.

11
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CHAPTER 2

Review of the theory of n-coupled comblines

2.1 Introduction
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equations for obtaining different line parameters of a coupled combline are also p-

resented in section 2.7. In section 2.8 it is shown that a vector ~ may be formed with

the elements of J mat.rix and t.he lengt.h of t.he coupled comblines. This!!. vector

will be used t.o specify a coupled combline system. The summary of this chapter is

presented in section 2.9.

2.2 Theory of n-coupled lines

Consider an n-line coupled system having a coupled length of Lo as shown

in fi~ure 2.1. It is assumed t.hat. t.he transmission lines of this system arc lossless.

The distributed self and mutual values of inductances and capacitances of such a

coupled system may be represented by an inductance ma.trixL, and a capacitance

matrix C respectively. In order t.o ensure that the energy stored in the syst.em is

positive, the inductance and the capacitance matrices are to be positive definite.

port (n +m)

port (n + 1)
port (n + 2)
port (n + 3)

port 2n

Output ports

line 1
line 2

- line 3
--

line III
'-'----

line n

port I
port 2
port 3

port m

port n

1-' ---COUl)led length LO---~IInput ports

figure 2.1 An n-coupled line system

Thus for this system (shown in figure 2.1) the distributed line parameters are

the per unit length self and mutual capacitances and the per unit length self and

mutual inductances. The line voltages and currents of the coupled line system are

13



represented by the vectors y. and i respectively. Following the wave equations of

transmission lines it is now possible to write the voltage and current equations of

this system as

ai a (.. - - C v)az at--

(2.1)

(2.2)

Assuming ejwt time dependance the above two equations may be rewritten as

where,

and,

ai
az

- -j X i

- -j By'

X=wL

B=wC

(2.3)

(2.4)

(2.5)

(2.6)

Here, X and B are sy=etric matrices. For coplanar structure due to nearest

ndghbou.7' intcmction X and B arc tridiagonal' matrices [5J.

From equations (2.2.a) and (2.2.b) one obtains,

(2.7)

(2.8)

1A matrix A is tridiagonal if all of its elements except A; i and A; (HI) are zero

14



(2.9)

(2.10)

The matrix X lJ.. of equation (2.7) can be diagonali7.ed by a transformation

matrix U such that U-1 X B U = ti~(diagonal) whereas the matrix B X of equation

(2.8) may be diagonali7.ed by the transformation UtB X(Ut)-l = Ii;.

Using the operations for diagonalization of X B, equation (2.7) may be written

as

::2 (z.ol/2U-1 11)+z.ol/2 U-1 X B U~/2(z.ol/2U-l 11)= 0

Similarly equation (2.8) may be written as

::2 (~/2 if i) +~/2 Ut B X U'-'z.ol/2(~/2 if i.) = 0

Thus from equations (2.9) and (2.10) the diagonalized form of equations (2.7)

and (2.8) may be written as [5J

o (2.11)

(2.12)

In equation (2.11) 11"represents the column vector containing the normal-mode

voltages on different lines and in equation (2.12) i" represents the column vector

containing the normal-mode currents. Here, the normalization by a matrix ~/2 is

used for the normal-mode voltages and currents such that

- Z-1/2 U-1!!.n - 20 _ !l

i" = zJF if i

(2.13)

(2.14)

This is done so that the clements of 11"and i" have the dimensions of square

root of thc powcr. Thc matrix b is takcn as thc diagonal matrix containing the

characteristic im.pedancesof the line as its diagonal elements.
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From equations (2.9) and (2.10) it may be observed that the matrices Band X

may be written as

The general solution of equations (2.11) and (2.8) are given by

Q,,; = cos ((!Lo) Q"o + j sin (liLo) b'n

Here, Lo is the coupled length.

(2.15)

(2.16)

(2.17)

(2.18)

The subscripts i and 0 of Q" and 1" in equations (2.17) and (2.18) represent the

values at the input and output ports respectively.

The normal-mode voltage and currents at the ports are related by a mode ter-

minating impedance matrix r. by [5J

(2.19)

Z-1/2U-1.~ - :!!.o

Therefore,

(2.20)

U Zl/2 Zl/2 Ut • Z.'1l.o = - £.0 1:..!:!.{) -!o = £::L.t bJ

h Z 1/2 Zl/2 U'w ere,==Uk r.~ _'

(2.21)

The termination impedance matrix z.., specifies a network of impedances in-

terlillkillg the output ports to one another and to gro111ldand will in general not

be diagonal. However, for non-mode converting terminations (n.m.c condition) the

16



matrix r. as well as z.., are diagonal [2]. If the mode termination impedance matrix

1: is chosen to be diagonal then the normal-mode voltages and currents incident on
the terminations are partly absorbed and partly reflected without any conversion

from one mode into another.

Consider now a diagonal matrix, 11, where 11;; (the diagonal elements of this
matrix) are the resistive load terminations of the ith line to ground. The voltages

and currents are then normalized with this termination impedance matrix 11. The
rWr'mal'ized voltage veetor'1: and the nonnalized eUr'r'ent vector' fl are then writ-

ten as 1:= 11-1/2y' and fl = Ji,/21 respectively.

The above two equations may be restated as

1: - KI
/
2U zJ/y.n

R-I/2U zl/2 1/2 -1/2
-.:!:..!:t _~ r. r. Jln

fl R-I/2U'-' ZI/2.
- ~ _ £:!.()!n

where,

Thus,

(2.22)

(2.23)

(2.24)

(2.25)

(2.26)

(2.27)

From equation (2.26) and (2.27) it may be observed that the Q matrix has the

property of orthogonality, Le., Q'Q = Q Q' = I (identity matrix).

The wave amplitude vectors at .the input and output ports may be defined as,

11



"
1

-\

1>+Q,a. - -'4-, 2

1> - e.
b _1 _1

--. 2

1>-e
!b, -'-"' ~

2

!!o
1> + flo-'-"'- 2

(2.28)

(2.29)

(2.30)

(2.31)

,

Here the subscript i and 0 represent the values at the input and output ports

respectively. In t.erms of t.his wave amplit.ude vectors, the total scattc1'ing nwt1'ix

may be written in a partitioned form as,

(2.32)

Here, due to symmetry Sii = B..eo and 5.;0 = B..ei= ~o = ~i'

From equation (2.32) one can write the wave amplitude vectors in terms of the

forward scattering matrix 5.; 0 as

I!o = Siu!/'i . (2.33)

Now, putting the values of fI:i and Qo from equations (2.28) and (2.31) in equa-

tion (2.33) and one gets

(2.34)

where,

(2.35)

18



and,

.,
E = exp(j/iLo) = cos/iLo+ jsin/iLo

(2.36)

(2.37)

III a similar way the 1'evcr'sc scattcr'ing mat'rix may be written as follows.

(2.38)

Equation (2.23) to (2.27) are the general relations for the scattering parameters

of a n-line coupled system.

From equations (2.34) and (2.38) it is apparent that these will involve an enor-

mous amount of computation for designing a coupler. A significant simplification

of these equations is possible by applying the weak reflection approximation [5J.

This will reduce the amount of computation to a great extent. The weak reflection

approximation implies that the elements of the mode 1'eflection matrix fl. are very

small.

The mode termination matrix r:. may be related to the mode reflection matrix

fl., by [5J

(2.39)

(2.40)

(2.41)

If r:.-1/2 and r:.-1j2 are expanded neglecting terms containing fl.2 and higher powers'

of fl., one obtains,

19
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r-1/
2

- I + f!.

r--1/2 I--f!.

so that,

F - I

G-f!.

This reduces equations (2.34) and (2.38) to

and,

(2.42)

(2.43)

(2.44)

(2.45)

(2.46)

I ~:

(2.47)

Here it is necessary to define the normalized a,dmittance and impcdance ma-

trices llS

l'C'
•

(2.48)

and,

(2.49)

.where 11 is the termination impedance matrix.

Using equations (2.15) and (2.16) it is possible to rewrite equations (2.48) and

(2.49) as

and,

x" = I1~1/2U Z~/2 f!.Z~/2U-J 11-1/2

(2.50)

(2.51)

Using "'1lHtt,;ons(2.2fi) an,l (2,27) it is possibl" to rewrite '''[Ilations (2.50) and

(1.51) as

20
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(2.52)

and,

(2.53)

2.3 The wave-propagation matrix ,1

Consider that in an n-coupled line system only forward waves are propagating

and scattering in the z direction and that the n-row forward wave amplitude

vector is written as

a(z) = (1/2)(K1
/2 Q + BJ./2 i)

Thus using equations (2.5) - (2.8) it may be written that

~!!(z) = -jJ !!(z)

where,

,l=Iln+Xn -Q'f3Q2 ---

(2.54)
1:"\

(2.55)

(2.56)

. ""

In equation (2.48) Iln and Xn matrices are the normalized admittance and in-

ductauce matrices as defined in equations (2.50), (2.51), (2.52) and (2.53).

Here the J matrix may be called the wave-propagation matrix. From equa-

tion (2.56), one may observe that the J matrix can be obtained from the capacitance

and inductance matrices of the n-coupled line system. The values of ll., and Xn
can be obtained from equations (2.5), (2.6), (2.50), (2.51), (2.52) and (2.53). For

lossless lines the ,1 matrix is real and symmetric and for planar structure (with

nearest neighbonr interaction) this is a tridia,gonal matrix.

The eigenvalues of the wave propagation matrix J are the mode propagation

constants f3i (-i = 1,2,3," . ,N) on the lines so that

21
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1--- Coupledlengtli Lo ---I

/
\J/

\
\

L11 Line 1

PO"~--~Po""'1

input side :2~~~-~-~~Y}-~
3 A~r ~~~}
-L ,J" -L ,J" _J.c ,J" -L ,J" -L ,J" -L I

4 ~4-.4-'--------~~Z.. output side
- - - - - - - - - - - - - - - -~- - - - -- - - - - - - - -- - -- - - - - -- - - - - - - - - - - - - - - - --- - - - - - - - - - -. - _. - - _., - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - --J ..7.--7--------.-~7-7---7-----

po,' n ~~-------~~~O,' 2n

r r r r r r

Figure 2.2 Model of an n-coupled combline system showing the distributed
self capacitances, inductances and interline coupling capacitances. Here, only
the nearest neighbour interaction is considered.
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(2.57)

The matrix fi [7] [19] is the diagonal matrix containing the mode propagation

constants f3's as the diagonal elements, and the Q matrix [7] [19] [20] is the orthog-
'-' -

onal modal matrix J . For lossless lines, elements of orthogonal modal matrix Q

arc real. The orthonormal row vectors of Q are denoted as q. (i = 1, 2, 3, ... ,N)- =
and the orthonormal column vectors of the same matrix as p. (j = 1,2,3,' .. ,N).-.
Here the 9.. vectors are the eigenvectors of the J matrix.

2.4 Capacitance and inductance matrices of an n-coupled
combline system

As shown in equation (2.56) the ,l matrix may be rewritten as

J=lln+Xn
- 2

where, the normalized admittance and impedance matrices are

B = R1/2 Q '01/2
-7t WL~ .J.lt

x = W R-1/2 L '0-1/2
-7t 1~:!:.J:t _.l.'1.

(2.58)

(2.59)

(2.60)

Here WI = 211"fL, and R~may be taken as a diagonal termination matrix with RI"

as its diagonal element corresponding to the ith line. The inductance matrix L is

diagonal since the interline inductive coupling is negligible for a coupled combline

system. The capacitance matrix C is tridiagonal in case of nearest neighbour inter-

action. The diagonal elements of C are the self-capacitances Cj i of the lines under

coupled condition. An equivalent circuit of lin n-line coupled system considering

nearest neighbour interaction is shown in figure 2.2.

The distributed capacitance and inductance of a multiline coupled system may

be represented by a capacitance and a inductance matrix respectively. Both the

23



capacitance and inductance matrices of an n-line multiplexer are represented by
\

n x n square matrices which can be written in the most general form as

Gapacita,nce matrix

GIl GI2 GI3 GI4 GI (,,-I) GI"
G21 G22 G23 G24 G2 (,,-'I) G2"
G31 G32 G33 G34 G3 (,,-I) G3"

G= G41 G42 G43 G44 G4 (,,-I) G4" (2.61)

G(,,_I) I G(,,_I) 2 G(,,-I)3 G(,,_I)4 G(,,_I) (,,-I) G(,,_I) "

G"I G"2 G"3 G,,4 G" (n-I) Gnn

Indl1ctance matrix

Lll L12 LI3 L14 LI (n-I) LIn
L21 L22 L23 L24 L2 (n-I) L2"
L31 L32 L33 L34 L3 (n-I) L3n

L= L41 L42 L43 L44 L4 (n-I) L4" (2.62)

L(n-I) I L(,,-1)2 L(,,_I) 3 L(n-I) 4 L(n-l) (,,-1) L(n-I)n
L"I Ln2 Ln3 L,,4 L" (n-I) Lnn

In the case of a coupled microstrip combline system only nearest neighbour inter-

.; action will be considered . So for nearest neighbour interaction the above matrices

may be written as

GIl GI2 0 0 0 0 0
G21 G22 G23 0 0 0 0
0 G32 G33 G34 0 0 0

G= 0 0 G43 G44 G45 0 0 (2.63)

0 0 0 0 G(,,-I)("_2) G(n-I) (n-I) G(,,_I) n
0 0 0 0 0 Gn(n-I) Gnn

and,

LII LI2 0 O. 0 0 0
L21 L22 L23 0 0 0 0
0 L32 L33 L34 0 0 0

L= 0 0 L43 L44 L45. 0 0 (2.64)

0 0 0 0 L(n-l) (,,-2) L(,,-l) (n-l) L("-I) n
0 0 0 0 0 L" (,,-1) Lnn
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In the matrices shown in equations (2.61) - (2.64) the diagonal elements repre-

sent the uncoupled self quantities, whereas the off-diagonal elements represent the

interline coupling or mutual coupling quantities. For nearest neighbour interaction,

. only the coupling between adjacent lines are considered. As a result the generalized

capacitance and inductance matrices shown in equations (2.61) and (2.62) become

tridiagonal and take the form shown in equations (2.63) and (2.64) respectively. For

coupled comblines, since the coupling is predominantly capacitive, the inductance

matrix is diagonal.

2.5 The forward scattering matrix of forward n-coupled
microstrip comblines

The equations required for designing a generalized n-channel multiplexer are

presented in this section.

The relationship between input and output of an n-coupled line system is repre-

sented in terms of input and output wave amplitude vectors, and scattering matrix.

The input wave amplitude vector f!i and the output wave amplitude vector l!o are

related with the forward scattering matrix (s.."i) by [6J [7]

(2.65)

From equation (2.46) the relationship between the forward scattering matrix

and the normal mode propagation matrix f3 (diagonal) may be written as [6J [7]

(2.66)

The matrix fi used in equation (2.66) may be obtained from the tridiagonal

wave propagation matrix J , since the elements of the diagonal matrix t!. are the

eigenvalues of .1.. The Q matrix is formed with the eigenvectors of the J. matrix.

In the above equation 1 is the frequency of computation, 10 is the frequency of
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normalization and La is the coupled length of the coupled lines. The column vectors

of the Q matrix in equation (2.66) are the eigenvectors of the symmetric wave

propagation matrix J. For lossless lines, the elements of the orthogonal modal

matrix Q are real.

From equation (2.66) it may be observed that if the J matrix and the coupled

combline system is known then one can compute the complex elements of the for-

ward scattering matrix. For this purpose the first step is to compute the eigenvalues

and the eigenvectors of the J matrix. The next step is to form the f3 matrix with

the eigenvalues of the J matrix.

2.6 Power and relative phase characteristics of an n-coupled
combline system

From the elements of the forward scattering matrix one can obtain the power

characteristics of the coupled combline system. In the power characteristics it will

be observed that the lower band edge frequency will be at (f / fa) = 1.

Instead of computing the elements of the forward scattering matrix one can

obtain the output wave amplitudes directly. Tllis will give the power characteristics

of the coupled line system.

Combining equations (2.65) and (2.66) one can write the output wave amplitude

vector Q" of a forward coupled microstrip comblines in terms of the input wave

amplitude vector S!i as

where,

E = exp{j(f / fa) La!!)

(2.67)

(2.68)

~

\

Taking unit excitation at the input port of the kth line and using equations (2.33)

and (2.66), the output wave amplitude Q". of the ith line can be computed.
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Taking the unit excitation at the input port of the kth line and using equation-

s (2.65) and (2.66), the output wave amplitude vector of ith line can be written

as

bm = & E-1 E; = Q,,;n + jQ,,;T (2.69)

Here the subscript it and Imc used for indicating real and imaginary part rcspec-

tively.

The power at the output port of the ith line is then [7J

P - b b' - t E-1 t E
OJ - OJ OJ - l!..k - £ l!.k -l?i (2.70)

Assuming no loss within the device, the sum of power at the output ports at a

single frequency must be equal to the input power Fin> which can be stated as [9J

n

LFo; = Fin
i=l

. (2.71)

The amplitude bo; at the output port of the ith line and hence the power at all

the output ports may now be obtained at any frequency by using equations (2.33)

and (2.68). The normalized power characteristic in dB at any particular frequency

f at ith port may then be obtained from the following equation.

Po; (' )-p. = 10log bo, bo;
m

(2.72)

If the input power Pin in the above equation is taken as 1 then the normalized

power at the ith output port may be written as

(2.73)

The absolute phase of the ith line is

(2.74)
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The relative phase of the ith line with respect to the kth line is

(2.75)

2.7 Obtaining the line parameters of an n-coupled combline
system from the J matrix

Using equation (2.58) and writing the terms with respect to the 'ith line of an

n-coupled combline system, one obtains

for the diagonal terms

(2.76)

and for off-diagonal terms

(2.77)

Equation (2.77) is valid only for coupled combline system since for this case

there is no inductive type interline coupling.

From equation (2.76) it is observed that the difficulty here is to separate the

inductance and capacitance values from the diagonal clements J;;'s. Before trying

to sort out this it is necessary to define the coupled and uncoupled conditions. It may

be noted that in equation (2.76) the self capacitance term C;; is the capacitance

under coupled condition.

Therefore, the uncoupled self capacitance C; of the ith line is [6]

\,,

Ci = Ci i - C(i-I) i - Ci (i+l)

It should be noted here that [6]'

Coi = Cia = C(n+l)i = C;(n+l) = 0

28
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The pror:e"" of finding r:apacil;anr:eunder r:oupled condition is described in tile

following section.

Since there is no inductive coupling in a coupled combline system, the self in-

ductance is the same for both coupled and uncoupled conditions. Using these quan-

tities, the tmcollplcd and couplcd c/w,mctcTistic impedances of the ith line can

be obtained by using the following equations [7].

The uncoupled and coupled phase velocities of the ith line are [7]

1

v'Li iGi

1
v'LiiGii

(2.80)

(2.81)

(2.82)

(2.83)

The superscript c and u used in the above equations indicate the coupled and

uncoupled conditions respectively. It may thus be observed that if the elements of

the J matrix are known then it is possible to find the values of Gi, Gii and Lii, and

thus it is possible to compute Z~, Z~"V;i and v;,.
. For separating the inductance and capacitance values of equation (2.76) it is

useful to have a quantity mi corresponding to the ith line defined as

(2.84)

"\,

so that in case of necessity the termination impedances of the ith line may be chosen

to have a value other than the corresponding value of Z~i'Usually, for the matched
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condition Z~;= R,,; i.e., mi = 1. Now eliminating Z~,from equations (2.81) and

(2.54) one obtains

(2.85)

(2.86)

Putting the value of Lii from equation (2.85) in equation (2.76), one gets

1+ rn~
2 (WLGiiR,J = Jii

Again putting the value of Gii from equation (2.85) into equation (2.76), one

gets

Equations (2.85) and (2.86) may be rewritten as

(2.87)

2Jii
WIJ7.I.(l +m,r)

rn;R1" ( 2Jii )

WL 1+m;

(2.88)

(2.89)

as

From equation (2.75) the interline coupling capacitance Gi, (i+1) may be written

2Ji, (HI)
Gi, (HI) = R,

WL i
(2.90)

""\

Thus specifying Z;; andR'n one can obtain Gii, Lii, Gi, Gi(HI), Gi(i-I) from the

J matrix. With these values one can determine the line parameters, Le., the Z:,
. ,

V;, and v;, of a coupled combline system.

Thus the line parameters (coupled and uncoupled impedances and the phase

velocities) may be computed using equations (2.80) - (2.83) and equations (2.88) _
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(2.8!»).

2.8 Defining the f: vector for an n-coupled combline system

For computation purpose it is very useful to have a set of parameters which can

uniquely describe the behavior pattern of an n-coupled combline system. The ~ is

a column vector which is formed with the elements of the ..lmatrix and the coupled

length of the system. For an n-coupled combline system the first n elements are the

n diagonal clements of the 1.. matrix, the next n - 1 clements are the off-diagonal

elements of the J matrix and the last element is the coupled length of the system.

So, the !l is a column vector having 2n number of elements as shown below,

C1
C2

C;

!l= Cn (2.91)
, dj

dz

dn+1
Lo

In the above expression cis are the diagonal clements and dis are the off-diagonal

elements of the tridiagonal matrix J . The last element Lo represents the coupled

length (figure 2.1). A combline multiplexer with nearest neighbour interaction is

thus uniquely identified by specifying this ~ vector.

The relationship between the clements of ~ vector and those of J matrix may be

shown as follows.
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C1 - J11
C2 J22
Ca - J;j3

-

c" - Jnn

'and,

d1 - J12 - J21
d2 J2;j - 112
da - 1.14 - J43

-
tin I .,- .J(n-'J) n = In (u--I)

2.9 Summary

:, i~

(2.92)

(2.93)

In this chapter a brief review of the generalized theory of n-coupled combline

system has been presented bearing in mind that equations for combline diplexers

will be derived out of these equations.

The wave-propagation matrix J has been introduced. The equations for the

forward scattering matrix for coupled combline system has been presented. The

equations for obtaining the power and relative phase characteristics have been pre-

sented. The equations for obtaining the parameters of a coupled combline system

for the J matrix has also been presented.
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CHAPTER 3

Forward scattering matrix and line parameters of
a combline diplexer

3.1 Introduction

In the last chapter the generalized theory of n-coupled micros trip comblines has

been presented. Following the generalized equations of last chapter the equations

for two coupled comblines system are derived. Thus for a two coupled system it ..,~"
, "1 ;",. \'1

,will be seen that the wave-propagation matrix J is a 2 x 2 matrix. Similarly the

scattering matrix So; is also a 2 x 2 matrix. The input wave amplitude vector and

the output wave amplitude vector are two-element column vectors. The equations

for such a two,coupled combline system may be considered to be the equations for

a diplexer.

The equations for obtaining the forward scattering matrix of a combline diplexer

from its wave-propagation matrix are presented in section 3.2. In section 3.3 the

~ vector for a combline diplexer is written in terms of its wave-propagation matrix

elements and the coupled length. Next in section 3.4 the techniques of scaling and

shifting the wave-propagation matrix are presented. The equations for obtaining the

line parameters of a combline diplexer are presented in section 3.5. The summary

of this chapter is presented in section 3.6.
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Figure 3.1 Block diagram of a diplexer.
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Figure 3.2 A diplexer represented by its forward scattering matrix So;.
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3.2 Obtaining the forward scattering matrix of a combline

diplexer from its wave-propagation matrix J

In a diplexer the input signal of a certain frequency band is fed through one of

the two input ports and the other port at the input side (known as the back-porl is

terminated by a matched coupled line impedance as shown in figure 3.1. The two

bands of frequencies are obtained at the two different output ports of a diplexer.

The output wave amplitude vector Q and the input wave amplitude vector!! are

related by the scattering matrix as shown in equation (2.33). In case of a diplexer

(as shown in figure 3.2) this relationship may be written as

(3.1)

In the above equation the subscripts of a and b indicate the line number. The

first and the second subscripts of S indicate the port llIllnbers at the input and the

output sides respectively. As mentioned earlier the wide band of input signal is fed

into one of the two ports at the input side of a diplexer while the other port remains

terminated with no signal input. So either aj or a2 is equal to zero (which implies

no signal at this port). If it is assumed that the input is fed through port 2 at the

input side, then the backport (i.e., port 1), remains terminated (i.e., aJ = 0). Under.

this condition equation (3.1) takes the followining form.

(3.2)

From equation (2.68) it may be seen that

where

E = exp[iU / fo)Lo(}J
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So in order t.o obt.ain t.he forward scattering mat.rix S,,; it. is nemssary t.o obt.ain

t.he propagation const.ant. (31 and (32 at. t.he t.wo lines. Thus equat.ion (2.57) can be

written as

(3.3)

For a diplexer equation (3.3) may be rewritten in terms of the matrix elements

as

(3.4)

(31 and (32 in. the above equation are the eigenvalues of J matrix. These eigenval-

ues may be obtained by solving the following characteristic equation of the,l matrix.

1(31 - JI = 0 (3.5)

In the above equation I is the identity matrix and (3 is the characteristic root of

the J matrix. In case of a diplexer equation (3.5) may be written as

I (3 (1 0] _ (JIl J12] I = 0o 1 J21 J22

Simplifying the above equation one obtains

(3.6)

(3.7)

Equation (3.7) is a quadratic equation of (3 and solving this equation two charac-

teristic roots (I.e., (31 and (32) are obtained. These two roots are the eigenvalues of

J matrix. From equation (3.7) one can obtain the equations for two eigenvalues as

(Jll + J12) + J(Jll + J22)2 + 4(JllJ22 + J12J21)2
(31= --------2--------

(Jll + J12) - J(Jll + J22)2 + 4(JllJ22 - J12J21)2
(32 = ---------------- 2 .
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For .t.h(~dipl~x(~r l1nc1~r(':nnsiclc'raUnn t.hp forward :.wat-.tering tlln.trix tun.y be ob-

t.aiuc<ifrom equat.ion (2.5Ij), which can be rewrit.ten for a dip!exer in the following

form.

(3.10)

Thus using equations (3.8) and (3.9) it is possible to obtain the propagation

constants on the two lines of a combline diplexer from its wave-propagation matrix.

Next using equations (3.10), it is possible to obtain the elements of the forward

scattering matrix of the diplexer. This means that one can then obtain the power

characteristics of the diplexer.

3.3 The ~vector of a combline diplexer

Following section 2.8, it is possible to write the ~ vector for a diplexer as a

four-clement column vector. So,

(3.11)

The>first two e1eme>nts'" and "2 of the ~ vector shown are the diagonal elements

of the 2 x 2 wave-propagation matrix of diplexer. The third element d1 is the off-

uiagonal element (since both the off-diagonal elements are same in this case). The

fourth element Lo represents the coupled length of the combline. So the elements

of the!'!. vector can be written in terms of the elements of J as
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3.4 Scaling of J matrix

The techniques of scaling the wave propagation matrix J may be used for

necessary adjustment of the combline parameters without changing the scattering

matrix which actually represents the operating characteristics of the device. Scaling

is necessary for obtaining the physical dimensions of the device within realizable

ranges. The process of scaling does not affect the characteristics of a diplexer.

Two types of scaling of J matrix will be necessary. These two types of scaling are

described in the following subsections.

3.4.1 Scaling by scaler multiplication of J matrix

The first type of scaling can be done by multiplying the elements of the J matrix

by a scaler quantity (say x). This will multiply the interline coupling capacitances by

x and shift the characteristics of the diplexer. So, in order to keep the characteristics

unchanged the coupled length of the diplexer is divided by the same quantity x.

As a result even after these two operations the characteristics of a diplexer remain

unchanged [6]. In the following equation Lew is the matrix after scaling the J matrix

by sca,ler m,nltiplication.

J = x J = x [JlI J12] = [ X JlI X J12 ]
=-new - J21 J22 X J21 X J22

The new length, Lo = L~/x

where, Lo is the coupled length before the change.

(3.13)

(3.14)

It may be thus be observed that this operation is useful in increasing or reducing

the interline coupling capacitances and also in changing the coupled length. Thus

this operation is very useful in the design procedure.
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3.4.2 Scaling by adding a constant value with all the diagonal ele-
ments of the J matrix

This method is also known as J matrix shifting technique [6J. IT a constant

amount of phase constant /30is added to or subtracted from each of the diagonal

elements of the J matrix then despite the changes in J matrix the characteristics of

the device remain unchanged. This operation may be represented by the following

equation:

J = J + IV = [J11 J12] + [/30 0] = [ J11 + /30 J12 ]
_new - 0- J21 J22 0 /30 J21 J22 + /30 (3.15)

In the above equation though the Loew and the J matrices have different diagonal

elements, they yield same scattering matrix.

This operation will be required to adjust the phase velocities of the comblines

of a diplexer.

3.5 Determination of the parameters of a forward coupled
microstrip combline diplexer from its wave propagation
matrix

Once the wave propagation matrix is known, the eigenvalues of the J matrix

can be computed using equations (3.8) and (3.9). The Q matrix containing the

eigenvectors can also be obtained by the usual matrix method. In order to obtain the

line parameters of a forward coupled microstrip combline multiplexer it is necessary

to obtain the inductance and the capacitance matrices from the wave propagation

matrix. The techniques of obtaining the capacitance and inductance matrices and

hence the line parameters are presented in this section.

The computations are done at the lower band edge frequency WL = 2n:h of

the diplexer. However, after computing the capacitance and inductance matrices,

the wave propagation matrix J (which means the mode propagation matrix /3 as
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Figure 3.3 Model of an 2-line coupled combline system (diplexer) showing the
distributed self capacitances, inductances and interline coupling capacitances.
Here, only the nearest neighbour interaction is considered.
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well) can be scaled in order to obtain realizable values of the line parmneters. The

process of scaling the J matrix has already been discussed in section (3.4). It may

be mentioned here once again that,the scaling operation leaves the scattering matrix

Sm (i.e. the power characteristics) unchanged.

In order to obtain the elements of the capacitance matrix C and the inductance

matrix L in terms of the wave propagation matrix J , it is necessary to recall here

that, from its definition, the matrix J may be written in the following form from

equation (2.58).

(3.16)

h B - 1/2R1/2rv R1/2 d X R-1/2L R-1/2 h . t'were _on - WI ~ ""- _"'i an =, = WI~ __ , as s own III equa .1On-

s (2.59) and (2.60). In case of a combline diplexer the capacitance and inductance

matrices shown in equations (2.61) and (2.63) reduce to the following form

Capacitance matri,x

(3.17)

Indlletance matrix

(3.18)

Here, L12 = L21 = 0 for a pair of coupled comblines. The equivalent circuit of

a pair of coupled comblines may be represented as shown in figure 3.a.

The uncoupled capacitance of the two lines of a forward coupled micros trip

diplexer can be computed from the equations (2.78) and (2.79) as shown below.

C1 - Cn - COl- C12 }- Cn- C12

and

C2 C22 - CI2 - C23 }- C22 - C12

(3.19)

(3.20)

41



For a diplexer, the characteristic impedance under coupled and uncoupled con-

ditions may be obtained from equations (2.80) and (2.81). The characteristic

impedances of line-1 and line-2 are as follows.

Uncoupled characteristic impedance

for line-l: z~ - J LII/Cl

Coupled characteristic impedance

(3.21)

(3.22)

for line-l: zc
01 (3.23)

for line-2: Z;;, = J L22/C22 (3.24)

The uncoupled and coupled phase velocities may be obtained from equation-

s (2.82) and (2.83). For a diplexer the phase velocities of line-1 and line-2 can be

written as

Uncoupled phase velocities

for linc-l: V;I - l/JLIICl (3.25)

for line-2: VU - 1/JL22C2 (3.26)P2

Coupled phase velocities

for line-l: VC - l/JLIICII (3.27)PI

(3.28)

For a diplexer the ratios of coupled characteristic impedance and t.hc terminating

resistance may be obtained from equation (2.84) which are
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and

("~
. \

I
"

(3.29)

. From equation (2.88) the following equations may be written for a diplexer to

obtain the coupled capacitances for lin{~-1and line-2 as shown below.

(3.30)

(3.31)

The equations for coupled inductances of a diplexer can be derived from equa-

tion (2.89) which are shown below. ~,

'i
LlI = miRt, x 2 (J

lI
)

WL (1+mi)

;; ~, 'I
(3.32)

L _ m~Rt2
22 -

WL
(3.33)

From equation' (2.90) the coupling capacitance between line-1 and line-2 (i.e.,

Cn or C~I) may be written It"

(3.34)

J matrix. With these values one can detennine the line parameters, i.e., the Z~,

v;; anu v;; of a forwaru couplcu microstrip combline uiplexer.

Thus the line parameters (coupled and uncoupled impedances and the phase

velocities) may be computed using equations (3.19) - (3.22).
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3.6 Summary

The equations presented in this chapter will be necessary for obtaining the power

characteristics of a combline diplexer. For this, it is necessary to know the wave-

propagation matrix J of the diplexer. It has also been shown that if the J matrix

of a coupled diplexer is known then one can obtain the physical dimensions of the

diplexcr.

.c:'.
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CHAPTER 4

Designing a comb line diplexer by computer
optimization

4.1 Introduction

In chapter 3 the equations and procedures for obtaining the forward scattering

matrix, power characteristics and the line parameters from the wave-propagation

matr.ix of 1\ two conpled COillhliu\\ syst\\1lI have h\\cn prescnted. So, in order to get.

these, it is necessary to know the ,l matrix and the coupled length of the system.

The next. requirement is to have a ,1 matrix and a value of the coupled length Lo

which will provide the desired characteristics of the diplexer. This means that an

~ vector is necessary which will meet the requirements of the desired characteristics.

Unfortunately, an analyticalmet.hod of obtaining such an ~ vector to get the desired

characteristics could not yet be developed. So, this work will be done by comput-

er optimization. The steps required for an optimization procedure are shown in

figure 4.1.

In this chapter the technique of computer optimization of ~ vector to achieve the

desired diplexer characteristics is presented. The possible methods of optimization

and the difficulties those are encountered in finding the maximum or minimum

of a function are discussed briefly in section 4.2. The principles of t.womethods of

optimization known as Golden section search and Gradient method are presented

concisely in subsections 4.2.1 and 4.2.2 respectively. The aspects which should be

taken under consideration while selecting or developing an optimization program
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Study the system
.

Identify the controlling parameters and the response (output)

Develop a mathematical model of the system

Prepare a computer program for optimization
.

.

Run the optimization program in a computer

.

Obtain the optimized parameters as output

Figure 4.1 Steps required in an optimization procedure.
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are presented in section 4.3.. The criterions for selecting a particular optimization

method are also presented in section 4.3. The optimization method used in this

work is presented in section 4.4.

The effect of the elements of ~ vector on the power against frequency character-

istics of a diplexer are presented in section 4.5. Considerations regarding selecting

a starting ~ vector is presented in section 4.6. The necessity and procedure of opti-

mizing the ~ vector is discussed in section 4.7. The computation of error function is

discussed in section 4.8. The optimization program used in this work is presented

in section 4.9. Finally an example of optimization of ~ vector is presented in sec-

tion 4.10 with a sample set of data. The summary of this chapter is presented. in

section 4.11.

4.2 Possible methods of optimization

If there is a function f which depends on a number of independent variables,

one can find the values of those variables for which f takes on a maximum or a

minimum value by the process of optimization.

B

E

H

Figure 4.2 The function f shown in the range of AH
has three local minimas at C, E and G. Here E is the
global minima. The arrow signs indicates the tendency of
the search to fall into the local minima.
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An extremum (maximum or minimum point) can be either global (truly the

highest or lowest function value) or local (the highest or lowest or lowest function

.value) or local (the highest or lowest in a finite neighbourhood and not on the

boundary of that neighbourhood) [13J. Always the target is to obtain a global

extremum. For very simple type of functions this can be achieved easily but for

functions of complicated behaviour optimization work is very likely to get trapped

in local extremum. Then the problem is to get out of the local extremum by

improved search techniques. On the contrary, finding a local extremum is easy.

Let the function shown in figure 4.2 be considered for example. If the search for

minima is started at any point between Band D, a routine will stuck at point C

(the local minima) unless it extends its search beyond point D. Similarly if search

is started at any point between F and H, a routine is likely to stuck at point G

unless the search is extended beyond point F. So one standard procedure that is

commonly used is to find local extrema starting from widely varying starting values

of the independent variables, and then pick the most extreme of these (if they are

not all the same which might occur in case of a function having unique extrema).

In figure 4.2 if search is started from different points, the routine will find the global

minima at E.

One-dimensional functions (where the response is the function of a single inde-

pendent variable) can be handled more easily than the multi-dimensional functions

(where the response is a function of a number of independent variables). A single-

variable function can be plotted readily on a two dimensional plane from where the

maxima or minima can be seen within a selected range. But in case of an n-variable

function, an (n+1) dimensional domain is required for plotting the function. So it is

not possible to represented such a domain graphically. At best the two-dimensional

functions may be plotted in a three dimensional space. It is also very difficult to
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determine in case of an n-dimensional function, to determine the direction in which

the search should be performed in the (n + 1) dimensional domain to move toward

. the maxima or minima.

There are several methods for optimization of multi-variable functions. The

commonly used methods are: Golden section search method, Least square method,

Gradient method, Powell's method and variable metric method. All these methods

have their merits and demerits. Two of these methods are briefly discussed in the

following subsections. Any of these methods may be used for the optimization

job required in this work. However, a different algorithm is used in this work for

optimization considering different aspects of the ~ vector under consideration.

4.2.1 Golden section search

A golden section search is designed to handle, in effect the worst possible case

of function minimization. This process is similar to the bisection method of finding

roots of function in one dimension [13]. The root is supposed to be bracketed! in

one interval (a, b). One then evaluates the function at an intermediate point x and

obtains a new smaller bracketing interval, (a, x) or (x, b). The process continues

until the bracketing interval is acceptably small. It is optimal to choose x to be the

midpoint of (a,b) so that decrease in the interval length is maximized.

A minimum is known to be bracketed only when there is a triplet of points,

a < b < c, such that f(b) is less than both f(a) and ftc). In this case it is known

that the function (if it is nonsingular) has minimum in the interval (a, c).

The analog of bisection is to choose a new point x, either between a and b or

between band c. Suppose, to be specific, the latter choice is made and f( x) is

evaluated. If f(b) < f(x), then the new bracketing triplet of points is a < b < Xj

contrariwise, if f(b) > f(x), then the new bracketing triplet is b < x < c. In all

!A root of function is known to be bracketed by a pair of point, a < b, when the function has
opposite sign at those points.
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cases the middle point of the new triplet is the abscissa whose ordinate is the best

minimum achieved so far.

4.2.2 .Gradient methods

If y is a function of n number of variables (say, Xl, X2, ••• x,,) then the vector of first

partial derivatives (l1y/l1xb l1y/I1X2' ... ' l1y/l1x,,) - "ily is known as gradient.

The vector gets its name because it points in the direction in whkh the response

surface has the steepest slope. To see why this is so, an n-dimensional hypersphere

of radius r, centered about the point ;[;..Points;[;. + 11;[;.on tllis sphere satisfy

":E(I1Xj)2= 111;[;.12 = r2
j=l

(4.1)

The first order approximation of the objective function in the neighbourhood of

;Jlgives the value of the objective function at various points on the sphere as

l1y = "ily 11:[2' (4.2)

The point on the hypersphere is sought where l1y is maximum. At this point

the following Lagrangian must be stationary:

Hence the maximizing perturbation 11:[2'satisfies.

"ilL = "ily - 2 AI1;Jl'= 0

where

(4.3)

(4.4)

(4.5)

Since A, the Lagrange multiplier, is a constant, the geometric interpretation of

equation (4.5) is that the optimum perturbation vector 11;Jl' points in the same

direction as the gradient vector. The constraint equation (4.1) gives A :

(4.6)
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where

lV'yl
2r

rV'y
V'yl

(4.7)

(4.8)

(4.9)

f)"y' = rlV'yl

The vector V'y/!V'yl is called the normalized gradient.

The gradient method for seeking a maximum is to detemiine the gradient. at

point!ro. The set of points in the gradient direction is given by

Where p is a normalized hypersphereradius given by

r
p=-V'y

(4.10)

(4.11)

Positive values of the normalized radius p give locally increasing values of y, s()

the. value of p maximizing f)"y is found either by one-dimensional (Fibonacci) [21]

. search or, when possible by direct differentiation. The latter alternative involves

substituting equation (4.10) into the objective function, differentiating with respect

to p, setting the derivatives to zero, and solving for minimizing value p'. Thus one

finds p' satisfying

lIy(x+pVy)
Ap =0

p=p'
(4.12)

At new point ~1> one evaluates a new gradient and iterates the gradient climbing

procedure. That is,

(4.13)

(4.14)

and so on.
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4.3 Selection of optimization algorithm

There are a number of standard algorithms for optimization [13] [21J. Actually

different types of optimization jobs may require different types of algorithms. So

the selection of the most suitable algorithm is also of vital importance. There may

be several optimization algorithms which will get a particular job done, but the

best one should be chosen carefully. It becomes easier to select. an optimization

aJ~orjt.hm if t.h" nat.nr" of t.h" fnndion nn<1,.,-nlllsiderat.ion is known bcfor"hnnd.

It is desired that the computational procedures for optimization run quickly

and use small memory while it is run in a computer. In other words it is desired

to evaluate the particular function in question as few times as possible. As for

example the optimization required for this research could be done with any of the

multi-variable optimization procedures mentioned in section 4.2. But considering

the fact that the function under consideration (Le., the ~ vector) is relatively simple

and has only four independent variables, instead of using any standard optimization

metJod a more simple and modified optimization algorithm is used in this work.,

This method of optimi?:ation is described in details in section 4.4. The algorithm

developed in section 4.4 is simple, reasonably fast and suitable for this particular

job.. ,

4.4 Optimization algorithm used in this work

Though there are several optimization algorithms in practice as described in

the last section, none of these techniques is completely followed in this work. For

the optimization job in this work a different algorithm which suits the work under

consideration has been adopted. The generalized form of the algorithm (Le., with

n number of independent variables) used in this work is presented in tlIis section.

Let it be assumed that there are n number of controlling parameters or indepen-

dent variables (say, XI> X2, .••x,,) on which the response or the output (Poo') depends.
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START

Set the reference value with which the output will be considered

.

Compute the error by taking the difference
between the computed output and the selected reference

Error = Absolute of (Refercnce - Output)

Shift the controlling variables to obtain a lower value
of error until the lowest value of error is achieved.
(The minimum error occurs at optimized state)

..

,
The optimized parameters are obtained

Figure 4.3 Major steps of the optimization algorithm used in this work.
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In other words the output is a function of the n number of variables or independent

variables, Le., Pout = f(Xl, X2, ... , xu), Here a reference value (y;'e/) is chosen first

with which the output is compared to give the amount of error or deviation.

At the beginning, a starting set of variables is chosen and with this known set

of values the output (Pout) is computed. Now the difference between this computed

output and the reference level is determined. This difference is considered as the

deviation or the error. The job of optimization is to minimize this error to an

optimum level. This is done by shifting the n number of variables. The shifting is

done by gradually incrementing or decrementing the variables by a small quantity

(say Llx).

Initially the first variable (Xl) is incremented by amount Llx keeping all other

parameters unchanged. With this new value of Xl (say X;, where x; = Xl + Llx)

the output is computed and the error is determined. If the error increases with

,r-; then Xl is decremented by the same mnount Llx to obtain the new x; (where

x; = Xl - Llx). If the error still increases with the decremented Xl (Le., xD, the

original value of Xl is retained. However, that value of x; is accepted for which the

error decreases and this x; is used as Xl in latter computations. Now the second

parameter X2 is similarly increased or decreased to obtain x; (where, x; = X2 + Llx

if increased by Llx and x~ = X2 - Llx if decreased by Llx) or kept unchanged so that

a smaller error is obtained. TIJis x~ is accepted as the new X2 and is used in latter

computations.

In a similar fashion all other parameters are gradually changed to obtain smaller

error. When all the variables arc shifted once, the entire procedure is repeated once

again and so on. If the process is continued, a condition occurs when the error

reaches its minima and any further change of any of the controlling parameters

gives a greater error. The set of controlling parameters which gives the minimum

error is taken as the optimum set of parameters. The major steps of optimization

algorithm used in this work is shown in Fig 4.3.
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4.5 The effect of changing the elements of ~ vector on the
characteristics of a diplexer

The ~ vector2 of a diplexer contain four elements, first three of which(Le.,

CI, C2 and dl) comes J matrix and the fourth one (i.e., Lo) is the coupled length of

the diplexer as mentioned in section 3.3. The power and phase characteristics are

functions of ~ vector. The characteristics of the curves may be modified by varying

the elements of ~ vector. Different elements of ~ vector has different effects on the

characteristics of a diplexer. To study and observe the effect of the elements of

~ vector on the power against frequency characteristic a number of plots have been

prepared (figure 4.4 - 4.23).

In Figs. 4.4 - 4.9 the power characteristics are plotted while decreasing the first

element of ~ vector (Le., Cl) keeping other elements constant. It is seen the coupling

between the lines increases as the difference between CI and C2 decreases. When CI

equals C2, maximum coupling between lines occur.

Similarly in Figs. 4.10 - 4.15 only the second element of ~ (Le., C2) is varied.

These plots also support the idea stated above. In Figs. 4.16 - 4.19 represent the

power against frequency plots where only dl is varied keeping all other elements

constant. It may be observed from these plots that the periodicity of reaching peak

coupling decreases with increasing dl• Similarly only the coupled length Lo is varied

to obtain the plots shown in Figs. 4.20 - 4.23. It is observed that the characteristics

can be shifted along the frequency scale by changing the coupled length Lo. If the

coupled length is increased, the frequency at which coupling reaches the required

value can be lowered. This can better be understood by comparing the curves shown

in Figs. 4.20 - 4.23. It can also inferred from these plots that in case of a diplexer.

the two channels may be brought closer or pushed away by respectively increasing

or decreasing the coupled length of the diplexer.

2It may be recalled here that f-' = [Cl C2 d, £OJ.
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4.6 Starting value of the ~vector

In every algorithms for optimization it is a vital problem to choose a starting

point. The search for minimum or maximum is started from this point. If the

starting point is chosen badly, not only the search takes longer time, but in case of

a complex function the search may also stuck in a valley or pothole. So, it is very

important to select a good starting point.

At the beginning of optimization a starting ~ vector is required for initial com-

putation of power. Selection of a suitable starting ~ vector makes it easier to find

the optimized ~ vector reliably and quickly. The starting ~ vector can not be taken

arbitrarily. ]t should be chosen so that the coupling of peak power between two lines

of the diplexer occurs in the vicinity of the two selected frequency bands. So, while

selecting a starting ~ vector the power characteristi~s of a diplexer should be plot-

ted with several sets of ~ vectors and the one which fits closest to the requirement

.should be chosen.

While selecting a starting ~ vector the relationship of the power characteristics

with the elements of ~ vector should be understood. The effect of the elements

of ~ vector on the power against frequency characteristics discussed in section 4.5

gives an idea where the starting point may be selected. The idea about selecting a

starting ~ vector for this work is obtained from a work on the design of microwave

forward directional couplers [6]. After making few modifications of the ~ vector

used in reference [6] on the basis of the concept developed in section 4.5 a starting

~ vector is chosen so that the power characteristics fit the two operating bands of

the diplexer.

In this work the diplexer under consideration is desired to operate in the fre-

quency bands of (1- 1.3) and (2 - 2.3) GHz. Here two starting ~ vectors are chosen

for optimization. The 1st ~ vector is chosen from the plots given is Figs. 4.4 - 4.23

which is the ~ vector of figure 4.6.
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The 1st st.artinp; G, vector: f.' = [0.75 0.5 - 0.2 6.0].

The 2nd starting G, vector is chosen on the basis of the data given in reference

[6].

The 2nd starting r. vector: r.' = [0.646 0.5523 - 0.2 6.7].

The optimization program is individually operated with both of these starting

r. vectors. It will be seen that the optimization program will optimize both the

r. vectors to the same minimum error level (section 4.10).

4.7 Optimization of the .Q vector

The characteristics of the diplexer under consideration depends on the elements

of tI", !l vector. In this work the !l vector contains four elements. In other words

the r. vector is a four-variable function. The characteristics of the diplexer may be

coutrolled by ehanging the values of the clements of the ~ vector. So to obtain the

desired power characteristics in two different frequency bands, the function that

.requires to be optimized is the r. vector.

The method used for optimization in this work has been described in section 4.4.

For a diplexer the !2vector is a four-variable function and all the four variables are

required to be changed to obtain maximum power in two desired band of frequencies.

Before starting optimization, two bands of frequencies (within which optimization

is performed) and a reference power level (with which output power is compared)

are selected.

The starting !2vector used in this work is given in section 4.6. After selecting the

starting ~ vector power is computed in the two selected frequency bands and this

computed power is subtracted from the reference power level to obtain the error

function as described in section 4.8. The goal of the optimization in this work is to

minimize this error function so that maximum coupling of power can be achieved

in the selected frequency bands. To minimize this error function the method of
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8
Figure 4.25 Flow-chart showing the sequence of computations for obtaining

an optimiz,ed ~ vector of the required diplexer.
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optimization described in section 4.4 is followed.

The optimization of ~ vector is a major step in designing the diplexer under

consideration. After optimizing the ~ vector, the methods of scaling and shifting

the J matrix (described in section 3.4) are applied to get realizable physical di-

mensions of the diplexer. The sequence of computations required for obtaining an

optim.ized ~ vector is shown in the flow-diagram of Fig 4.25. The optimized ~ vector

thus obtained is latter used for computing the physical dimensions of the required

diplexer.

4.8 Computation of the error function

It may be seen from figure 4.3 that before beginning optimization a reference

level is selected so that the deviation of the response from this reference level can be

computed. In an optimization procedure, computation of this deviation or error is

very important. The total error computed within desired limits is known as error

function. The process of computing the error function of a diplexer is discussed in

this section.

The general process of computing an error function of any function f(x) is.

shown in figure 4.26. In case of a diplexer, two operating bands of frequencies - one

for channel-l and the other for channel-2 are selected within which the diplexer is

desired to operate (figure 4.27). For channel-l let the lower and the upper frequency

boundary be f1 and f2. Similarly let the lower and upper frequency boundary be

respectively f3 and f4. The area enclosed by the reference line and the power-curve

between frequency range f1 and f2 is computed to find the error in channel-l (say,

ER1). Similarly error for channel-2 (say, ER2) is also computed by finding the

enclosed area between the reference line and the power curve of channel-2 within

the boundary hand 14- The total error is obtained by adding ER1 and ER2•
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Declere arrays:
E(4). U(4) AND V(4)

Initialize the variables:
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0811 Subroutine ERROR
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~------------------_ ..

I
TERR - PERR

Figure 4.28 Flow-chart of the optimization program OPT.FOR.
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The errors can be computed by following equations. Error of channel-1 is:

Error of channel-2 is:

j,hERI = lYre! - PI"",ldf
Ii

j,hER2 = 1Y,"1 - P2~••1df
Ii

(4.15)

(4.16)

So the net error is obt.ained by addin~ t.he error arells of t.he t.wo individual

channels;

The total error, ERR = ERI + ER2 (4.17)

This error is a function of f. vector and so the error can be minimized by manip-

ulating the f. vector. The error is computed numerically with computer programs

as a part of the main optimization program.

4.9 The Optimizationprogram

The process of minimizing the error function described in the previous section

is done with the help of a computer program which is developed for optimizing the

diplexer characteristics. The program takes the known parameters of a diplexer

(mentioned in section 5.10) and a starting f. vector as input and gives the optimized

f. vector as output. This optimized f. vector gives the minimum error for a specified

bands of frequencies and a chosen reference level.

The flow-chart. of the main optimization program is shown in figure 4.28. The

main program uses a subroutine named ERROR. This subroutine actually does the

major portion of the job. The main program passes an f. vector to the subroutine

ERROR. Wit.h t.his f. vector t.he silbrout.ine comput.es ci~cnvalues, eigenvectors,

scattering matrix and the output power. The output power thus obtained is then

compared wit.h t.he reference power level t.o find t.he error. The error area between
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the computed power and the reference power level is obtained by the process of

numerical integration. The flow diagram of the subroutine is shown in figure 4.29.

According to the steps shown in the flow charts (figures 4.28 - 4.29) a program

(OPT.FOR) has been developed in FORTRAN. The listing of the program is given

in the appendix-B. In the process of optimizing the ~ vector, one has to repeatedly

compute the power at different frequencies. The program for finding the power

and phase characteristics of a diplexer is presented in appendix A. The number of

iterations the program performs depends on the value of !1x (mentioned in section

4.4). The smaller the value of 6.x the higher will be the niunber of iterations. If

a very small value of !1x is taken, the number of iterations will be very high and

the program will take longer time to run. Again if a large value of 6.x is taken the

accuracy of the search will be reduced.

In program OPT.FOR (given in appendix-B) there is an option to choose the

value of 6.x. There are also several other options for selecting the starting ~ vector.

Using this program one can rcach samc minimum point starting with different

~ vectors.

4.10 Examples of optimization

The optimization program actually modifies the ~ vector so that the minimum

error (i.e., the maximum output) is obtained .. The program starts with a set of pre-

defined variables and a starting g vector. In this section the optimization program

is run with a set of sample data to see how the optimization program gradually

changes the elements of the ~ vector and minimize the error. when the minimum

error is achieved, the program gives the optimi7.ed ~ vector and terminates.

Here the optimization program is run with two different starting ~ vectors as

discussed in section 4.6.

The 1st starting ~ vector: ~t = [0.75 0.5 - 0.2 6.0]
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Table 4.l.a Data generated during the optimization of ~ vector strating
with ~t = [.75 .5 -.2 6.0J. The ~ vector, error and output
powcr during t.hc first. 34 it.eratiolls arc shown in tillS Table.
The program used [or gt'lH'.rnt.ing t.ht~s(~dat.a is OPT. FOR given
is appendix B.

I Error I Power IThe cVector-
1 I 0.750000 0.500000 -.200000 6.000000 14.449820 -1.708293
2 I 0.749250 0.500750 -.200750 6.000750 14.253240 -1.691223
3 0.748500 0.501500 -.201500 6.001500 14.059370 -1.674690
4 0.747750 0.502250 -.202250 6.002250 13.868180 -1.658703
5 0.747000 0.503000 -.203000 6.003000 13.679770 -1.643268
6 0.746250 0.503750 -.203750 6.003750 13.494120 -1.628390
7 0.745500 0.504500 -.204500 6.004500 13.311300 -1.614071
8 0.744750 0.505250 -.205250 6.005250 13.131360 -1.600330
9 0.744000 0.506000 -.206000 6.006001 12.954300 -1.587157
10 0.743250 0.506750 -.206750 6.006751 12.780180 -1.574572
11 0.742501 0.507500 -.207500 6.007501 12.609110 -1.562578
12 0.741751 0.508250 -.208250 6.008251 12.441050 -1.551184
13 0.741001 0.509000 -.209000 6.009001 12.276090 -1.540396
].4 0.740251 0.509750 -.209750 6.009751 12.114280 -1.530226
15 0.739501 0.510500 -.210500 6.010501 11.955660 -1.520672
16 0.738751 0.511250 -.211250 6.009751 11.799890 -1.509810
17 0.738001 0.512000 -.212000 6.009002 11.647000 -l.499504
18 0.737251 0.512750 -.212750 6.008252 11.496990 -1.489765
19 0.736501 0.513500 -.213500 6.007503 11.349930 -1.480591
20 0.735751 0.514250 -.214250 6.006753 11.205830 -1.471997
21 0.735001 0.515000 -.215000 6.006003 11.064720 -1.463980
22 0.734251 0.515750 -.215750 6.005254 10.926650 -1.456555
23 I 0.733501 0.516500 -.216500 .6.004504 10.791710 -1.449722
24 0.732751 0.517250 -.217250 6.003755 10.659860 -1.443487
25 0.732001 0.518000 -.218000 6.003005 10.531190 -1.437857
26 0.731251 0.518750 -.218750 6.002255 10.405720 -l.432848
27 0.730501 0.519500 -.219500 6.001506 10.283530 -1.428453
28 0.729751 0.520250 -.220250 6.000756 10.164630 -l.424685
29 0.729002 0.521000 -.221000 6.000007 10.049080 -1.421553
30 0.728252 0.521750 -.221750 5.999257 9.936935 -1.419065
31 0.727502 0.522500 -.221750 5.998507 9.829186 -1.394055
32 0.726752 0.523250 -.222500 5.997758 9.720054 -1.392208
33 0.726002 0.524000 -.222500 5.997008 9.613948 -1.367518

I 34 0.725252 0.524750 -.222500 5.996259 9.509856 -1.343156

I Iteration I
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Table 4.1.b Continuation of Table 4.1.a. The ~ vector, error and output
power during iterations 35 to 68 are shown in this Table.

I Error I PowerThe eVector-
35 0.724502 0.525500 -.223250 5.995509 9.403306 -1.341944

36 0.723752 0.526250 -.223250 5.994760 9.300788 -1.317894
37 0.723002 0.527000 -.224000 5.994010 9.197314 -1.317337
38 0.722252 0.527750 -.224000 5.993260 9.096290 -1.293594
39 I 0.721502 0.528500 -.224000 5.992511 8.997247 -1.270161

140 I 0.720752 0.529250 -.224750 5.9917tn 8.896376 -1.270260
41 I 0.720002 0.530000 -.224750 5.991012 8.798774 -1.247128
42 I 0.719252 0.530750 -.224750 5.990262 8.703100 -1.224312
43 0.718502 0.531500 -.225500 5.989512 8.604842 -1.225060

, 44 i 0.717752 0.532250 -.225500 5.988763 8.510522 -1.202534
45 0.717002 0.533000 -.226250 5.988013 8.415428 -1.203954
46 0.716252 0.533750 -.226250 5.987264 8.322452 -1.181725
47 0.715503 0.534500 -.226250 5.986514 8.231359 -1.159794
48 0.714753 0.535250 -.227000 5.985765 .8.138912 -1.161884
49 0.714003 0.536000 -.227000 5.985015 8.049064 -1.140235
50 0.713253 0.536750 -.227000 5.984265 7.961027 -1.118890

7.871284
-----~-,,1 0.712,,03 0.537500 -.227750 5.V8:1516 -1.121054

52 0.711753 0.538250 -.227750 5.982766 7.784455 -1.100585
53 0.711003 0.539000 -.227750 5.982017 7.699413 -1.079807
54 0.710253 0.539750 -.228500 5.981267 7.612387 -1.083258
55 0.709503 0.540500 -.228500 5.980517 7.528485 -1.062751
56 0.708753 0.541250 -.228500 5.979768 7.446300 -1.042537
57 0.708003 0.542000 -.229250 5.979018 7.362011 -1.046672
58 0.707253 0.542750 -.229250 5.978269 7.280935 -1.026727
59 0.706503 0.543500 -.229250 5.977519 7.201535 -1.007061
60 0.705753 0.544250 -.230000 5.976769 7.120069 -1.011902
61 0.705003 0.545000 -.230000 5.976020 7.041708 -0.9924!)7
62 0.704253 0.545750 -.2:10000 5.975270 6.964968 -0.973375
63 0.703503 0.546500 -.230750 5.974521 6.886380 -0.978929

I 64 0.702753 0.547250 -.23CJ.750 5.973771 6.810631 -0.960064
()5 C.702C03 0.54ROOO -.230750 5.973022 6.736487 -0.941468
56 0.701254 0.548750 -.231500 5.972272 6.660838 -0.947750
67 0.700504 0.549500 -.231500 5.971522 6.587619 -0.929407
G8 0.G99754 0.550250 -.231500 5.970773 G.515970 -0.911339

I Iteration !

r
i
i
•
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Table 4.l.c Continuation of Table 4.1.b. The ~ vector, error and output
power during iteml',jOIlS 6!) t.o 102 are shown in this Table.

I Iteration I The ~Veetor I Error I PoweQ
69 : 0.699004 0.551000 -.232250 5.970023 6.443338 -0.918351

I 70 0.698254 0.551750 -.232250 5.969274 6.372583 -0.900533
71 0.697504 0.557500 -.232250 q.968524 6.303306 -0.882969
72 0.696754 0.553250 -.232250 5.967774 6.235543 -0.865677
73 0.696004 0.554000 -.233000 5.967025 6.165396 -0.873428
74 0.695254 0.554750 -.233000 5.966275 6.098450 -0.856380
75 0.694504 0.555500 -.233000 5.965526 6.032965 -0.839580
76 0.693754 0.556250 -.233750 5.964776 5.966002 -0.848104
77 10.093004 0.,,57000 -.233750 5.964026 5.901299 -0.831543
78 0.692254 0.557750 -,233750 5.963277 5.838034 -0.815246
79 0.691504 0.558500 -.233750 5.962527 5.77G150 -0.799195
80 0.690754 0.55!J250 -.234500 5.961778 5.711857 .0.808486----- -----_._--,- ..-.._--_._------ --81 0.690004 0.560000 -.234500 5.961028 5.650592 .0.792564
R2 0.6892,,4 0,,,607,,0 -.2:\4,,00 ".960279 ".,,!)O909 -0.777101
g~~ 0.(;88504 0.;'61;;00 -.2:.);'2;'0 ;'.9;'9;'29 ;'.5:10080 -0.7871!)4
84 0.687755 0.562250 -.235250 5.958779 5.470989 -0.771860
85 0.G8700" 0.,,63000 -.23,,250 5.958030 ".413227 -0.756765
85 0.686255 0.563750 -.235250 5.957280 5.356777 -0.741919
87 . 0.685505 0.564500 -.236000 5.956531 5.298855 -0.752816
88 0.684755 0.565250 -.236000 .5.955781 5.243055 -0.738193
89 0.684005 0.566000 -.236000 5.955031 5.188528 -0.723808
90 0.683255 0.566750 -.236000 5.954282 5.135260 -0.709663
91 0.682505 0.567500 -.236750 5.953532 5.080456 -0.721395
92 0.681755 0.568250 -.236750 5.952783 5.027787 -0.707471. 93 0.681005 0.569000 -.236750 5.952033 4.976375 -0.693779
94 0.680255 0.569750 -.236750 5.951283 4.926170 -0.680324
95 . 0.679505 0.570500 -.237500 5.950534 4.874645 -0.692920
96 0.678755 0.571250 -.237500 5.949784 4.824988 -0.679681
97 0.678005 0.572001 -.237500 5.949035 4.776551 -0.666669
98 0.677255 0.572751 -.237500 5.948285 4.729271 -0.553890
99 0.676505 0.573501 -.238250 5.947536 4.681220 -0.667372
100 I 0.675755 0.574251 -.238250 5.946786 4.634486 -0.654807
101 0.675005 0.575001 -.238250 5.946036 4.588884 -0.642460
102 0.674255 0.575751 -.238250 5.945287 4.544425 -0.630344
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Table 4.l.d Continuation of Table 4.l.c. The!} vector, error and output
power during iterations 103 to 136 arc shown in this Table.

1 Iteration I The !l Vector I Error I Power
103 I 0.673506 0.576501 -.238250 5.944537 4.501055 -0.618440
104 0.672756 0.577251 -.239000 5.943788 4.456142 -0.632850

I 105 0.672006 0.578001 -.239000 5.943038 4.413315 -0.621163
106 0.671256 0.578751 -.239000 5.942288 4.371535 -0.609695
107 0.670506 0.579501 -.239000 5.941539 4.330829 -0.598440
108 I 0.669756 0.580251 -.239000 5.940789 4.291186 -0.587400
109 I 0.669006 0.581001 -.239750 5.940040 4.249744 -0.602766

. no 0.668256 0.581751 -.239750 5.939290 4.210601 -0.591947
111 0.667506 0.582501 -.239750 5.938540 4.172468 -0.581326
112 0.666756 0.583251 -.239750 5.937791 4.135364 -0.570924
113 0.666006 0.584001 -.239750 5.937041 4.099251 -0.560723
114 0.665256 0.584751 -.240500 5.936292 4.061625 -0.577107
115 0.664506 0.585501 -.240500 5.935542 4.026000 -0.567121
116 0.663756 0.586251 -.240500 5.934793 3.991361 -0.557343
117 0.663006 0.587001 -.240500 5.934043 3.957667 -0.547765
118 0.662256 0.587751 -.240500 5.933293 3.924945 -0.538395
119 0.661506 0.588501 -.241250 5.932544 3.891541 -0.555839
120 0.660756 0.589251 -.241250 5.931794 3.859289 -0.546683
121 0.660007 0.590001 -.241250 5.931045 3.827999 -0.537724
122 0.659257 0.590751 -.241250 5.930295 3.797626 -0.528972
123 0.658507 0.591501 -.241250 5.929545 3.768147 -0.520405
124 0.657757 0.592251 -.241250 5.928796 3.739554 -0.512039
125 0.657007 0.593001 -.242000 5.929546 3.710941 -0.532937
126 0.656257 0.593751 -.242000 5.928796 3.682755 -0.524777
127 0.655507 0.594501 -.242000 5.928047 3.655450 -0.516806
128 0.654757 0.595251 -.242000 5.927297 3.629022 -0.509031
129 0.654007 0.596001 -.242000 5.926548 3.603455 -0.501442
130 0.653257 0.596751 -.242000 5.925798 3.578724 -0.494050
1.31 0.652507 0.5D7501 -.242000 5.D257D8 3.5547D8 -0.487%1
132 10.551757 0.598251 -.242000 5.926548 3.531520 -0.483135
133 i 0.651007 0.599001 -.242000 5.927298 3.508932 -0.478484
134 0.650257 0.5D9751 -.242750 5.928048 3.48G198 -0.501037
135 0.649507 0.600501 -.242750 5.927299 3.464145 -0.494376
136 I 0.648757 0.601251 -.242750 5.926549 3.442928 -0.487907
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Table 4.l.e Continuation of Table 4.1.d. The ~ vector, error and output
power during iteratioIlB 137 to 169 are shown in this Table.

I Error I PoweiJThe eVector-
B7 I 0.648007 0.602001 -.242750 5.!)25799 3.422480 -0.481611
138 0.647257 0.602751 -.242750 5.925050 3.402849 -0.475511
139 0.646508 0.603501 -.242750 5.924300 3.383993 -0.469586
140 0.645758 0.604251 -.242750 5.925050 :{.365861 -0.466081
141 0.645008 0.G05001 -.242750 5.925800 3.348366 -0.462737
142 0.644258 0.605751 -.242750 5.926550 3.331514 -0.459558
143 0.643508 0.606501 -.242750 5.927300 3.315322 -0.456541
144 0.642758 0.607251 -.242750 5.928051 3.299761 -0.453687
145 I 0.612008 0.608001 -.242750 5.928801 3.284868 -0.450997
146 0.G41258 0.G08751 -.242750 5.92!)551 3.270588 -0.448471
147 0.G40508 0.609501 -.242750 5.930301 3.25695G -0.446104
148 0.639758 0.610251 -.242750 5.931051 3.243969 -0.443904
149 0.6:\9008 0.G11001 -.242750 5.931801 3.231612 -0.441863
150 0.638258 0.611751 -.242750 5.932551 3.219903 -0.439993
151 0.637508 0.612501 -.242750 5.!)33301 3.208827 cO.438276
152 0.636758 0.613251 -.242750 5.934051 3.198373 -0.436731
153 0.636008 0.614001 -.242750 5.934801 3.188558 -0.435340
154 0.6;~5258 0.614751 -.242750 5.935551 3.179:\89 -0.434123
155 0.634508 0.615501 -.242750 5.936301 3.170848 -0.433060
156 0.G:;375/) 0.G16251 -.242750 5.937051 3.162949 -0.432164
157 0.633008 0.617001 -.242750 5.937801 3.155675 I -0.431433
158 I 0.632259 0.617751 -.242750 5.938551 3.149057 -0.430867
159 0.631509 0.618501 -.242750 5.939301 3.143058 -0.430461
160 0.630759 0.619251 -.242750 5.940062 3.137714 -0.430225
161 0.630009 0.620001 -.242750 5.940802 3.132992 -0.430145
162 0.629259 0.620751 -.242750 5.941552 3.128932 -0.430241
163 "I 0.628509 0.621501 -.242750 5.942302 3.125516 -0.430493
164 0.027759 0.022251 -.242750 5.!)43052 3.122738 -0.430917
165 0.627009 0.62:\001 -.242750 5.943802 3.120504 -0.431502
166 0.626259 0.623751 -.242750 5.944552 3.119148 -0.432262
167 0.625509 0.624501 -.242750 5.945302 3.118315 -0.433177
168 0.624759 0.625251 -.242750 5.946052 3.118159 -0.434266
159 0.625509 0.624501 -.242750 5.946802 3.118227 -0.435413

I Iteration I
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Table 4.2.a Data generated during the optimization of ro vector strating
with rot = [.646 .5523 -.2 6.7]. The ro vector, error and
output power during the first 32 iterations are shown in this
Table. The program used for generating these data is OPT.FOR
given is appendix B.

I Error I Power IThe S!. Vector
1 0.646000 0.552300 -.200000 6.700000 5.832225 -.3911839

i 2 0.645250 0.553050 -.200750 6.700750 5.663136 -.3909530

! 3 0.644500 0.553800 -.201500 6.701500 5.500857 -.3918845
4 0.643750 O.5!>4550 -.202250 6.702250 5.345592 -.~~940239
5 I 0.643000 0.555300 -.203000 6.703000 5.197395 -.3973585
6 0.642250 0.556050 -.203750 6.703750 5.056554 -.4019512
7 0.641500 0.556800 -.204500 6.704500 4.923080 -.4077820
8 0.640750 0.557550 -.205250 6.705250 4.797157 -.4148880
9 0.640000 0.551'\300 -.206000 6.706000 4.671'\905 -.',23271'\3

--
0.639251 0.559050 -.206750 6.706750 4.568480 -.432982410

11 I 0.638501 0.559800 -.207500 6.707500 4.466009 -.4440151..
12 I 0.637751 0.560550 -.208250 6.708251 4.371676 -.4564109
13 a.637001 0.561300 -.209000 6.709001 4.285531 -.4701633
14 0.636251 0.562050 -.209750 6.709751 4.207781 -.4853130

I 15 0.635501 0.562800 -.210500 6.710501 4.138458 -.5018558
16 I 0.634751 0.563550 -.211250 6.711251 4.077835 -.5198447
17 0.634001 0.564300 -.212000 6.712001 4.025918 -.5392691

I 18 0.633251 0.565050 -.212750 6.712751 3.982950 -.5601779
19 0.632501 0.565800 -.212750 6.712001 3.944899 -.5496509
20 0.631751 0.566550 -.212750 6.711252 3.908041 -.5393825
21 0.631001 0.567300 -.212750 6.710502 3.872311 -.5293548
22 0.630251 0.568050 -.213500 6.710502 3.836251 -.5507790
23 0.629501 0.568800 -.213500 6.709753 3.801111 -.5410233
24 0.628751 0.569550 -.213500 6.709003 3.767175 -.5315312
25 0.628001 0.570300 -.213500 6.708253 3.734313 -.5222754
26 0.627251

----
-.213500 6.707504 3.702611 -.5132771U.57105U

27 0.(;2G501 0.571~00 -.21:\500 6.706754 3.671!)24 -.5045031
28 0.625751 0.572550 -.21:\500 6.707504 :>.64221'\9 -.49794fi2

~-29 0.625002 0.573300 -.213500 6.708254 3.613492 -,4915891
30 0.624252 0.574050 -.214250 6.709004 3.584456 -.5159311
:n 0.62:\,,02 0.,,74.800 -.2142,,0 G.708.255 3.55G311 -.5U7885G
32 I 0.622752 0.575550 -.214250 6.7'07505 :\.529308 -.5000985

I 'Iteration I
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Table 4.2.b Continuat.ion of Table 4.2.a. The r, vedor, error and mit.put.
power during it.eratiollS 33 to 64 are shown in this Table.

I Error [}>owerThe" Vector

33 0.622002 0.576300 -.214250 6.706756 3.503250 -.4925289
:14 0.G21252 0.577050 -.214250 n.70nOO(; 3.478:\05 -.48521:11
')- 0.620502 0.577800 -.214250 6.705256 3.454278 -.4781103....'v
36 0.619752 0.578550 -.214250 6.706007 3.431240 -.4732231
27 I 0.619002 '0.579300 -.214250 (J.706757 3.408993 -.4685342
;).8 0.618252 0.580050 -.214250 6.707507 3.387689 -.4640794
39 0.617502 0.580800 -.214250 6.708257 3.367134 -.~598124
40 0.616752 0.581550 -.214250 6.709007 3.347465 -.4557664
41 0.616002 0.582300 -.214250 6.709757 3.328597 -.4519233
42 0.615252 0.583050 -.215000 6.710507 3.310136 -.4791320
43 0.614502 0.583800 -.215000 6.709757 3.292274 -.4736434

, 44 0.613752 0.584550 -.215000 6.709008 3.275362 -.'::683832
45 0.613002 0.585300 -.215000 6.708258 3.259342 -.4633376
46 0.612252 0.586050 -.215000 6.707509 3.244322 -.4585327
4.7 0.611503 0.586800 -.215000 6.706759 3.230165 -.';'539355

I 48 0.610753 0.587550 -.215000 6.706009 3.216992 -.4495786

49 0.610003 0.588300 -.215000 6.706009 3.204624 -.4464163
50 0.609253 0.589050 -.215000 6.706759 3.193117 - .'~0444728
51 0.608503 0.589800 -.215000 6.707510 3.182378 -.4427229
52 0.607753 0.590550 -.215000 6.708260 3.172549 -.",412043

53 I 0.607003 0.591300 -.215000 6.709010 3.163484 -.4398776
54 0.606253 0.592050 -.215000 6.709760 3.155229 -.<;387655
55 0.605503 0.592800 -.215000 6.710510 3.147792 -.4378600
56 0.604753 0.593550 -.215000 6.711260 3.141224 -.4;;71758
57 0.604003 0.594300 -.215000 6.712010 3.135412 -.4366846
58 0.603253 0.595050 -.215000 6.712760 3.130510 -.4364278
59 0.602503 0.595800 -.215000 6.713510 3.126345 -.4363621
60 0.601753 0.596550 -.215000 6.714260 3.123073 -.4365215
61 ! 0.601003 0.597300 -.215000 6.715010 3.120583 -.4.368815

, 62 0.600253 0.598050 -.215000 6.715760 3.118971 -.'~374675
63 0.599503 0.598800 -.215000 6.716510 3.118147 -.4382511
64 0.598753 0.599550 -.215000 6.716510 3.118198 -.~382659

! Iteration I
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Figure 4.30 Output power vs. frfJIUency characteristics of a diplexer
with: a) starting ~ vector from table 4.1.a, ~t = [ .75 .5 -.2 6.0], b) an
intermediate ~ vector obtained in 69th iteration, ~t = [ .69904 .551
.23225 5.970023 J, c) optimized ~ vector, ~t = [.625509 .624501
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and 2nd second starting ~ vector: ~t = [0.646 0.5523 - 0.2 6.7]

The following set of values are also assumed:

Small change, delx (l:.x) = .00075

The normalized frequency band of channel 1 :

11 = 1.0 to h = 1.3 GHz

The normalized frequency band of channel 2 :

h= 2.0 to 14 = 2.3 GHz

First the optimization program OPT.FOR is run with the 1st starting ~ vector.

When the program is run, with the above set of values it continues to modify the

~ vector and minimize the error through iterations as can be seen from the output

of the optimization program. The gradual change of the ~ vector with decreasing

error is shown in tables 4.1.a - 4.1.e. It may be seen from these tables that the

optimization program requires 169 iterations to reach the minimum error level. The

optimized ~ obtained with the 1st starting ~ vector is:

Optimized ~t = [.648757 .601251 - .24275 5.926549]

Again the optimization program is run with the 2nd starting ~ vector. The data

generated during optimization is shown in tables 4.2.a - 4.2.b. The power against

frequency characteristics of the diplexer with the starting ~ vector, an intermediate

~ vector and the optimized ~ vector is show'l in figure 4.30. It is seen from the tables

that the optimization program requires 64 iterations to reach the same .minimum

error level as obtained with the first starting ~ vector. The program requires less

number of iterations because. the 2nd starlIng !lvector was closer to the optimized

~ vector than that of the 1st starting ~ vector which can readily be verified from the

tables 4.1.a - 4.2.b and figure 4.30. As may be seen from table 4.2.b the optimized

~ obtained with the 2nd starting ~ vector is:

Optimi7.cd d = [.648757 .601251 - .24275 5.926549J

Before starting the optimization of an £. vector it is necessary to select the
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Figure 4.31 Plots showing how the cha.ra.cteristicis brought in the desired
bands with minimum error. (a) The selected bands of operation. (b) Characteristic
with an arbitrary starting ~ vector. (c) Characteristic with optimized ~vector.
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two channels of the desired diplexer. It is considered that for the desired example

diplexer, each channel shall have a band width of 0.3 GH". For this case we choose

the optimizing band for the first output channel within 1 - 1.3 GHz and for the

second out.put. channel within 2 - 2.3 GHz. A reference power level is also selected

for these two outputs. It is assumed that the reference power level of both the

channels is 0.1 dB. The selected channels and the reference power level are shown

in figure 4.31.a.

In the next step a power against frequency plot of the coupled combline system

is obtained with a starting ~ vector which is shown in figure 4.31.b. It may be seen

from figure 4.yy that the maximum distributed power on the lines do not occur in

the selected channels. To make the diplexer work in the desired channels the power

characteristic curves should be dragged toward the selected channels as indicated

by the arrow sign (figure 4.31.b). It. is also desired to obtain minimum deviation

from the reference power level Le., minimum loss in the selected bands.

With the help of the computer optimiztion procedure the charcteristics of the

diplexer are brought within the desired frequency ranges by shifting the ~ vector.

The power characteristic of the diplexer with an optimized ~ vector is shown in

figure 4.31.c. It might be desirable to bring the channels closer to make the diplexer

a contiguous channel type diplexer. But it has been observed that the behaviour

of this type of coupled lines does not permit to have a contiguous channel type

diplexer.

4.11 summary

Some possible methods of optimization have been discussed. The optimization

algorithm used in this work has been presented. The influence of ~ vector on the

power against frequency characteristics has been presented with a number of plots.

The flow-chart of the optimization program OPT.FOR, used for the optimization
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in this work, has been presented. The method of optimizing the ~ vector has been

described and examples of optimization of ~ vector have also been presented in

this chapter. A design example of a diplexer have been considered and the ~ of

this diplexer obtained after computer optimization have been' used to obtain the

characteristics of the diplexer. The optimized ~ vector obtained for this example

will used as the basis for obtaining the physical dimensions of a diplexer.
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CHAPTER 5

Obtaining the physical dimensions of a combline
diplexer

5.1 Introduction

In the last chapter the technique of obtaining an optimized r, vector which

provides the desired characteristics of a diplexer is presented. Once an ~ vector is

obtained, the next step is to obtain the line parameters of the combline diplexer by

using the equations of section 3.5. One can then obtain the physical dimensions of a

combline diplexer on the basis of the obtained line parameters. Since the diplexers

under discussion are made of comblines, a model for a solitary combline is needed

and the equations for obtaining the line dimensions from the line parameters are

needed. This chapter starts with such a presentation.

The microstrip T-junction equivalent circuit and the equivalent circuit of a soli-

tary combline using the microstrip T-junction equivalent circuit are presented in

section 5.2. The equations required for obtaining the finger length and the main

line characteristic impedance of a solitary combline are presented in section 5.3. The

process of obtaining the dimensions of a solitary microstrip combline is discussed in

section 5.4. The procedure of obtaining the dimensions of the coupled comblines of

a diplexer is presented in section 5.5. The comput.er program developed and used

for obtaining the line parameters and the finger lengths is discussed in section 5.6.

TIJ(~nwl:1l()(l of obtailling tlw nTI10l1nt of finger overlap of n cOlnLlillc diplexcr is

presented in section 5.7. The su=ary of this chapter is presented in section 5.8.
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Figure 5.1 Microstrip T-junetion equivalent circuit for obtaining equiv-
alent circuit model of a comb- or herringbone- line. (a) A combline, (b) a
microstrip T-junetion, and (c) equivalent circuit of the T-junetion.
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5.2 Modeling a solitary combline using the microstrip T-
junction equivalent circuit

It is necessary, at this stage, to obtain an equivalent circuit of a solitary (isolated)

combline. This is necessary in order to be able to obtain analytical expressions of

the characteristic impedance and phase velocity of a combline in terms of the finger

periodicity, characteristic impedance of the main line and characteristic impedance

of the finger line. Such an equivalent circuit has been presented in reference [5].

From [5] it may be observed that for obtaining such an equivalent circuit the

wellknown micros trip T-junction equivalent circuit may be used as the basis. It is

known that in a combline, fin~er lines come ont at ri~ht an~le from the main line

and appear periodically. So each junction between a finger and the main line may be

treated as a T-junction. An analysis of such a micros trip T-junction was presented

by Silvester and Benedek [10Jand also by Hammerstead [8J. The equivalent circuit

of such a microstrip T-junction used by them is shown in figure 5.1. According

to Hammerstead's analysis [8] the impedance offered by the open circuit branch

line appears both transformed by the ratio n2 [8] and displaced by some electrical

length from the physical junction. A junction capacitance also appears as shown in

figure 5.1. The equations for computing the displacement of reference lines for both

main and branch lines were presented by Silvester and Benedek and Hammerstad

[8] some of which are presented in section 5.3.

Thus in a herringbonec or comb- line, each junction between a finger and main

line is treated as a T-junction. On this basis an equivalent circuit of a combline may

be represented by cascaded T-junctions as shown in figure 5.2. A nomenclature of

terms which will be used in the following discussion is presented below.

p - finger periodicity

If finger length

rim - displacement of the main line reference at the junction of the fingers
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dJ - displacement of the finger line reference at the junction

e - em = f3m(P + 2dm) radians

- electrical periodicity of the herringbone line

fl", propap;af:ifHl COlIsbult for tJ,w roain line (in radlans/mIIl.)

f3J - propagation constant for finger lines (in radians/rnrn.)

f3e - effective propagation constant (in radians/rnrn.)

Zm - characteristic impedance of the main line

ZJ - characteristic impedance of the finger line

Zo characteristic impedance of the herringbone - or comb - line

C capacitance at the junction for the discontinuity due to fingers

(negative for Zj > 65 ohms)

n - transformation ratio

WL - angular velocity at lower end of frequency band (in radian/sec.)

h - thickness of the substrate (in rnrn.)

Wi - width of the main line when i = rn and finger line when i = f(in rnrn.)

"r - dielectric constant of the substrate material

=

[ jX V;, jX Vn+l jX jX

~
~ unit. cell.-I

fif:!:lIr~ 5.2 EfJlJiva1,'nt. C1rcmt of It comh- or hnrringhonn- linn using
T-junction model.
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For comblines it may be assumed that the transformation ratio in near to unity

[5J. After necessary changes n is main line reference plane, the effective periodicity

for describing the propagation becomes (p + 2dm). For the finger lines if the ref-

erence plane displacement is found to be of significant amount, this is taken into

account by replacing I, by (l, + df'). Equations for computing the min line refer-

ence displacement dm, the finger line reference displacement d, and df' are given in

section 5.3.

After replacing the finger line with T-junction equivalent circuit of figure 5.1

the. equivalent circuit ofa comb- or herringbone- line may be drawn as shown in

figure 5.2. Here the loading due to the fingers is indicated by the admittance jX

and the reference plane displacement is adjusted within the electrical length p. Thus

a unit cell of length p is considered with one finger line in the center. The unit cell

thus has three parts:

z) A portion of the main line of effective length (p + 2dm) /2 on the left,

iz) the reactance due to finger line at the junction in the center, and

iii) a portion of the main line of effective length (p + 2dm) /2 on the right

(as shown in figure 5.1).

The total ABCD matrix of the unit cell is obtained by cascade multiplication of

the ABCD matrices for the three sections described above. From the ABCD matrix

of the unit cell, the equation of the characteristic impedance of the main line and

the equations for the length of the finger lines are obtained.

The detail analysis is available in reference [5]. Here only the useful equations

will be presented. Thus following [5Jand by considering a unit cell between the nth

and (n + l)th node of the equivalent circuit shown in figure 5.2, the voltage and

currents at the two ends of the cell may be represented by the following equations:
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[

0cos '2

. • 0)Ymsmz

'Z . 0]J msm '2

cos Q. 2

0] [COs~
1 jYmsin ~

jZmsin ~ ] [ v,,+! ]
. (5.1)

cos ~ In+!

= [ cosO - z1x sinO .

jf + jXC~'O + jYmsinO

.~X .~XcosO 'Z . 0] [V. ]-) "'f'" + ) __m2- +) m sm n+!

(5.2)
cos0 - z1x sin 0 In+!

(5.3)

Equation 5.2 may be written in terms of ABCD matrix as shown in the following

equation:

[i ]= [~ ~][ i:: ]
Using the eigenvalues of the ABCD matrix it is possible to obtain the analytical

expression for the characteristic impedance and phase velocity of a comb line.

Here

Zo Z;; (ZmX cos 0 + 2 sin 0 - ZmX
Zm cos 0 + 2 sin 0 + ZmX

wp
-

COS~I(COSO _ Zm~'inO)

(5.4)

(5.5)

(5.6)

(5.7)

The expression for finger length of a herringbone line may be written as

and the expression for finger length of a comb line may be written as
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It has been shown in [Ii] t.hat, it. is possible t.o make cert.ain approximat.ions

regarding rp and higher power of () so that the following equations can be obtained.

Zo Z r;;G (5.10)
m B+ ZmX

(5.11)
wp

vpe -
JB(B + XZm)

Now, eliminating J(B + ZmX) from equations (5.9) and (5.10) one obtains

Zo =
z ()vpe
m wp

(5.12)

(5.13)

or, Vpe P
Zo = Zm vpm (p + 2d".)

(5.14)

From equation (5.12) one may obtain the main line impedance as follows:

Zo p
(vpe/vpm) (p + 2d".)

(5.15)

or, Zo P
(c/'}£;;;;) (p + 2d".)

5.3 Necessary equations for obtaining the finger length and
main line characteristic impedance of a solitary mi-
crostrip comb line

The dimensions required to fabricate the diplexer under consideration are coupled

length (Lo), length of finger (Lf), width of the main line (wm), width of thefinger

line (wf), thickness of the substrate (h), periodicity of the finger line (P) and the

amount of finger overlap. All of the above parameters are shown in Figs. (1.7), (1.8)

and (1.9).

Two curves are' now required for uniform microstrip' lines. The first one is a

plot of characteristic impedance Zi (with i= m or f) against shape ratio (wi/h) on
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plots of uniform transmission lines in open microstrip configuration
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semilog graph paper and the second one .is a plot of the effective dielectric constant

en,; against (w;/h), also 011 semilog-graph paper. These curves arc obtained for the

particular value of dielectric constant €r (of the chose~ copper laminated board)

using Harnmerstad's equations for microstrip lines. These equations are [11J

€rei= [(€r + 1) + (€r -1)FJ/2

F - (1 + 12h/Wi)-1/2 + 0.04(1 - W;/h)2

F = (1+ 12h/w;)

(5.16)

when w;/h ~ 1 (5.17)

when w;/h ~ 1 (5.18)

The relationship between effective dielectric constant and the shape ratio is

obtained from equations (5.4), (5.5) and (5.6). The relationship is shown graphically

in figure 5.3.

The relationship between the impedance and the shape ratio1of the main line

and finger lines may be obtained from the following equations [11].

for w;/h ~ 1

z; = [(1]0/2) In (8h/Wi + 0.25w;/h)/ J€rri

and for w;/h ~ 1

z; = [1]ow;/h+ 1.393+ 0.6671n(w;/h + 1.444tlJ/J€rei

1]0= 376.73 ohms

(5.19)

(5.20)

The subscript i in the above equations is to be replaced by f for finger line

and by m for mainline. The exponential relationship between the characteristic

impedance (Zi) and the shape ratio is shown in figure 5.4.

lThc ratio or the Une-widU." to the substrate-thickness, (Le., wj/h) is known as the .'Jhape mtio
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It is required to assume a value of £,= (the effective dielectric constant of the

mainline) as slightly less than £r (the dielectric constant of the substrate). A value

of the mainline impedance Zm, is then obtained using the following equation.

Zm = Zo/[(p + 2rim)vp./(C/V£rl'm )J (5.21)

Equation (5.9) is obtained from the model analysis of a combline discussed in

section (5.2). The phase velocity vpe and the characteristic impedance Zo of the

combline should be known beforehand for designing a coupler. Following Ha=er-

stad [8]' rim is written as

rim = Dt(0.05n2Zm)/Zt (5.22).
J.j ,

The term Dt used in equation (5.10) is to be obtained from equation (5.12).

Following Ha=erstad [8], the displacement of the finger line reference at a

junction is given by [5J [6J [11]

dt = Dm[0.076 + 0.2(2Dm/A)2 + 0.663exp( -l.71Zm/Zt)

-0.172In(Zm/Zt )]Zm/Zt (5.23)

In equation (5.11) the term A represents the wave length of the microwave signal

under consideration (A = 21rc/w/J.

Dm and Dt used in equations (5.10) and (5.11) are the effective width of the

mainline and the finger line respectively. These two notations can be generalized

by using the notation Di w!?ere, i = m (for main line) or f (for finger line). The

effective width of line i can be obtained from the following equation.

(5.24)

During the first approximate evaluation of Zm, rim is assumed to be zero.

The equations required to compute finger length (l t) of the combline are as

follows [5J [6J.
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For a herringbone-line

(5.25)

For a comblinc

(5.26)

Here, 8m = wL/(cV€rem) (p+2d",), f3f = wL/(e/V€ref) and f3e= Wl/Vpe- 8m and f3J

arc calculated using "rem and "ref obtained earlier. f3e is calculated using the value

ofthe effective phase velocity ofthe combline vpe = v;,. At the end, df is computed

using equation (5.22). The extra finger length for compensating the effect of the

finger line reference displacement is computed using the following equation.

. D
df' = ~ -df2 (5.27)

5.4 Obtaining the dimensions of a solitary microstrip combline

The steps required for obtaining the physical dimensions of a micros trip combline

diplexer is shown in this section. However, before going through the design steps,

it is required to identify the parameters which are known or assumed prior to

proceeding with computation.

For designing a combline in an open micros trip configuration, a suitable value of

finger periodicity p and a suitable width (wf) of finger line are taken first. Selection

of a particular copper laminated board gives the dielectric thickness, Le., the gap h

and the dielectric constant ("r)' We choose a copper laminated board with "r = 2.55
and the substrate thickness of 1.5 IIlIIl. Also we choose that for the present example

we will have finger widths of 1 mm (suitable for cutting the mask by a 1 IIlIIl tool).

Thus the finger line characteristic impedance for this case is 107 ohms [5J.

The equations presented in section 5.3 may be used for computing the finger

length of a solitary microstrip combline. The method of finding the dimensions of
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a solitary micros trip combline may be used for finding the dimensions of a pair of

coupled microstrip combline if few coupling properties are considered. The steps

required for obtaining such a pair of coupled microstrip combline which is a diplexer

is presented in section 5.6.

5.5 Obtaining the dimensions of a pair of coupled microstrip
comblines

.The way of obtaining the dimensions of a pair of coupled combline is similar

to that of a solitary micros trip comb line. A few modifications are required due

to the presence of the coupling properties of the two lines. The coupled or mutual

capacitance that comes into play due to the finger overlap of the two lines (described

in section 5.5) is mainly taken under consideration. The values of the different

parameters given in section 5.3 are accepted in obtaiuing the dimensions of a pair

of coupled combline.

The uncoupled characteristic impedances of the two lines are taken as charac-

teristic impedance of the device (Zo). With this known parameters in hand the

following steps are worked through for obtaining the line width (wf and wm) and

the length of the finger lines (If)'

Step-I With the known value of relative dielectric constant (Er) and the charac-

teristic impedance (Zf), the width-height ratio of the finger lines (wi/h) is

computed from figure 5.3. As the thickness of the substrate (h) is known

before hand the width of the finger line (wI) may be computed.

Step-II Using the known dielectric constant (Er) and the shape ratio obtained in

Step-I, the effective dielectric constant (Ere) is obtained from the semilog plot

. of figure. 5.4.

Step-III Now a value of Er= (effective dielectric constant of the main line) is

assumed, which should be slightly less than the value of Ere obtained in Step-

II.
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Step-IV Putting the value of "rem (obtained in Step-III) in equation (5.20) the

impedance of the main line (Zm) is now computed. All the terms used in

equation (5.20) are known except rim. However, for the first approximation

"'TIL iH taken to b(~Jf,CfO. For later it:(~l'at:iollH the value of dm COllieS frolll Step-V.

Step-V Now dm is computed with the help of equation (5.21). This dm is then

used to again find the value of main line impedance Zm using equation (5.20).

Step-VI With the values obtained in the above steps the finger length (If) for

comb- and herringbone- lines are obtained using equations (5.24) and (5.25)

respectively.

Step-VII The Zm obtained in Step-V is now used to asses the shape ratio (wm/h)
from the semilog plot of figure 5.3. From this step the process is looped back

to Step-2 until a steady value of finger length (lf) is obtained in Step- VI. If

a steady value of If is obtained then Step-VIII Is executed, 'otherwise the job

sequence is switched switch back to Step-II.

Step-VIII After obtaining If it remains to find the value of finger overlap. The

amount of finger overlap is determined from figure 5.5. The coupling capac-

itance is known from equation (3.20) and this capacitance is used to obtain

the finger overlap. The widths of the lines, Wm and wf are also obtained from

the shape ratio as h is known.

After completing Step-VIII all the dimensions of the diplexer become known.

These. dimensions may be used to fabricate a practical device.

5.6 The computer program used in this work for computing
the physical dimensions of a diplexer

A computer program named FIND-LF.BAS has been developed to compute the

physical dimensions of a diplexer from the optimized !2 vector given as its input.

The program is written in BASICand may be run by using a Quick Basic compiler
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Initialize the known and assumed parameters

Input the optimized ~ vector obtained from the output of
the optimization program OPT.FOR given in appendix B

Form the J matrix and obtain the coupled length (Lo)
from the optimized ~vector

Select a scaling f act or and scale the 1. mat.rix

Initialb:e 1',1'/1), e, f,-,'m, f,'rf, dm, Zf, n Ilnd h.
(the nomenclature of the terms are given in section 5.2)

Start shifting the J matrix by an amount delj .where
delj increases from 0 to 0.1 with step 0.005

Call the subroutine ZrnEre to compute "rei and
the shaperatio (ll1t1h) [rom the finger line impedance ZI

Do all the computations required to find Zm

Find the finger lengths of both comb- and herringbone- lines
using equations (5.24) and (5.25)

Print the line parameters: C12, Zit, v;,Wm, Zm and
the finger lengths (l I) of both the lines of the diplexer

No

Yes

8
Figure 5.5 Flow-chart of the program FIND-LF.BAS developed to find the
finger lengths of a diplexer. The program is given in appendix C.
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Figure 5.6 Plot of coupling capacitance vs. finger overlap for a
pair of coupled comblines with finger periodicity of 2.4 mm. The finger
width was taken as 1 rom. on a 1.5 rom thick dielectric substrate of
Er = 2.55 and finger line impedance --'-107 ohms.
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or interpreter. The program form the J matrix from the optimized !!. vector and

then scale and shift the J matrix according to the rules mentioned in section 3.4.

The degree of scaling may be controlled to select a suitable value coupled length

(Lo).

After scaling the ,1 matrix the program starts to shift the J matrix by an

amount delj. With each step of shifting, the program does all the job mentioned

in SteIrI to Step-VII of section 5.5. Thus the program computes the coupling

capacitance, main-line width, main-line impedance and the finger length of both

the lines for comb- and herringbone- structirres. The program generates a table

of data with series of shifted J matrix. From this data a suitable value of finger

length is chosen for design purpose. The only thing that is left to be found is the

amount of finger overlap mentioned in SteIr VIII of section 5.5. The finger overlap

may be found from a curve showing coupling capacitance against finger overlap.

The coupling capacitance is taken from the output of the program and the finger

overlap is obtained according t.o the process mentioned in section 5.7.

The flow-chart. of the program FTND_LF.BAS is given in figure 5.5. The program

uses a subroutine named ZMEREwhich handles the job of finding the characteristic

impedance of the finger line (Zj) and t.he shape ratio (wi/h). TIJis subroutine

actually simulate the search for Zj and wi/h in the curves shown in Figs. 5.3 and

5.4 respectively. The.program is given in appendix C.

5.7 Relationship between coupling capacitance and finger
overlap of a pair of coupled comblines

The coupling between two adjacent comblines in a microstrip diplexer is capacitive,
in nature. Actually this coupling capacitance is achieved with the interpenetration

of the finger lines, i.e., with finger overlap as shown in figure 1.9. As can be an-

ticipated from the law of capacitance, the coupling capacitance is proportional to

the amount of finger overlap. The behavior between a pair of coupled plain mi-

crostrip lines was explained by Bryant and Weiss, Milligan, Garg and Bah! [5] [12J
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and others.

The relationship between the coupling capacitance and finger overlap is shown

in figure 5.6. This curve shown in this figure is used to find the amount of finger

overlap which is a very important design parameter.

5.8 Summary.

Using the method presented in an earlier work [6J the equivalent circuit of

a solitary combline has been presented. The useful analytical expressions have

been presented. Necessary analytical expressions for eval~ating the characteristic

impedance, effective phase velocity and the finger length of a solitary combline have

been presented. The procedure of obtaining the dimensions of a solitary rnicrostrip

c-omhline haRbeen preR<mt.e<l.Next., tI", method of obt.aining t.he physical dimen-

sions of a pair of coupled cornblines (as used in a diplexer) has been presented. A

cOJJll'lJl;(~r"lJI.'ognuIlhas been devd()pl~d to o1Jtain the liue panuIlctcrs of a c{HnhlillC

diplexer. The equations and procedure presented in this chapter will be used in

designing a microwave forward coupled cornbline diplexer.
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CHAPTER 6

Designing the Diplexer

6.1 Introduction

A design example of a microstrip combline diplexer is presented in this chapter.

The ~ vector obtained after optimization in section 4.10 is taken as the design

example. For this design example it is necessary to necessary to choose a Cu-

clad laminate board and the values of a number of design parameters as shown

in section 6.2. The practical considerations necessary for designing a diplexer are

presented in section 6.3. The factors required to be taken under c.onsideration while

scaling and shifting J matrix are presented in section 6.4. The process of obtaining

suitable coupling capacitances is also presented in section 6.4.

Finally, a complete set of design values, Le., the physical dimensions of a herringbone-

and a comb- line diplexer are presented in section 6.5. These dimensions may be

used for fabricating a practical diplexer. The contents of this chapter are summa-

rized in section 6.6.

6.2 Choice of Cu-clad laminate board, finger periodicity,
finger line width and lower band edge frequency

For designing a micros trip coupled combline diplexer it is necessary to choose

a particular Cu-clad laminate board. For present design work a Cu-clad laminate

board having glass woven teflon substrate of thickness h = 1.5 nun and substrate

dielectric constant €r =2.55 has.been selected.
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N(~xl'" t.ll(~p(~riodicit,y ]J of fiflgpl.' lilWS ill Uw eOlnb- or Jwrrlughoue- lines of the

desired diplexer is chosen to be 2.4 mm. For this finger periodicity, the finger line

width wI is chosen to be 1 mm. Tlus value of finger width will permit to have a gap

of 0.2 mm between two adjacent fingers of a pair of coupled comblines. The lower

band edge frequency h is chosen at 1 GHz (guide wave length>' = c/(h,j€;) =
300/,j€; = 187.9mm).

6.3 Practical considerations for designing

There are several factors which should be taken into consideration for designing a

forward coupled microstrip combline diplexer. The optimized ~ vector, and hence,

the optimized J matrix obtained from computer optimization can not always be

directly used to obtain the physical dimensions of a diplexer. The characteristic

parameters like coupled and uncoupled capacitances, inductances, phase velocities,

characteristic impedances etc. obtained may not be physically realizable. So in

order to obtain physically realizable line parameters it is necessary to perform two

types of operations: i) scaling the J. matrix and ii) shifting the J matrix. Details

of these two types of operation have been presented in section 3.4.

The scaling of J. matrix is mainly reqlured for obtaining a suitable coupling

capacitance. As mentioned earlier (section 5.7) the coupling capacitance determines

the amount of finger overlap of the two comb- or herringbone-lines. For an operating

frequency of 1 - 2 GHz it is desired to have finger lengths in the range of 2 to 4 mm

due to the difficulties discussed in section 5.7. Scaling is done in such a way that the

coupling capacitances (I.e., C12 and C21) of the coupled lines of a diplexer (having

a substrate dielectric constant come in the range of 20 to 50 pF fm. This is done

because, for the selected finger periodicity of 2.4 mm and finger width of 1 mm,'

finger overlap in the range of 0.75 mm to 2.75 mm (figure 5.6) will be required to

achieve this range of coupling capacitance which does not exceed the desired finger
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unchanged.

,,
length. With this choice a good amount of separation remains between the finger

tip of one line and the other main-line. The derivable values of phase velocities are

within the range of 1.5 x 1011to 2.5 X 1011=/s. To keep the above mentioned

parameters in the desired ranges the scaling technique of J matrix is used.

6.4 Considerations regarding scaling and shifting of J matrix

It may be recalled from section 4.10 that the optimized r. vector for the desired

diplexer is:

r.' = [.598753 .59955 - .2156.71651 ].

From this r. vector, the J matrix may be formed as:

,l = [.598753 -.21:]
- .215 .599"

Here, it is noted that the coupled length of this diplexer is £0 = 6.71651 =. Using

this J and coupled length the output power values in dB at the output ports of this

diplexer are computed at different frequencies. The computed power plots of the

output ports and the computed relative phase plot (phase of port-2 with respect to

that of port-I) are presented in figure 6.5.

After obtaining a ,l matrix from the optimized r. vector, first the J matrix is

scaled by multiplication (described in section 3.4.1). This operation is done in such

a way that the coupled length £0 comes in the range of 100 to 250 = for the

selected finger width and periodicity values. While multiplying the J matrix by

a scaling factor it must be kept in mind that the coupled length £0 also has to

be divided by the same scaling factor to keep the characteristics of the diplexer

r

Equation (3.34) may be rewritten for a diplexer as

C _ 2 J12
12 -

wLR"
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Table 6.l.a Result of shifting 1.matrix by an amount L:!.j. Here L:!.j is varied from 0
to .028. The finger length given in this Table represents a herringbone-
line diplexer having coupled length of 201.49 mm. The data in this
Table is obtained from the output of the program FIND-LF.BAS given
in appendix C

• r;;'= [ .598753/30 .5995.5/30 - .215/30 6.7165 x 30 J
• Sealing fael()',. " = 30
• Coupled length £0 = 201.49 mm
• Coupling Capacitance Cj 2 = 45.6244 pF /m

I Line I L:!.j Zo in ohms v; in mm/s 1lJm in mIn Zm in ohms Finger length
.

1 0 94.18205 5.929957E+11 8.38148 30.90082 8.689165
2 0 94.02293 5.912069E+11 8.38148 30.94054 8.673311
1 .002 8'1.8'1923 4.8:;:;7!iE+ 11 7.280:;1 :14.0:\,,8(; 7.,,:\8,,:;(;
2 .002 84.75304 4.844384E+ll 7.35974 34.06441 7.528712
1 .004 78.88539 4.137595E+11 6.527505 37.14206

I
6.563409

2 .001 78)<20'11 .l.J 29G07E+ 11 6.,,27505 :17.18158 6.551811
1 ! .006 . 74.71554 3.616948E+11 5.847563 40.24923 5.713981
2 '.006 74.66849 3.610975E+11 5.789378 40.30153 5.700898
1 .008 I 71.62367 3.21921IE+11 5.291094 43.34304 4.965777
2 .008 i 71.58794 3.21158IE+11 5.291094 43.38229 4.95676

I 1 .01 I ~9.23~8 2.904082E+11 4.78758 46.43505 4.295668
2 .01 69.20,,68 2.90033E+11 4.78758 46.47418 4.287546
1 .012 i 67.32819 2.64711E+11 1.331982 49.52473 3.688722
2 .012 I 67.30547 2.644318E+11 4.288878 49.57897 3.67909, .014 65.77152 2.433885E+ 11 3.959134 52.61246 3.134109"
2 .014 65.75275 2.431288E+ 11 3.959134 52.6344 3.128781
1 I .016 64.475 2.25320:lE+11 3.611\376 55.66Hj]

I
2.624974

2 .016 , 64.45923 2.250989E+11 3.618376 55.71795 2.617298
1 .018163.37782 2.09816IE+11 3.340182 58.70531 i 2.151685
2 I .018 63.36438 2.096249E+11 3.306947 58.76099 I 2.144069

I
1 I .02 162.43692 1.963554E+ 11 3.052697 61.75987 1.706582
2 ! .02 62.42.532 1.961884E+11 3.052697 61.7983 1.70104
1 I .022 i 61.52085 1.845518E+ 11 2.817995 64.79018 1.859015
2 i .022 I 61.61074 1.844047E+11 2.817995 64.84793 1.864609
1 1.024 60.90615 1.74112E+11 2.601337 67.81298 2.131266.
2 .024 60.89726 1.739814E+11 2.601337 67.85112 2.13471

I 1 i .026 60.27492 1.648091E+11 2.401337 70.82794 2.401109
2 .026 60.26703 1.646923E+11 2.401337 70.86592 2.'104527
1 I .028 59.71325 1.564614E+ 11 2.238992 73.81541\ 2.667244
2 I .028 59.7062 1.563593E+ 11 2.238992 73.8533 : 2.67064
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Table 6.lob Continuation of Table 6.1.a. Here t!.jis varied from .030 to .060. The da,.
ta in tllis table is obtained from tlw output of the program FINDJ,F.BAS
g:ven in appendix C.

I
.

e f.' = [ .598753/30 .59955/30 - .215/30 6.7165 x 30 J
o Scaling factor x = 30

I
e Coupled length £0 = 201.'19 rnm
o Coupling Capacitance C12 = 45.6244 pF /m

Line I t!.j I Zif in ohms v;' in mm/s 'Wm in rom Zm in ohms I Finger length

, .03 I 5(1.21018 1.489352E+ 11 2.06685 76.81343 2.932449•
2 .03 ! 59.20385 1.488-101E+ 11 2.06685 76.8.5113 2.93.5824
1 .032 ! 58.75694 1.421062E+11 1.927119 79.78278

I
3.194165

2 .032 i 58.75122 1.420197E+ 11 1.927119 79.82034 3.197517
i 1 .0:)4 ! 58.:J46-16 11.35882!JE+ 11 1.778955 182.76262 : 3.454916
, 2 I .Q2,1, I 58.34126 1.3.'580.11';+11 1.778955 82.8 I :H.';8243
n---:O:~6-~7.97i92l-1.3018i5JZ-+ 11 1"'1:658(;8(; 85.71:10'1 l 3.712414

2 .03(; 57.9(;818 l.301l51E+ll , 1.658686 85.7501 3.715689
1 ! .038 I 57.63J 52 L2495-19E+11 1..146549 88.6531 3.9G7822
2 I .038 I 57.62719 1.248882E+ 11 1.546549 88.69021 3.971104
1 i .04 157.31829 1.201303E+ 11 1.441993 91.58226 I 4.22123

I 1.200688E+ 11
I

2 ! .04 07.311.3 1.44199:1 91.61921 I -1.22'1'19
1 .042 i 57.02986 1.156676E+11 1.:158018 94.47636 I 4.471549
2 .042 57.02618 1.1.';610.5E+11 1.3.';8018 94.51316 I 4.474789
1 .()/ltl ! !i(j.7~>:n7 1.11527E+l/ L2GG207 !l7.:~748G 'l.72D7'12
2 .044 I 56.75997 1.11474E+11 1.266207 97.41148 4.723959
1 1.045 56.51643 1.076748E+11 1.180604 100.258 4.967916
2 .046 56.51327 1.0762(;48+ 11 1.180604 100.29-15 I 4.971113
1 I .048 I 56.28594 [1.040816E+ 11 1.111851. 103.1083

I
5.212433

2 I .048 I 56.284 1.040355E+11 1.111851 103.1447 5.215612
1 I .0.5 .56.07;-;11 1.00722E+ 11 1.036683 105.!l626 i 5.455871
2 .Ob 56.07037 1.006788E+ 11 1.036683 105.9988 ! 5.159029
1 : .052 55.87339 9.757377E+10 .9753111 108.7855 .1.696873
2 i .052 ; 0').87083 9.7.133278+10 .96G5[)67 108.8388 5.700653
1 I .054 155.686';2 9AG17'17E+I0 . .9103065 111.6123 I 5.936821

~54 . 5558402 9.457942E+I0 .9103065 111.6482 ! 5.939939
1 .050 i 55.,:>1102 9.1836]';+10 .8572944 114.4089

I
6.174509

! 2 : .056 55.50876 9.180015E+I0 .8572944 114.4446 6.177609
! 1 I .058 I 55.34614 8.92142E+1O .7993361 117.2092 , 6.411161Ii 2 .058 ! 55.34401 8.918038E+1O .7993361 117.2448 I

6.414242

I
1 .060 155.19086 8.673864E+I0 .7527865 119.9805 6.()'~57
2 .060 55.18885 8.670668E+1O ! .7.127865 120.0159 6.648763: I
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It may be seen from the above equation that the coupling capacitance is directly

proportional to the off-diagonal element of the J matrix and inversely proportion-

al to the lower band edge frequency of the diplexer. For a fixed band of operating

frequency the off-diagonal element of the J matrix is to be incremented or decre-

mented if it is desired to respectively increase or decrease the coupling capacitance.

For the selected ~ vector the coupling capacitance is found to be:

2 (.215/30)
C12 = 2 !JX5= 45.6244 pF /m

7l" 1 x 10 0

The off-diagonal elements of a J matrix can be changed by scaling the J matrix

as indicated in section 6.5.

In the next step the J matrix is shifted by adding a small quantity (say, t!..j

which may be +ve or -vel with the diagonal elements of the J matrix. This is done

to select a desirable value of finger length, because the finger length is a function1

of the off diagonal elements of the J matrix. With each step of J matrix shifting,

the characteristic parameters and the finger lengths are also computed.

To obtain a suitable finger length the ,l matrix is shifted according to the rule

mentioned in section 3.4.2. The J matrix is gradually shifted by adding a constant-

ly increasing quantity (t!..j) with the diagonal elements of the J matrix (Le., J11

and JI2). In the process of shifting, at some point, realizable valnes of coupling

capacitances and finger lengths are obtained. The values that come in the process

of ,l matrix shifting technique are listed in tables 6.1.a - 6.2.b. The shifting of

J matrix is done by running the program FINDJ:,F.BAS (given in appendix C).

The data listed in tables 6.1.a - 6.2.b represent the output of this program written

in Quick Basic. The change of uncoupled characteristic impedance (Zit), uncou-

pled phase velocity (v;), main-line width (wm), the main-line impedance (Zm) and

the finger length (If) with the amount of shifting (t!..j) are given in table 6.1 for

lThe nature of relationship between the finger length and the amount by which the diagonal
elements of ,1 are is shifted is latter shown in Figs. 6.:l and 6.4
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Table 6.2.a Result of shifting ,L matrix by an amount Aj. Here Aj is varied from
o to .028. The finger length given in this Table represents a Combline
diplexer having coupled length of 201.49 mm. The data in this Tac
ble is obtained from the output of the program FIND..LF.BAS given in
appendix C

.

• f}' = [ .598753/30 .59955/30 - .215/30 6.7165 x 30]
• Scaling factor x = 30
• Coupled length Lo = 201.49 mm
• Coupling Capacitance CJ 2 = 45.6244 pF /m

Line Aj Z;I in ohms ". / UJm in rnm Zm in ohms Finger lengthvp In rom s

1 0 94.18205 5.929957E+ll 8.38148 30.90082 13.49306
2 0 94.02293 .5.912069E+ 11 8.38148 30.94054 13.4687
1 .002 84.84923 4.8,5575E+ll 7.28651 34.03586 11.68929;
2 .002 84.75304 4.844384E+ll 7.35974 34.06441 11.67472
1 .004 78.88539 4.137595E+ll 6.527505 37.14206 10.12,594
2 .004 78.82041 4.129607E+ll 6.527505 37.18158 10.1073
1 .006 74.71554 3.616948E+ll 5.847563 40.24923 8.734396
2 .006 74.66849 3.610975E+ll 5.789378 40.30153 8.712143
1 .008 71.62367 3.219241E+ 11 5.291094 43.34304 7.48,5154
2 I .008 71.58794 3.214581E+ll 5.291094 43.38229 7.470037
1 .01 69.2338 2.904082E+ll 4.78758 46.43,50,5 6.346313
2 .01 69.20568 2.90033E+ll 4.78758 46.47418 6.332463
1 I .012 I 67.32819 2.64741E+ll 4.331982 49.52473 5.298165
2 I .012 67.30547 2.644318E+ll 4.288878 49.57897 5.28099
1 .014 65.77152 2.433885E+ 11 3.959134 52.61246 4.325912
2 .014 65.75275 2.431288E+ 11 3.959134 52.6344 4.317562
1 .016 64.475 2.253203E+11 3.618376 55.66161 3.423666
2 .016 64.45923 2.250989E+ 11 3.618376 55.71795 3.409108
1 .018 63.37782 2.098161E+ll 3.340182 58.70531 2.574659
2 .018 I 63.36438 2.096249E+ 11 3.306947 58.76099 2.560614
1 .02 . 62.43692 1.963554E+ll 3.052697 61.75987 1.767704
2 .02 62.42532 1.961884E+ll 3.052697 61.7983 1.757645
1 .022 61.62085 1.845518E+ 11 2.817995 64.79018 2.14422
2 .0221 61.61074 1.84404 7E+ 11 2.817995 64.84793 2.15579
1 .024 60.90615 1.74112E+ll 2.601337 67.81298 2.750398
2 .024 60.89726 1.739814E+11 2.601337 67.85112 2.758052
1 .026 60.274!J2 I.G480911':+ II 2.'101337 70.82794 3.:l429:n
2 .026 I 60.26703 1.646923E+ll 2.401337 70.86592 3.350425
1 .028 59.71325 1.5646441':+11 2.238992 73.81548 3.920262
2 .028 59.7062 1.5G:l5!J3E+ 11 2.2:l8992 73.8533 3.92761:l
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Table 6.2.b Continuation of Tabl~ 6.2.a. H~re!!J.j iRvaried from .0301.0 .060. Th~ na-
ta in thi" table i" obtained flom the output of the program FlND..LF.llAS
given in appendix C.

0'2' = [ .598753/30 .59955/30 - .215/30 6.7165 x 30]
o Scaling factor x = 30
•. Coupled length £0 = 201.49 mm
o Coupling Capacitance CI2 = 45.6244 pF /m

Line !!J.j Zo- in ohms v; in rnm/s Wm inmm Zm in ohms ! Finger length

1 .. O:J 59.21018 1Jl89352lH 11 2.0G685 7G.81343 4.488529
2 .03 59.20385 1.48840lE+ 11 2.06685 76.85113 4.495749
1 .032 58.75694 1A21062E+11 1.927119 79.78278 5.04348
2 .032 58.75122 1.420197E+ 11 1.927119 79.82034 5.050573
1 .034 i 58.34646 1.358829E+11 1.778955 82.76262 5.590447
2 .034 I 58.34126 1.35804E+ 11 1.778955 82.8 i 5.597417
1 I .036 I 57.97292 1.301875E+ 11 1.658686 85.71304

I
6.125572

2 ! .036 I 57.96818 1.30115lE+11 1.658686 85.7501 6.132391
1 .038 I 57.63152 1.249549E+ 11 1.546549 88.6531

I
6.651484

2 .038 I 57.62719 1.248882E+11 1.546549 88.69021 6.658232
1 I .04 57.31829 1.201303E+ 11 1.441993 91.58226 7.168623
2 .04 57.3143 1.200688E+ 11 1.441993 91.61921 7.175267
1 .042 57.02986 1.156676E+ 11 1.358018 94.47636 I 7.675329
2 .042 57.02618 1. 156105E+11 1.3158018 94.513] (j I 7.68]875
1 I .044 56. 7~:;37 1.11527E+11 1.266207 97.3748G

I
8.175:397

2 .044 I 56.7,,997 1.11474E+11 1.266207 97.41148 8.181844
1 I .045 .56.51643 1.076748E+ 11 1.180604 100.258 8.6G74]6
2 .046 56 ..51327 1.0762ME+11 1.180604 100.2945 8.67377
1 .048156.28694 1.040816E+11 1.111851 103.1083 9.150455
2 .048 56.284 1.040355E+ 11 1.111851 103.1447 9.156721
1 \.05 56.07311 1.00722E+ 11 1.03G683 105.9626

I
9.627443

2 .05 56.07037 1.006788E+11 1.036683 105.9988 9.633619
1 .052 55.87339 9. 757377E+ 10 .9763111 108.7855

I
10.09615

2 .0;'2 ;';'.87083 O.7;;3327E+ 10 .066,,067 108.8:\88 10.1033"I

1 I .054 55.68642 9,461747E+10 .9103065 111.6123
i

10.5,5909,
2 .0;;4 :;;:;.68402 9.4:;79.'J2E+1O .9103065 111.G482 10.5G51
1 .05G ;:;:;.51102 9.183GE+ 10 .8572941 114.4089 I 11.0143
2 .0,56 55.50876 9.180015E+I0 .8572944 114.4446 I 11.02022
1 .0,58 ,55.34614 8.92142E+10 .7993361 117.2092 11.46394
2 .058 55.34401 8.9180:38E+10 .7993361 117.2448 11.46978
1 .06 i 55.19086 8.673864E+10 .7,52786:; 119.9805 I 11.90629
2 .06 8.670668E+10 .7527865 120.0159 I 11.91205I 55.18885 ,
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Figure 6.1 The uncoupled phase velocity v; vs. tlj plot of a comb-
and herringbone- line diplexer having coupled length of 201.49 mm. The
refereuce 1.matrix is:

J = 2. [ 0.598753
- 30 -.215

-.215 ]
0.59955
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Figure 6.2 The main line impedance Zm and uncoupled characteris-
tic impedance Zo' vs. 6.j plot of a comb- and herringbone- line diplexer
having coupled length of 201.49 mm. The reference 1.- matrix is:

J = ~ [ 0.5.98753 -.215 ]
- 30 -.215 0.59955
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Figure 6.3 The main line width Wm and finger length if vs. /::;.j plot
of a herringbone-l£ne diplexer having coupled length of 201.49=. The
reference J matrix is:

J=~ [- 30
0.598753
-.215

-.215 ]
0.59955
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Figure 6.4 The ma.in linc width 10m andfingcr lcngth If VS.

plot of a combline diplexer having coupled length of 201.49 =.
reference J matrix is:

~j
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J = !- [0.598753
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Figure 6.5 The characteristics of the designed diplexer. The cor-
responding f. vector is shown in table 6.1 and 6.2. a) Power against
frequency plot, b) Tela,tive phase l'2'!}gle of channel-2 with respect to

I
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a coml,linc diplcxer. Similar dat.a for IwrringlJOnc-linc diplcxer arc presented in

table 6.2. The data presented in tables 6.1.a - 6.2.b'have been used for plotting

figures 6.1 - 6.4.

The amount by which ,l matrix is shifted (Le., f),.j)2 from a reference J matrix3

is taken as the x-axis of the plots. The uncoupled phase velocity v; against f),.j plot

is shown in Fig 6.1. The variation of the finger. length and the main line width

with changing f),.j is shown in figure 6.2. The variation of uncoupled chamcteristic

impedance and main line impedance with f),.j of a herringbone- and comb- line

are shown in Figs. 6.3 and 6.4 respectively.

6.5 The design values
r IJ

Thirty one values of f),.j have been considered for computing the values of Zil, v;, I,.

main-line width wm, Zm, finger lengths of the two coupled comblines of which both

the lines are in comb form (table 6.1). Similarly table 6.2 contains similar values for

the coupled comb line system with the two lines in herringbone form. For the design

of diplexer under consideration either combline (from table 6.1) or herringbone-line

(from table 6.2) may be chosen.

Any of the values of f),.j which gives finger lengths in the range of 3 to 5 rom may

be taken as the accepted amount of shifting to be done. This amount of shifting is

performed on the reference, Le., the optimized and scaled J matrix to obtain the

final J matrix which is used to obtain the dimensions of the diplexer.

In this research, t:..j is accepted as 0.036 for herrin.qIJOne-line from table 6.1.b.

With this amount of shifting finger lengths for line-1 and liue-2 are found to be

3.712414 (~ 3.712) rom and 3.715684 (approx3.716) rom respectively. The mainline
. .

width for herringbone-lines (wm) are found to be 1.658686 (~ 1.659) rom for both

2.6j-i~represented hy I."hevariable delj in the program FIND_TJF.BAS

"The optimized!!. vector obtained from table 4.2.b is used as the reference 1- matrix
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Table 6.3 The physical dimensions of a herringbone- and
a comb- line diplexer required for fabricating a
practical diplexer. The diplexers under consider-
ation have operating bands in ranges of (1 - 1.3)
GHz and (2 - 2.3) GHz.

Physical dimensions of diplexer
.

.Precision upto maximum three decimal digits is considered
for the design data presented in this table

.

• Coupled length (£0)

• Finger line width (1IIj)

• Substrate thichness (h)

• Finger periodicity (P)

••Finger overlap

* For herringbone-line:
• Finger length of line-l
•• Finger length of line-2
••Main-line width (111m)

* For comb-line:

•• FiDi':~rlength of line-l
• Finger length of line-2
••Main-line width (w;,.)
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201.49 mm .

1.0 mm .

1.5 mm .

2.4 mm .

2.4mm.

3.712 mm .
3.716 mm .
1.650 mm.

3.920 mm.
3.02Smm .
2.239 mm.
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Figure 6.6 . The schematic diagram of the comblinc diplexer with ob-
tained design values as indicated in table 6.3. The figure is drawn in 3:1
scale.
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Figure 6.7 The schematic diagram of the herringbone-line diplexer
with obtained design values as indicated in table 6.3. The figure is drawn
in 3:1 scale. .
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the lines. As mentioned e"rlier, the width of the finger lines "re accepted as 1 rom

for both the lines. As shown in section 6.4 and tables 6.1 and 6.2, the coupling

capacitwnce is found to be 45.6244 pF fm. Using this coupling capacitance the

amount of finger overlap is found out with the help of figure 5.6. In this case, the

finger periodicity has been taken as 2.4 rom and the amount of finger overlap is

found to be 2.4 rom from the graph (figure 5.6).

For a comb-line diplexer, IJ.j is accepted as .028 from table 6.2.a. All the other

dimensions except the finger length and the main-line width remain the same as

that of herringbone-line. The finger' lengths of line-1 and line-2 are found to be

3.920262 (~ 3.920) rom and 3.927613 (~ 3.925) rom respectively from table 6.2.a.,/

From the ~ame table the main-line width ofline-1 and line-2 are found to be 73.81548

(~ 73.815) mm and 73.8533 (~ 7i:R5:\)lnm respectively.
"' ..

The physical dimensions of a diplexer for both herringbone- and comb- line

configurations are shown in table 6.3. The designs are .schematically presented in

figure 6.6. A drawing of the designed diplexer is presented in figures 6.6 and 6.7.

This drawing is prepared using 2:1 scale. This drawing shows that thisdiplexer can

be fabricated by using usual photolithographic and etching techniques without any

difficulty.

6.6 Summary

The design values of a practical diplexer have been obtained through scaling

and shifting of ,1 matrix. Finally the physical dimelL',ionsof the desired combline

diplexer have been presented for rcalh",tion in the form of two coupled comblines

and also in the form of two coupled herringbone-lines.
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CHAPTER 7

Discussions and suggestions for future work

7.1 Discussions

A computer optimization based method for designing a microstrip combline

diplexer has been presented. This work utilizes the theory of generalized coupled

lines. In this work the ~ vector of a diplexer is obtained by computer optimization

of the elements of this vector for obtaining the desired bands of operation of the

output ports of the diplexer. For this optimization job the ~ vector of a 3dB

directional coupler has been taken as a starting point. This starting point is not

unique. However, it appears that such a starting point works well for the desired

design of a diplexer. It has.been observed that the two operating bands of the two

ports can not be brought very close to each other, because the behaviour of a pair of

.coupled comblines does not permit to do so. As a result of this, contiguous channel

type diplexers can not be realized using this type of coupled comblines.

The characteristics of such a diplexer show that the output 'power level within

the operating band of output port-l is not the same as the input power level. This

is because of the fact that in the useful band of output port-l small amount of

power remains at the other output port. Similar explanation holds for the power

at the output port-2 within its operating band. This behaviour makes this diplexer

somewhat different than the conventional diplexers. However, this does not prohibit

.the use of such diplexers in communication networks. Even if, within the operating

bands of output ports, the same power level as the inpnt port is required then this

can be obtained by making an additional arrangement. In this arrangement one
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simple solid state identical amplifier can be added at each output port as shown in

figure 7.1. The resulting device can still be in one micros trip substrate board. This

means that the diplexer along with the solid state amplifiers can be fabricated in

Monolithic Microwave Integrated Circuits (MMIC) form.

In selecting the solid state amplifiers care must be taken so that the operating

band (flat characteristic) of such an amplifier is wider than the operating band of

the corresponding output port. The addition of these solid state amplifiers provides

with additional facility of adjusting the output power level to the desired level.

tput 2

tput 1Ou
Solid state amplifier 1

ut Combline micros trip
diplexer

Solid state amplifier 2
Ou

Inp

Figure 7.1 The modified diplexer after adding the solid state amplifiers
with the output ports. The combline diplexer and the solid state amplifiers
are on the same substrate board.

7.2 Suggestions for future work

A-suggestion for possible future work for the microstrip diplexer is presented in

subscctioll 7.2.1. Bcsidcs this, further extension afthe design method of the present

type of diplexer are presented in subsections 7.2.2 and 7.2.3.

7.2.1 Developing an analytical design method

As mentioned in section 6.1 the design method presented in this thesis is based

on computer optimization. It would be interesting to investigate the possibility of
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developing an analytical method. An analytical method will be much more simple

in application. It is hoped that if an analytical method could be developed then one

would be able to find out the f1exibilities in the design .. Also, using an analytical

method, the computation time required for a design job can be significantly reduced.

So developing an analytical method for designing such a diplexer is expected to be

very useful for understanding the behaviour of the coupled line system.

7.2.2 Developing a design method for a microstrip combline triplexer

The design procedure of a diplexer presented in this thesis may be extended for

designing a triplexer. In case of a triplexer there will be three microstrip lines one

of which will be direct and the other two will be coupled lines. The equations of an

n-line coupled system presented in chapter 2 are applicable for such a triplexer. It

is expected that by extending the same optimization and computation technique it

will be possible to develop a design method for a triplexer. For the computational

purpose, new programs to find eigenvalues, eigenvectors and scattering matrix will

be required. It is worthwhile to investigate whether the same optimization algorithm

(Le., the steepest descent algorithm) works for the triplexer design.

7.2.3 Developing a designing method for microstrip combline quadru-
plexers, quintoplexers and n-channel multiplexers

If the design of a triplexer seems to work satisfactorily, one may go for designing

a quadruplexer. The idea then can be extended for quintoplexer and in general for

multiplexers. The mathematical models of these multiplexers will require matrices

of higher orders and the computations will naturally be more complicated. The

higher the number of channels the more complex is the computational procedure.

Besides, the behaviour of the coupled combline system is expected to be quite

complicated. The computations for optimization will become more and more time

consuming because of the increase in the number of independent variables. As

a result a powerful optimization method will be required. Probably the quasi-
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Newton method is expected to provide good results. For finding the eigenvalues and

eigenvectors of a multiplexer it is advisable to use mathematical routines provided

by any programming language or mathematical packages (like Matlab or Mathcad).
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Appendix A

List of the computer program for obtaining the power and
relative phase

characteristics of the ports of a diplexer

***********************************************************************
* *
* Name of the program PAL.FOR *
* Language FORTRAN77 *
* Programmer: Md. Sayeed Altmal *
* *
***********************************************************************
* ** This program may be used to compute the POWER and RELATIVE PHASE *
* of the two lines of a diplexer at different frequencies between *
* a to 4.0 GHz. This program has been used in this work to create *
* data-files for plotting POWER against FREQUENCY and RELATIVE *
* PHASE against FREQUECY characteristics. *
* *

The following \e vectors have been used to make data files
required for plotting the curves shown in Figs.4.6 to 4.23.

***********************************************************************

COMPLEX Cl, C2, C3, C4, S(2,2), SO, CHECK
REAL N, J, L, Ll, L2, L3, L4, Fa

DIMENSION E(4), J(2,2), B(2), Q(2,2)
* DATA E/.646, -.5523, -.501, 1.536 /
* DATA J/.646, -.2, -.2, .5523 /

*********************************************************************
*
*
*
**********************************************************************

************ Data with only varying E(l)=dl *****~********
*
* DATA E/ 1.5, .5, -.2, 6.0 /
* DATA E/ 1.0, .5, - .2, 6.0 /
* DATA E/ 0.75, .5, -.2, 6.0 /
* DATA E/ 0.5, .5, -.2, 6.0 /
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* DATA EI 0.25, .5, -.2, 6.0 1
* DATA EI 0.0, .5, -.2, 6.0 1

************ Data with only varying E(2)=d2 *************
* DATA EI .5, 1.5, -.2 J 6.0 1
* DATA EI .5, 1.0, -.2 •.6.0 1
* DATA EI .5, 0.75, -.2, 6.0 1
* DATA EI .5, 0.5, -.2, 6.0 1
* DATA EI .5, 0.25, - .2, 6.0 1
* DATA EI .5, 0.0, - .2, 6.0 1

************ Data with qnly varying E(3)=c1 *************
* DATA EI .50001, .5, -.01, 6.0 1
* DATA EI .50001, .5, -.1, 6.0 1
* DATA EI .50001, .5, -.3, 6.0 1
* DATA EI .50001, .5, -.6, 6.0 1

************ Data with qnly varying E(4)=Lq *************
*
* DATA EI .50001, .5, -.2, 2.0 1
* DATA EI .50001, .5, -.2, 6.0 1
* DATA EI :50001, .5, -.2, 10.0 1
* DATA EI .50001, .5, -.2, 15.0 1

+++*+++++*+++*+*+++ Data from the paper *****************
* DATA E/.646, .5523, -.501, 15.36 1

*+++++*++********** Starting 0 voctor .+•••••••••••••••••
* DATA E/.646, .5523, -.2, 6.7 1

****************** Test e vectors •• * ••••• * ••••••••••••••
.DATA EI 2.0, 1.0, -.2, 6.0 1

J(1,l) =
J(2,2) =
.,1(1,2) =
J(2 ,1)

E(1)
E(2)
E(3)
J(l,2)

PI = 3.1415927
ICOUNT = 0
ISIGN = -1

*****************
*
* Cqmputing the EIGENVALUES: B(l) & B(2) qf J matrix
******************

Bl (J(l,l)+J(2,2)
B2 = SQRT( ( J(l,l)+J(2,2»**2 - 4.0*( J(l,l)*J(2,2)-J(l,2)

+ *J(2,l) ) )
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B(l) = (Bl + B2) / 2.0
B(2) = (Bl B2) I 2.0

WRITE(*,10) B(l), B(2)
10 FORMAT( 'Eigenvalues are:

+ fl0.8 )
B(l) = ',fl0.8, , B(2) =

******************
** Time to find Eigenvectors of J matrix using B(l) & B(2)
*******************

Q(1,l) = 1.0
Q(2,l) = 1.0

DO 20 1= 1, 2
Q(1,2) =( B(I) - J(l,l) ) / J(l,2)

N = SQRT( 1.0 + Q(I,2) * Q(I,2) )

*****************
** Normalization of Eigenvector elements:
******************

Q(I,l) =
Q(I,2)

20 CONTINUE

1.0 / N
Q(I,2)/N

I~

WRITE(*,30) «Q(I,K), K=l, 2 ), 1=1, 2)
30 FORMAT(II'The Eigenvector Q is: " 2(f20.8), /21x, 2(f20.8»

L = E(4)
Ll L * B(l)
L2 L * B(2)

********************************************************************
** Open files here if necessary for writing data files of
* POWER and RELATIVE PHASE against FREQUENCY.
*
********************************************************************
*

*

OPEN( 8, FILE
OPEN( 9, FILE

'D:\AKMAL\DAT\fig424B.dat')
'D:\AKMAL\DAT\PHS424B.DAT')

**************************************************************

DO 40 F = .02, 4, .02
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L3 " Ll * F
L4 " L2 * F
C3 (0,-1)* L3
C4 = (0,-1) * L4

* PRINT *, 'L3, L4, C3, C4' L3, L4, C3, C4

Cl = CEXP( C3 )
C2 = CEXP( C4 )

* CHECK = ( Q(1,1)**2 ) * Cl + ( Q(2,l)**2)*C2
* PRINT *, 'CRECK = ',CHECK

******************
** Computing Scattering matrix Sbi
*******************

DO 50 I = 1, 2
DO 50 K = 1, 2

S(I,K) = Q(l,I) * Cl * Q(l,K) + Q(2,I) * C2 * Q(2,K)
50 CONTINUE

* WRITE(*, 60) f, ( ( S(I,K), K=l,2), I=l,2 )
60 FORMAT(//'The For~ard Scattering matrix Soi : at f= "

+ flO.8, /12x, 2(f12.8), 5x, 2(f12.2), /12x, 2(f12.8),
+ 5x, 2(f12.8), //)

****************************
** Computing OL~PL~ POWER of the t~o lines
*****************************

POl = 20.0 * ALOG10( CABS( S(l,l) ) )
* PHIl = ATAN( IMAG(S(l,l)) / REAL(S(l,l)) )*180/PI

P02 = 20.0 * ALOG10( CABS( S(l,2) ) )
* PH:2 = ATAN( IMAG(S(l,2)) / REAL(S(1,2)) ) * 180/PI

****************************
** Computing REALAT:VE PHASE bet~een the t~o lines
*****************************

PHIR = ATAN( (IMAG(S(l,2))*REAL(S(1,1))- REAL(S(l,2))*
+ IMAG(S(l,l)) ) /(REAL(S(l,l))*REAL(S(l,2)) +
+ IMAG(S(l,l))*IMAG(S(l,2)) ) ) *180/PI
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IF (PHIR .LT- 0) NSIGN = -1
IF (PHIR .GT. 0) NSIGN = 1

IF (ISIGN .NE. NSIGN) ICOUNT = ICOUNT + 1

ISIGN = NSIGN

IF ( ICOUNT .EQ. 0 .OR. ICOUNT .EQ. 1) MCOUNT = 1
IF ( ICOUNT .EQ. 2 .OR. ICOUNT .EQ. 3) MCOUNT 3
IF ( ICOUNT .EQ. 4 .OR. ICOUNT .EQ. 5) MCOUNT = 5
IF ( ICOUNT .EQ. 6 .OR. ICOUNT .EQ. 7) MCOUNT 7
IF ( ICOUNT .EQ. B .OR. ICOUNT .EQ. 9) MCOUNT = 9
IF ( ICOUNT .EQ. 10 .OR. ICOUNT .EQ. 11) MCOUNT 11
IF ( ICOUNT .EQ. 12 .OR. ICOUNT .EQ. 13) MCOUNT = 13
IF ( ICOUNT .EQ. 14 .OR. ICOUNT .EQ. 15) MCOUNT = 15
IF ( ICOUNT .GT. 15) THEN

PRINT * ' Angle Exceeds 1530 degrees.',
PRINT *,, To handle this please add more IF statements here.'
STOP

END IF
PHIRF = (90.0 + PHIR) + MCOUNT * 90.0

* IF (PHIR .LT. 0.0) PHIRF = (90.0 + PHIR) + 90

* XX = TAN(PHIR*PI/1BO.0) - TAN(PHIRF*PI/180.0)

*****************************************
** Writing Frequency, Power and Relative phase in the data files
******************************************

WRITE(B,*) F, POl, P02
~RITE(9,*) F, PHIRF

* PRINT*, ICOUNT, PHIR, PHIRF, XX

40 CONTINUE

END

************************************************************************
*
*
*

END of the program *
*
*************************************************************************

************************************************************************
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Appendix B

Y..•ist of the computer program for optimizing the ~ vector

of a diplexer

************************************************************************
* *
* Name of the Program: OPT;FOR *
* Language FORTRAN77 *
* Programmer: Md. Sayeed Akmal *
* *************************************************************************

This is the main optimization program. The flowchart of this
main program is given in Fig. 4.29(a) and the flowchart of the.
subroutine EP~OR is given is Fig. 4.29(b). Please refer to sec-
tion 4.9 for detailed description of the algorithm of this pro-
gram.

*
*
*
*
*
*
**.
*
*
*
*

This is the main optimization program. This
optimize the [e] matrix so that the maximum
ained at the output port of the two lines at
of frequencies.

program is used to
power may be obt-
two selected bands

*
*
*
*
*
*
*
*
*
*
*
*************************************************************************

REAL E(4), U(4), V(4)
INTEGER COUNT

TERR ~ 100.0
DELX = .00075
COUNT ~ 0

******************** Some sample e vectors ***********************

* DATA'E / 0.646, 0.5523, -.2, 6.7/
* DATA E / 0.75, 0.5, -.2, 6.0 /

* DATA E /.5991923, .5991077, -.2046001, 15.3346700 /
* DATA E /.604177, .6037722, -.2400954, 6.702775 /
* DATAE /.,55, .56, -.20, 6.0/

*****
* The optimized e vector .

e = [.5990006 .5992994 -.215 6.715999]
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*******************************************************************

********************************************************
*
* VERIABLE IDENTIFICATION:
* -----------------------
*
* TERR Temporary Error.
*
* delx Value of Increment or Decrement.
*
* PERR Previous Error with which recent Error is compared.
*
* E Original E Matrix, [ J11 J22 J12 L J
* or, [ Cl C2 dl LO ]
*
* U Holds the currently Optimized E Matrix.
*
* V Temporary Matrix containing the values of U Matrix on
* .which the ERROR Subroutine operates •
*
*******************************************************

DO 110 I = 1, 4
110 U(I) = E(I)

***********************************
** Open file for writing data for Tables 4.1 and 4.2
* OPEN ( 8, FILE = 'D:\AKMAL\DAT\TAB1.DAT' )
*
***** **** * ** ****** **'* **** ** * * * * ****

300 CALL ERR~R ( U, ERR, POWER )
PER.ll.= ERR
COUNT = COUNT + 1

PRINT*, 'Iteration = ',COUNT,'ERROR=',ERR,'POWER=',POWER
* PRINT *, 'THE NEWe VECTOR:'
* WRITE (*,163) U(l), U(2), U(3), U(4)

WRITE (8,173) COUNT, (U(I),I=1,4), ERR, POWER
173 FORMAT(I4,'& ',4(F8.6,' & '),F9.6,' & ',F9.6,' \\ \hline')
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150 FORMAT (/'ERR: " F16.10,1 )
160 FORMAT ( 4 (F16.10) )
170 FORMAT ( I3, 6(F12.8) )

IF (PERR .GE. TERR ) GOTO 600

DO 120 I = 1, 4
120 V(I) = U(I)

DO 500 I = 1, 4
V(I) = U(I) + DELX

CALL ERROR ( V, ERR, POWER)
IF ( ERR .LT. PERR ) GOTO 400
V(I) = U(I) - DELX

CALL ERROR ( V, ERR, POWER )
IF ( ERR .LT. PERR ) GOTO 400
V(I) = U(I)

400 TEMP = U(I)
U(I) = V(I)
vcr) = TEMP

500 CONTINUE

TERR = PERR
GOTO 300

*

600 PRINT *

END
OPTIZATION COMPLETE-------------'

*
* MAIN PROGRAM ENDS HERE .
*****************************************************************
****************************************************************

SUBROUTINE ERROR ( E,ERR, POWER)

****************************************************************
*
*
*

SUBROUTINE : ERROR *
*
*

r

****************************************************************
COMPLEX C1, C2, C3, C4, S(2,2), SO, CHECK
REAL N, J, L, L1, L2, L3, L4
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DIMENSION E(4), J(2,2), 8(2), 0(2,2)

***************
* YR is the reference value around which error is computed
***************

YR = 0.1
J(l,l) = E(l)
J(l,2) E(3)
J(2,l) = E(3)
.:(2,2) E(2)

************************
*
*
*

Computing the EIGEN VAUES: 8(1) & 8(2) of J Matrix

************************
81 = J(l,l) + J(2,2)
82 SQRT( 81*81 - 4.0 * ( J(l,l)*J(2,2) - J(l,2) *

+ J(2,l) ) )

8(1)
8(2) =

( 81 + 82 ) / 2.0
(81 82) / 2.0

I

**10
* +

"'RITE(*,
FORMAT (,

10) 8(1), 8(2)
Eigen Values are:
& 8(2) = " Fl0.8

8(1) =
)

'Fl0.8,

,.
I

**************************
** Time to find Eigen Vector of J matrix using 8(1) & 8(2)
***************************

0(1,1) = 1
0(1,2) = 1
0(2,1) = ( 8(1)-J(l,l) ) / J(l,2)
N = SORT( 1 + 0(2,1)*0(2,1) )

Q(l,l) = 0(1,1) / N
0(2,1) = 0(2,1) / N

0(2,2) = ( 8(2) - J(l,l) ) / J(l,2)
N = SORT( 1 + 0(2,2)*Q(2,2) )

0(1,2) = 0(1,2) / N
0(2,2) = Q(2,2) / N

************************************************
*
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PRINT*. 'Eigen Values: '.B(1).B(2)

PRINT*.'The J matrix:'
PRINT*, J(l.l). J(l,2)
PRINT*. J(2.1). J(2.2)

PRINT*. 'The Eigen Vector of the above J matrix .,
P~INT*. Q(l.l). Q(l,2)
PRINT*, Q(2,1), Q(2,2)

* Use This Segment if you wish to print the values of
* "Eige:n.Values" and the "Eigen Vector" .

************************************************
*
*
*•
•
*
*
*
*
*
***********************************************

L = E(4)
'..1 L * B(l)
L2 = L * B(2)

***********************
• Initializing errors for line-l (ER1) and line-2 (ER2)
***********************

ERl = 0
ER2 = 0
DO 100 II = 1, 2

IF (II .EQ. 1) THEN
Fl = 1.0
F2 1.3

ELSE
Fl = 2.0
F2 = 2.3

ENDIF

DO 40 F = Fl. F2 • .04

L3 Ll * F
L4 = L2 * F
C3 = (0.-1) • L3
C4 (0.-1) * L4

Cl = CEXP(C3)
C2 = CSXP(C4)

**************************
*
*
*

Computing SCATTERING MATRIX Soi
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**************************

50
+

DO 50 I =
DO 50 K =

S(I,K)

CONTINUE

1, 2
1, 2

Q (1, I)
Q(2,I)

* Cl * Q(I,K) +
* C2 * Q(2,K)

**************************
* WRITE(*,60) F, ( ( S(I,K), K=1,2 ), 1=1,2 )

FORMAT(II'The Forward Scattering Matrix Soi : at f =
f4.3, 112x, 2(f12.8), 5x, 2(f12.2), 112x,
2(f12.8), 5x, 2(f12.8), II)

** 60
* +
* +
***************************

Computing POWER & ERROR*
*
***************************

IF ( II .EQ. 1 ) THEN
P02 = 20 * ALOG10( CABS( S(l,2) ) )
ER2 = ER2 + ABS( YR - P02 )

ELSE
POl = 20 * ALOG10( CABS( S(l,l) ) )
ERl ERl + ABS( YR - POl )

ENDIF
************* Writing in the data file opened earlier ************

WRITE(8,*) F, POl, P02

40 CONTINUE

\ 100 CONTINUE

ERR = ERl + ER2
POWER = POl + P02

PRI17 *, ER1, ER2, ERR, POWER

RETURN

END

*********************************************************************
*
*
*

End of the subprogram ERROR. *
*
**********************************************************************

*********************************************************************
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Appendix C

List of the computer program for obtaining the line
parameters of a diplexer from its g vector

====================================================================
Name of the Program: FInD_-LF.BAS

Language: BASIC
Programmer: Md. Sayeed Akmal

This program uses the program COMBLINE.BAS as its first
part for "calculating combline parameters". The parameters
are printed on the screen.
The second segment of the program uses the subprogram ZmRe
and computes C(l,Z), .Zou, Vpu, Wm, Zm and H-Lf for different
values of shifting parameter "delj". This output goes to the
printer .

..There is also an option for opening data file for writing
delj; H-Lf, Zm and Vpu for plotting purpose.

------------------------------------------------------------------------------------------------------------------------------------------
DECLARE SUB ZmEre (z!, Ere!, sr!)
DIM Zou(5), Vpu(5), e(4)

.---------------- Defining Function COS INVERSE ---------------
DEF fnacos (x) = ATN«SQR(l - x * x) / x»

CLS

. The optimized e vector from Table 4.2 :
e(l) = .598753:
e(3) = -.215:

e(2) = .59955
e(4) = 6.71651
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Length = e(4)
m(l) = 1: m(2) = 1:
Rt(l) = 50: Rt(2) = 50
f = 1E+09: pi = 3.1415926#
wL = 2 * pi * f

Factor = 30
Length = Length * Factor

'----------------- OPENING FILE FOR WRITING DATA ---------------------
OPEN "d:\AKHAL\dat\T6co30-1.dat" FOR OUTPUT AS 111
OPEN "d:\AKHAL\dat\T6co30-2.dat" FOR OUTPUT AS 112
OPEN "c:\vtex\T6co30.tex" FOR OUTPUT AS 113

..
LPRINT "Factor ="; Factor, "Length ="; Length
LPRINT "--------------------------------------------------------------------------- .

fUR delj = 0 TO .07 STEP .002
..

LPRINT "
LPRINT "

delj C(1,2) Zou Vpu Wm Zm H-Lf"

I
<.

Forming the J matrix from the e vetor:
j(1, 1) = e(1): j(1, 2) = e(3)
j(2, 1) = j( 1, 2): j(2, 2) = e(2)

.------------------- Scalar Multiplication ---------------------
FOR i = 1 TO 2

FOR k = 1 TO 2
j(i, k) = j(i, k) / Factor

NEXT k
j (i, i) = j (i, i) +de lj

NEXT i

FOR i = 1 TO 2

.---------- Calculation of Coupled Capacitance & Inductance -------

C(i, i) = 2 * j(i, i) / (wL * Rt(i) * (1 + m(i) * m(i»)

151



\

L(i, i) = 2 * j(i, i) * m(i) * m(i) * Rt(i) / (wL * (1 + m(i) * m(i»)
FOR k = 1 TO 2

IF i <> k THEN
'------------- Calculation of Uncoupled Capacitance --------------

C(i, k) = 2 * j(i. k) / (wL * Rt(i»
PRINT, "Mutual Capacitance: C("; i;

END IF

NEXT k
PRIIlT

NEXT i
FOR i = 1 TO 2

, , k; ") = ,. C(i, k)

I

.-------------- Calculation of Uncoupled Capacitance --------------
CC(i) = C(i, i) - ABS(C(l, 2»
PRINT "Uncoupled Capacitance: C("; i; ':)= "; CC(i)

,----~---- Calculation of Uncoupled & Coupled Impedances ---------
Zou(i) = 8QR(ABS(L(i, i) / CC(i»)
Zoc(i) = SQR(L(i, i) / C(i, i»

'--------- Calculation Uncoupled & Coupled Phase Velocities --------
Vpu(i) = 1 / SQR(ABS(L(i, i) * CC(i»)
Vpc(i) = 1 / SQR(L(i, i) * C(i. i»

NEXT i

PRINT "======================================================================"
PRINT" Factor = "; Factor, "delj = "; delj

'-------------------- Printing the new [J] matrix -----------------
PRINT "The New [J] matrix = "
FOR i = 1 TO 2

PRINT TAB(~2); ":"; " ";
FOR k = 1 TO 2

PRINT TAB(29 * k - 4 * k * k); j(i, k);
NEXT k
PRINT TAB(58);" :"

NEXT i
PRINT
PRINT " Length =. It Length; "mm"
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=====================================================================
PROJRAM SEGMENT to calculate Zm and Lf

This program is uses a SUBprogram named ZmEre.
'======================================================================

Initializing values
P = 2.4:
Erem = 2.55:
pi = 3.141592:
Zf = 107:

ETAo = 376.73:
Eref = 2.55:
dm = 0:
n = .9:

C = 3E+ll

h = 1.5

I

CALL ZmEre(Zf, Eref. srf)
FOR nn = 1 TO 2 ..... nn=1 for line-1 and nn=2.for line-2

wL = 2 * pi * fVpm = C / SQR(Erem)
Vpe = Vpu(nn) .
Vpf = C / SQR(Eref)
Bm = wL / Vpm
Bf = wL / Vpf
lamb = C / f

FOR i = 1 TO 6

Vpm = C / SQR(Erem)
Bm = wL / Vpm
Zm = (Zou(nn) * P) / «P + 2 * dm) * (Vpe / Vpm»

zr = Zm / Zf
Be=wL/Vpe
Tm = Bm * (P + 2 * dm)
t = Tm
xx = ABS(COS(t) - COS(Be * P» / (Zm * SIN(t»
x=2*XX

':-------~------------------------------------------------:
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. ,,

. : FINGERLENGTHCALCULATION. ,,
., .:-------------- For HERRINGBONEline --------------------:

hlf = ATN(XX* Zf / (n * n» / Bf

.---------------- For COMBLINEline -----------------~----

elf = ATN(2 * XX * Zf / (n * n» / Bf

fhlf = hlf + dfp
fclf = elf + dfp

PRINTINGJOBS--------~------------------------
IF i = 6 THEN

PRINT "========================================================================="
PRINT "Line"; nn; ":";

PRINT "----------------------------------------------------------- _

Zou(nn)

"Coupled Capacitance: C("; nn; ","; nn; ") = "; C(nn, nn)
"Coupled Inductance: L("; nn; ","; nn; ") = "; L(nn, nn)
"Coupled Characteristic Impedance: Zoc("; nn; ") = "; Zoc(nn)
"Coupled Phase Velocity: Vpc("; nn; ") = "; Vpc(nn)

, "Mutual Capacitance C(l,2) = "; C(l, 2)
"Uncoupled Characteristic Impedance: Zau("; nn; ") = ";
"Uncoupled Phase Velocity: Vpu("; nn; ") = "; Vpu(nn)

PRINT ,
',PRINT ,
PRINT ,
PRINT ,
PRINT
PRINT
PRINT
PRINT

~, PRINT "Vpm="; Vpm; TAB(21); "Zm="; Zm; TAB(38); "srm="; srm, "Bm="; Bm
PRINT "Vpf="; Vpf; TAB(21); "Zf="; Zf; TAB(38); "srf="; srf, "Bf="; Bf
PRINT "Vpe="; Vpe; TAB(21); "T="; t; TAB(38); "dm="; dm, "hlf="; hlf
PRINT "df="; df; TAB(21); "dfp="; dfp; TAB(38); "Dm="; Dmm
PRINT "Erem="; Erem; TAB(21); "Eref="; Eref
PRINT" ULTIMATEFINGERLENGTHFORHERRINGBONELINE"; nn; = fhlf; "JIIlll.
PRINT

ELSE
t-

END IF
---------------------------------------------------------------------

.----------------- Calling the SUBprogram: ZmEre ------------------

CALL ZmEre(Zm, Erem, srm)

----------------------------------------------------------
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1
(

Dmm = (ETAo * h) / (Zm * SQR(Erem» ....i= m or f ...
Dff = (ETAo * h) I (Zf * SQR(Eref»
dfl = .076 + .Z * (Z * Dmm I lamb) - Z + .663 * EXP(-1.71 * zr)
df = Dmm * (df1 - .172 * LOG(zr» * zr
dfp = Dmm / 2 - df
dm = Dff * (.05 * n * n * zr)

NEXT i

Wm = h * srm
k = nn

LPRINT k; TAB(5);
LPRINT USING "+ .11111''':de lj;
.LPRINT TAB(ll): ABS(C(l, 2»: TAB(25): Zou(k): TAB(35): Vpu(k); TAB(49): Wm: TAB(59); Zrr
(K); felf
PRINT 113, k; "& ": delj: " & ": Zou(k); "& ": Vpu(k); "& ": Wm: "& ": Zm: "& "; fe1
f;\hline"

IF k = 1 THEN
WRITE 1I1,delj, felf , Zm, Wm, Zou(k) , Vpu(k), CO, 2)

ELSE
WRITE liZ,delj , felf , Zm, Wm, Zou(k) , Vpu(k) , CO, Z)

END IF
NEXT nn
LPRINT
INPUT "terminate (yin) ": t$
IF t$ = "y" Oil t$ = "Y" THEN GOTO 1000

NEXT delj
CWSE 111:CWSE liZ:CWSE 113

1000 END '====================== END OF MAIN PROGRAM =======================

.------~------------ SUBprogram: ZmEre ----------------------
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SUBprogram to find W/H & Ere for a certain Zm
SHAPE RATIO: W/H = SR

SUB ZmEre (z, Ere, sr) STATIC
DIM Er(5)
Er(l) = 2.33: Er(2) = 2.55: Er(3) = 3.78: Er(4) = 10
ETAo = 376.73: pi = 3.141593
i = 2: tolerance = .01
delZ = 500
j1 = LOG(.2): j2 = LOG(10)
FOR j = j1 TO j2 STEP .01

sr = EXP(j)
delZold = delZ
IF'sr<= 1 THEN
f = 1 / SQR(1 + 12 / sr) + .04 * (1 - sr) ~ 2
Ere = «Er(i) + 1) + (Er(i) - 1) * f) / 2
Zi = «ETAo / (2 * pi» * LOG(8 / sr + .25 * sr» / SQR(Ere)

ELSE
f = 1 / SQR(1 + 12 / sr)
Ere = «Er(i) + 1)+ (Er(i) - 1) * f) / 2
Zi = (ETAo / (sr + 1.393 + .667 * LOG(sr + 1.444») / SQR(Ere)END IF

PRINT "W/H ="; SR; TAB(20); "Zi ="; Zi;.TAB(40); "Ere ="; Ere; TAB(60); "Er="; Er(
delZ = ABS(z - Zi)
IF delZ <= tolerance OR delZ > delZold THEN EXIT FOR

NEXT j

PRINT "Zi="; Zi, "sr="; sr, "Ere="; Ere
'================== END OF SUBPROGRAM
END SUB
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