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ABSTRACT

In generation expansion planning , the reliability
evaluation of each alternative plan is essential in order to
justify that the selected plan satisfy the desired level of
reliability • The commonly used reliability index is the Loss
of load probability (LOLP) • Three methods , recursive , seg-
mentation and cumulant are generally used by the utility in
the evaluation of LOLP • Since the introduction of these met-

hods , attempts are being made with an ultimate target to
improve computational efficiency and flexibility • In this
rese&rch these three methods are applied to ~NO electric
utilities ,the IEEE Reliability Test System (medium size
utility) and the Bangladesh Power System (small utility) •
The methods are then compared in terms of accuracy, compu ta-
tional efficiency and computer memory requirements and
discussed with a view to determine a suitable method for any
particular type of system • In this research the sensitivity
of each method to the variation of peak load and sensitivity
of recursive method to step size , segmentation method to
segment size and cUIlJUlantmethod to the number of terms are
investigated and a table informing the different characteristi-
cs of each method is developed •
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NOTATIONS

= Available Capacity

= Capacity of the i-th generating Unit

= Energy curtailed by capacity outage equal to ';0i{

= Probability distribution of load

Fr(Le) = Probability distribution of equivalent load

after convolving r-th Units

Fn(Le) = Equivalent load probability distribution

F(Loi) = Probability distribution of outage capacity

IC

I~

L

Le

m

= Installed capacity

= n - th cumulant

= Randomsystem load

= Equivalent load

= Randomoutage load corresponding to the
i-th Unit.

= Meanup time

= n-th momentabout the origin

= n-th momentabout the mean
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Normal distribution

r-th derivative of normal distribution

Magnitude of Capacity outage

Probability of capacity outage equal to Ok

Availability of capacity Ok of the k-th Unit

Peak Load

FORof the k-th unit

lilean down time

Available capacity

Forced outage capacity

Generating unit failure rate

'" Generating Unit repair rate.. .
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BPS
CDF
CLe
EFOH
ELDC
EHI
FAD
]'OH

FOR

LDC
LOEE
LOEP
LOLP
MCS

i..BBRh"YIATIONS

= Bangladesh Power System
= Cumulative Probability Distribution Function
= Chronological Load Curve
= Equivalent Forced Outage Rate
= Equivalent Load Duration Curve
= East - West Interconnector
= Frequency And Duration
= Forced Outage Hours
= Forced Outage Rate
= Gas Turbine
= Load Duration Curve
= Loss of Energy Expectation
= Loss of Energy Erobability
= Loss of Load Probability
= Moute Carlo Simulation

MTTF
MTTR
PDF
SH

=

=

=

=

Mean Time To Failure
Mean Time To Repair
Probability Density function
Service Hours
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CHAP'rE£{ 1

IN'J:RODUCTION

1.1 INTRODUCTION

The main concern of power system engineers is to supply
customers, both large and small, with electrical enerb~ as
econonically and reliably as possible. !,lodernsociet;)',because
of its nature of working habits expects continuous electric
power supply • The main hindrance to the continuous supply is
the random systau failures • However , the discontinuit~ of
electric service may be reduced by increasing investment in
generation an.ddistribution sectors • Overinvest'"~entJ:w;y lead
to excessive operating costs which will inflate the taxiff. On
the otherhand the low invesfuent may cause u=eliable supply.
It is , therefore , evident that the economic and reliability
constraints are competitive I and this can lead to difficult
managerial decisions at the planning and operating stages •

Thus I the evaluation of reliability and economic const-
raints are two important aspects of generation expansion
planning of a power system • Generation expansion pla1ming
begins with estlinatesof peak demands and associated electrical

r,
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energy consumption • After identifying the need for Generating
capacity additions, the planners develop a number of feasible
expansion alternatives on the basis of [.1] •

i) Load growth
ii) Construction time

iii) il.vailability of sites
iv) Availability of fuel

Givenrthese alternative plans, it is co=on to subject---~~.'

each plan to a detailed reliability analysis to ensure that all
plans satisfy the desired level of reliability. Plans that do
not meet the reliability criteria are eliminated or appropria-
tely modified and plans which satisfy the required reliability
level are evaluated on the basis of economics • In order to
determine the economic merit of any proposed generation expan-
sion plan , an economic indicator, usually called cost functi-
onal is introduced. For the sake of simplicity and clarity
this cOst functional is formulated as a sum of three laajor
items: [2].

i) Cost of capacity addition.
ii) Social cost arising from failure to meet trle

projected demand •
iii) Penalty for residual generation capacity at the

end of plan period •

/,
"
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The cost of capacity expansion comprises generation costs,
fuel costs and operation and mainte~ance costs It is difficul t

"

to assess the social cost caused ,by loss of load or failure to
meet the projected demand. However " it is clear that loss of
load has a serious economic impact on production a~d business,
in addition to inconvenience suffered by domestic consumers .In
any Generation expansion planning this is a major factor and
hence some measure of social cost must be introduced , even if
it is fictitiogls • The obvious reason for this is that if there
is no social cost , there is no need for power generation .The
penalty for residual capacity is obtained by subtracting the
salvage value from the cost of residual capacity at the end of
plan period. Sum of these three costs bives the cost functional.
For each potential plan , financial and environmental impacts
are analyzed. Finally, the alternative plans are compared in
order to identify the one that impacts on the utility asa whole
in the most favourable manner • In figure 1.1 the planning
process is depicted in the form of block diagrams •

._ ..-J""

,<', ,
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2. Construction time
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satisfy desired level
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Figure 1.1 Generation expansion plannine process



5

1.2 BACKGROUnD MID KOTIVATION

The historical development of probabilistic methods to
evaluate production cost and reliability is extremely inter-
esting • Interest in the application of probablity methods
to the evaluation of capacity requirements became evident in
1933 • The first large i',TOUP of papers was published in 1947.

'rhepapers by Oalabrese I 3] , Lyman [4 ] , Seelye [5 I ,
Loane and Watchorn I 6 jJ proposed some of the basic concepts
upon which some of the methods in use at the present time are
based. In 1948, the first aI.lli:;subcoilllllitteeon the application
of probability methods was organized. The subcommittee submi-
tted several reports containing comprelleY'.sivedefinitions of
equipment outage classifications in 1';)49 [ 7 ~ , 1954 [ 8 ]
and 1957 [ 9] • In 1947 a group of papers proposed the meth-
ods which are now known as the 'Loss of Load Approach' , and
the 'Frequency and Duration of Outage Approach' • Until 1954

most probability studies had been done either by hand or by
using conventional desk calculat~rs • The benefits of using
digital computers were noted by Watchorn [10 J in 1954 • In
1960 Brown, Dean and Caprez (11) published the results of a /
statistical study of five years of data on 387 hydroelectric
generating units. Shortly after this in 1961 the AInE sub-
co=i ttee [12 I produc ed a manual outlining reporting
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procedures and methods of wlalyzing forced outage data usinG
digi tal equipment • Cook et al [13 ] proposed in their
paper the basic method for evaluating LOLP of two interconn-
ected systems. The initial approach to the calculation of
outage frequency and duration indices in generating capacity
reliability evaluation was modified by the introduction of a
recursive approach • This technique is described in detail in
a series of four publications by J. D. Hall, R. J. Ringlee,
A. J. ~ood , C. D. Galloway, L.L. Garver, V. M. Cook from
September, 1968 to .-1ugust, 1969 [14 ,15 ,16, 17] •

An important advancement in probabilistic simulation
for generation planning was the introduction of the concept
of equivalent load by Baleriaux et al • [18 ] • It was refined
by Booth [19 I • The equivalent demand is the sum of demand
and the aI:lountof capacity on outage of the units and is 'obta-
ined by a convolution formula given in terms of a recursive
algorithm •

••signiflC ant breaktnrough in the comput ational ef,fici-
ency of the probabilistic method was the introduction of the
method of cumulants or moments by Rau et al • [ 20 J as well
as by Strel;lelet al • [ 21 ] • '.i:heseare approximate techni-
ques based on the application of Graru- Charlier or Edgeviorth
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series expansions • In this case , a given frequency function
is represented by a series of orthogonal polynomials. These
t8chni~ues cained increasing popularity because of their
computational efficiency. However , the accuracy of these
methods depends on a number of factors :Ullit forced outage
rate , number of units, the shape of load etc •

l~~ exact 2nd computationally efficient technique was
recently proposed bJ Schenk et al • [22' ] based on the obs-
ervation that the LOL:2 and 8X:fjoctedenergy Generation of
units may be obt3.ined frOlfithe z'2:o:'ce~he.nG.first order I!lOli:ents
of unserved deme.nd • 'rhis technique is based on the se(j:li:!nta-
tion of the demand axis into se@ilents of eCiualcapacity. The
seg8entation method is further ~~tended by Schewe , .~~s~~ ~l1d
Vassos [23 ] to incorporate the reliabili~J evaluation of
two interconnected systems. Ahsan and Schenk [24 ] have
utilized the se~lentation method to evaluate the production
cost of two interconnected systems.

As Dentioned earlier " the commonly used methods to
evaluate alternative plans in the Generation expansion plar~-
ing process and alsO to evaluate a power system to measure the
standard of service, are 'recursive' (Baleriaux and Booth) ,
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'cumulant' and 'segi~ent&tion I uethod. In this thesis I the

two exact techniques, recursive and segrnentation l.'".otilods

are cOD:;:;aredI"iiththe cpproxiu1ate technique , ClliTIulant

method , by applyLlg the;:). to a typical system namely IEB..,

Reliabili ty 'l'est System [25 ] a..'1dto a small system n=ely

B~Lbl~desh Power System •

The methods are compared in terms of compuxational

efficiency , computer storage requirement and also interllls

of accuracy of results • This thesis presents an investisa-

tion regardins the sensitivity of each method to 2eak load

variation. The sensitiveness of recursive method to step

size I se[;Uentation method to sefj2lent s:i..ze dilli (,;tUTlu1c•.,\'"

,"~:-:>'.~-'-"~~""'-""~-=-'~-'-"'="-",",.~. -~.

C:1il""'thiC.s.:...:.the"s"ics~""

Finally the potential advan~ages and disadvantaces of

these techniques are discussed in an attempt to off8r some

2;uidelines to the utili tie s for their "'PlJlication tc power

system •
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THESIS ORGANISATION

This thesis consists of six chapters • In the first chapter
a brief introduction regarding the generation system planning
processes and the objectives of power system engineers are pre-
sented • The step by step development of probabilistic methods
to evaluate a power system is also discussed in this chapter
under the heading Background and motivation •

Chapter - 2 contains the basie, concepts of power system
reliability • A brief description of different reliability ind-
icies is presented in this chapter • The probabilistic model for
generating unit and load are discussed and de~ved in Chapter -3.

This chapter also contains the load probability distribution and
the concept of equivalent load.

The different methodotogies used for reliability evaluation

of a power system are disc~ssed in detai~ jwtthiu,e~lcal examPl;sl
in Chapter - 4 •

Chapter - 5 contains a brief description of the IEEE Relia-
bility Test System as well as the electric power generation
system of Bangladesh. The generating unit and load models for
IEEE system used in this research as well as the results obtained
by different methods are also presented in this chapter. This
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chapter also contains the generation data of Bangladesh Power
System • Load data of this system are presented in Appendix-A.
The results obtained with these data are presented in ChaPter-5.
Observations and discussions on the results obtained for both
the system are also presented in this chapter •

Chapter - 6 is the last chaPter containing the conclusions
from this research • Some recommendations and suggestions for
further work are also presented in this chaPter •

Computer programs developed in this research for different
methods to evaluate the reliability index are presented in
A,ppendix - B •
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CHAPTER 2
BASIC CONCEPTS OF POWER SYSTEM RELIJillILITY

2.1 INTRODUCTION

~he concept of reliability is.ver~y common. A person will
be called reliable if he keeps his word • A device is reliable if
it works satisfactorily. Similarly a power system will be
called reliable if it serves its customers with uninterrupted
electrical enerGY. However such qualitative notions reGarding
power system reliability are ~ot ?ufficient • A quantitative
evaluat~on of reliability is necessary to provide a qu~r.tita-
tive prediction of system perforn~a:::lceso that the reliability
levels of alternate proposals can be comparedalons with the
cost. In ge:::J.erationexpansion planninc; , the reliability of a
number of alternate expansion plans are first evaluated. The
plans which do not satisfy the desired reliability level are
either modified or rejected.

In this chapter, a basic concept of reliabili~J and its
usefulness in expansion plar~~in~ is presented • This chapter
also presents the different rel~ability indices.
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2.2 POWER SYSTE~ RELIABILITY

A st:J.ndard definition of reliabilit;y is [ 26 )

Reliability is the probability of a device or system

performinG its puryose adeQuately for the ~eriod of

time intended under the operatinG conditions encount-

ered •

~his definition can be broken into four. basic concepts

i)

ii)

iii)

iv)

Probability

Frobability

Adequate performance

Time
Operatins conditio~s •

It is the relative frequenc~. 1:lith which an event occurs

in a series of laany trials or obs'ervatiol1s un-Jer .00n::;tu'lt

conditions.

Probability is a key word in the definition of reliabi-

lity since uncertainty is a lnajor element in the plannin(5 of

an electric ]lower s.)'stelil • '1:hemost apparent suurce of uncer-

tainty in the Generating systeJa , for inst2.11Ce, is the r;3.:lr!.ol'l

f:.:~i11J.2."'es of the generating units .
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Adequate performance

ReGardinG the generation s;ystem , the concept of adequate
performance or the generation system adequacy relates to the
amount of C8.I)8.city needed to ;l1eettiledemund under the random
failures' of the generating units • Regarding transmission
system , the term adequate performance ~elates to the ability
of the system to withstand line overloads, to maintain adequ-
ate voltase levels within the system stability limits •

Time

For a power system an important aspect is continuity of
service ; that is " how well the customers are served yea:r
after year • It is desired that the supply of electric power
be continuous during the period for which the utility is
responsible •

Operating Conditions

The operating conditions are also important in detenni-
ning the reliability of a :;Jowersystem. For the transmission
system, for example, component failures f.layincrease consi-
derably in adverse weather periods • The mainten~~ce work
influences enormously the 0gerating conditions •
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Now the reliability of an electric pOwer system can be
defined as the probability to provide the customers with

,-
continuous service of satisfactory quality. The quality
constraint refers to the ree;tuh'ementthat the frequency and
voltase of the power supply remain within prescribed toleran-
ces •

In order to obtain quantitative assessment of reliabili-
ty it is necessary to define suitable reliability criteria or
indices. The determination of reliability criteria for the
generation system is highly dependent upon the generation mix,
unit size, load characteristics and system interconnections •
The consideration of these aspects tosether with other less
tangible elements in the planning. , design and operation of a
power system is usually designated 'generation capacity reli-
ability evaluation I •

RELIABILITY METHODS IN GENERA'fraN PLANNn~G
Iil'JDRELIABILI'rY INDICli:S

The following deterministic approaches are used in
generation expansion planning

i) Percentage reserve
ii) Loss of Largest unit
iii) Combination of these two
iv) Probability methods

[
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However , these approaches can not account for the probabi-
listic nature of customer's demand as well as system behaviour
including the random failure of system components. In probabili-
stic methods although time is not exposed, the stochastic nature
.of the system is properly taken care of and these methods are
widely used now for the reliability evaluation of generation
expansion plan. In order to determine the reliability of a power
system a number of reliability indices have been defined. Some
of the frequently used indices are :

i) Loss of Load Probability (LOLP).
ii) Loss of Enerb7 Probability (LOEP).

Loss

iii)
iv)

of Load

Frequency and Duration
Monte Carlo Simulation
Probability (LOLP)

(FAD) •

( MCS).

The LOLP is the probability that the available generation
capacity of a power system will be insufficient to meet the

tively • The basic methods to evaluate LOLP

Clwhere 1'.0 and i:.;u:. are the available capacity

daily peak load • Thus

LOLP = Prob. { }
.

'::..
1..C<'-[',~

(L__~_ ~:,'-f'"

and 1;;demana:-~1resPe~-.'D
'....--------' --.....!:"!:"~..-/ ~.

can consider forced
and scheduled outage of generating units as well as load foreca-
st uncertainty and also the assistance from interconnected system~.
The reliability index LOLP does not give an indication of the ma-
gnitude or duration of generation shortfall • This only provides
the probability of occurance of the loss of load • The evaluation
tech.~iques in this method will be discussed in later chapters in
ilAt.ail •



Loss of Energy Probability (LOEP)

The LOEP is defined as the ratio of the expected amount
of unserved energy during some long period of time to the
total energy required during the same period • The index LOE?
therefore, reflects the frequency, magnitude and duration of
the capacit"'Joutage. Clearly, as the capacity reserve margin

•
increases the LOE~ decreases •

The standard LOEP approach utilizes the daily peak load
variation curve or the individual daily peak loads to calcu-
late.tne expected number of days in the period that the daily
peak load exceeds the available installed capacity. The index

can also be calculated usinG the load duration curve or the
individual hourly values. The area under the load duration

curve represents the energy utilized during the specified

period and can be used to calculate ?ll eXPected energy not

supplied due to insufficient installed caPacity • The results
of this approach can also be expressed in terms of the proba-

ble ratio between the load energy curtailed due to deficiencies

in the generating capacity available and the total load energy

required to serve the requirements of the system For a given

considered , which is usually a month or a year • The ratio is
generally an extremely small figure less than one and C~D be

.~;.I".~

l '"" (,
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defined as the 'Energy index of unreliability' • It is more
usual , however, to'subtract this quantity from unity and
thus obtain the probable ratio between the load energy that
will be supplied and the total load energy required by the
system. This is known as the 'energy index of reliability' •

The probabilities of having varying amounts of capacity
unavailable are combined with the system load as shown in
fibure 2.1 . Any outage of g0nerating caPacity exceeding the
reserve will result in a curtailment of system load energ-y( 27]

Let 0,_ = ;nagnitude 0 f capac ity outage
.i':..

= probability of capacity outage equal t~ Ok

E,_ = energ-ycurtailed b;y a capacity outage
A

equal to Ole

Ir..stalledcapacity

Capacity outage Ok

a Percentage of time load
exceeded indicated value

100

t'ig. 2.1 Energy curtailment d;leto a t;iven capacity outage
conc:ii tion ~

. " ..:



The probable energy curtailed ~s
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• The sum of

these product is the total expected energy curtailment or loss
of energy expectation (LOEE) • Thus ,

LOEE = E, Pk.c

( 2.2 )

This can be normalized by utilizing the total energy under
the load duration curve designated as E aUd thereby giving risG
to the index loss of enGrGY probability (LOEP) • Thus ,

( 2.3 )

It is important to appreciate , however , that future
electric power systems may b~ energy limited rather than power
or capacity limited and therefore future indices may be energy
based rather than focused on power or capacity.

Freguency and Duration (FAD)

This reliability index gives the average rnimberof times
and the average length of time during which available generation
is inadequate to meet the load. This requires consideration of
the daily load cycle and data on the frequency and duration of
unit outages.
more detailed
failure rates
c.ble.

One problem with FAD technique is that it requires
tJ-,j;

data than is usually available. In addition to
, r-' I\M..A

of va;r:''iouscomponents, repair times also be avail-
t---~"--'

o
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Monte Carlo Simulation (MCS)

In this method , the life of a component or a system is
simulated on the computer and the simulation process is observed
for some times to ascertain the reliability indices. Thus the
simulation is treated as a series of real experiments. During
it.scourse, events are made to occur at times determined by
random proc.esses obeying predetermined probability distributions.
MCS technique is computationally expensive. However, it may
produce a solution in Cases where more traditional analytical
techniques fail. This may happen when the failure and repair
processes have non exponential distribution. MCS technique is
best suited .toproblems in which reliability is significantly
affected by system operati~g policies.

In the application of all these methods to evaluate any
of the reliability indices, the following three steps are
followed :

i) Development of a generation model

ii) Development of a load model

iii) Combination of the above two models (Convolution) to
define the appropriate indices of reliability.
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2.4 Vl..LUEOF ELECTRIC FOWER SYSTEM RELHBILITY

All consumers of electricit:r do not require same level
of reliability regarding the services to them. It is found that
some consumers are very sensitive to the service of the utility
and require the most reliable service while others do not. There-
fore,it is not possible to make a general approach to determine
the valuation of reliability. However, it is usually determined
in terms of the incurred losses resulting from an interruption
of service'.

From the customers }oint of view the value of reliability
lS dependent upon expected service and upon the customer's ..'.•
prediction of his losses incurred by an interruption of service •. -
••gain from utilities point of view the determination of the value
of reliability due to an in'cerruption of serVlce may be appro-
aChed by assigning a cost to the loss of reverme due to unserved
demand. The parameters that have evolved as measures of the
cost of interruptions are the cost Per lQvhrof unserved energy
and the cost per kw of load. Therefore , the utility should
not spend less on reliabili"j" than the value Of loss ar~dat
the same time it s1lOUldnot spend more • 'I'hisc'JIlcept'.'1oy be
illustrated oy figure 2.2 •
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••
Reliabili ty

Fig. 2.2. Reliability Vs. Cost

In .B1ig. 2.2 , curve A represents the utilities cost Y]Ilici::L

increase s eT)onentially as the reliability increas es Curve .J

represents the conSlli~erls costs of lIDn-Su)ply and it is Glearly
zero Dith ~erfect reliability Curve C is tr:e SULl of the t-iJO.

!,t the point !Il, the costs are Dlin.iT~izedfor t:he syecified

reliability;L2613.
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2.5 RELIABILITY ABSbSSMENT OF GEHERATION
ZXPAi,BION ~LANNING

Apower companymust take Care of howmuch generating

capacit>J is required to meet the demand as economically as

possible with a reasonable assurance of continuity and quali t;y

of service. A ke;y factor in the overall scheme is the provi-

sion for adequate senerationreserve capacity. It is a COllmon

practice amongutilities to instaJ:l gener;a.ting capacity in

excess of forecasted peak demand. Generating reserve capacity

also called reserve margin is necessary to sustain. 'the required

levels of reliability. For niGher levels of rebiability the

following points must be considered ;

i) Froper mainten~nce of the equipments
ii) Sufficient margin above the peak de2&nd

iii) I1rrpactsof pl&nned 2nd fOl"ced outages of gener~\tor
c.Ild the tralJsmission lines .

'1'hevi'!:lolespan of a power s;ystem is mainly deviCied into

two sectors ; the plalliLing phase and the operating phase .

':l:herefore , it is custOTIiar;yto Ciivide reliability assessL:ient

into two categories; stcl.tic reliability and spinning reliabi-

lity assessment. Static reliabilivJ assessment applies to

ple.l1l'ling vlhile spinning reliability assessnent applies to t;}:l-e

operatinG mode . III a static mode , the basic re(.~uj_I"211811t is



the .planlling of adequate generation to meet the forecasted.

demand • In an operating lllode the basic requirement is the

ability to operate ~he system as economically as possible ~ith

adequate operating reserves. These reserve Elaycome from

i) the rapid start units

ii) the assistance from interconnected systems

iii)

iv)

the interruptible loads

the l~eduction of voltate , etc.

2.6 FACTOi.W AFFECTING GENERAT.LNG SYSTEM RELJ:.!l3ILI'.a

'1:heLl&.jor factors in.flue:.:lcing reserve c8...:!acit;] allu thus

~enerating system reliability are:

i) Unit size and number of units

Capacity reserve requirement increases as the fverage unit

size increases out decreases as the ~lucoer of units increases.

ii) Systei!l Laad Fac to r

Capaci~J reserve requlreillent increases as the system
load factor in.creases •

iii) Delo;yedGal)acity "caditions
.,

CaQ~,-cit~l l."eserve requ~reln.ent increases as 6..ela:fS in

planIled cap&cj.t-y addition incre8.ses .
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iv)Scheduled and forced outages

Capacity reserve requirement is seriously affected by

forced outages of generating units. It is also affected by tile
scheduled outages •

v) Interconnec tions with neighbouring systems

Capacity reserve requirement dicreases with the
addition of interconnections.

vi) Uncertainty in future load growth & peak dema:mi

Capacity reserve requirement increases as the degree
cifunc erts.int-Jin future 10 ad gr(JVlth=d y"ak' load a.elllund
increases.
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OE.A.PTE.2 3

PROB1J3liIS'l'IC I:IODEL OF GEllERATI1JG UNIT AND LOAlJ

3.1 INTRODUCTION

In generation expansion planning process different alter-

native plans are subject to detailed reliability analysis to

ensure that all satisfy the desired level of reliability • As

it is d.iscussed e8Tlier , in ord.er to quantify the reliability

level; the evaluation of reliability index is essential. lJl

reliabil i ty evalua tio n technique s require the follovling t,'IO

basic'probabilistic models

i) Generation model a~d

ii) Load Llodel

In this chapter , generation and 108.0.models suitable for
. I

various probabilistic siwulation techniq~es are presented •

PRC3.:"1i3ILI5~IC GENERAI'D:rG U.NI'r N20DEL

A benerati~lb sJsteIIl often consists of many different types

of units , all VIi th thei:!:' OVln lJBCuliari ties , are randomly

forced off-line due to tec~i.nical problems during a Ilor,aal ",erioQ

of operation. {l:o ta.:~e into &.ccount the random outages of a

Generating unit , it .is ess 8.ntie,11y required to determi,ne th~

CTob3.bility density fUl':LctJioil th.::~,t :lescriDes the .:.Y:c:.oOE-..:.oilit;y
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that a unit will be forced off-line or will be available
during its normal'period of operation

•
On yhe basis of historical data that the availability of

the generating capacity of a given unit may be graphically
represented as shown in figure 3,1 • It conveys the idea that
random failure and repir of a unit can be defined as a two-
state stochastic process , where a stochastic process is defined
as a process that develops in time in a manner controlled by
probabilistic laws •

Up state
(state 1)

Down stat l'
( statl' 2 )

.
Up tim l'

~
m, mz

Failurl' Repair
.

r, rZf---------
\

""
,

-Ti ml'

Fig. 3.1 Run-fail-repair-run cycle for a
generating unit •



27

In the run-fail-repair-run cycle it assumes that the
system alternates between an operating state or up state ( a

. .state corresponding to ill~~imumavailable capacity) followed by
.a failed state or down state ( a state corresponding to no avai-
lable capacity) , in which repair is effected. For the i-th
cycle , let

m.
~

: Up time

: Down time

The random history of a generating unit may be represented
in terms of an average (mean) 'up time' and an average 'down
time I as fo'llows

:

:

r

m mean up time : ~ Imi
i

lIleandown time: ~ Lri
i

where N is the total number of run-fail-repair-run cycles .Thus
the number of failures per unit time called the failure rate A
and the number of repairs carried out per unit time called the
repair rate f- can be expressed as

r, failure 1
A : Unit rate : m

f Unit repair rate 1
: : r
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","iththese two parameters the random failure and repair of a
generating unit may be defined by a state-space diagram ( two
state) as in figure 3.2.

Fig. 3.2 Generating unit state-space diagram

Nowt a question may arise t 'what is the long-term average
(steady-state)' probability of finding the unit in the up or
down state' • The answer to this question lies in the definitio-
ti[s-~9'!!following two important quanti ties :

i) Unit availability: the long-term probability that
the generating capacity of a unit will be available.
This state is called the up state and ti"eprobability
of this state is usually d.enoted by the variable p

ii) Unit unavailability: the long-term probability that
the GeneratinG capacity of a unit will be unavailable
or forced off-line and this is the dov"rn. state. rrile pro-

baoilitJ of the d:)\}lH state ratei:.-3 (.ic.1_oteu 0:/ the

Il'..-J.J.,iable
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3.2.1'tm~~DESCRli'TION 0]' GENERATINGUNIT
S'.J:ATE-8PACE DIAGR.AM

ITO obtain an expression forme long-term availability
of the generating capacivJ of a unit, it is first necessary to
recognize the stochastic process considered , as very special

one called a zero~order , discrete state, continuous transition
Ma~kov process • Such a stochastic process has the following

:l:i -

properties [ 28 ] :

i) Mutually eAclu5ive and discrete stE.teLe., the
generating unit ca.nbe either in the up or the dOVin

state only, not both simultaneously.

ii) Collectively exhaustive states i.e., since it is
assumed that only possible states for a gener~tins
unit are the up and the down states, these states
d8fine all the possible states we ever eKgect to find
a unit in •

iii)

iv)

C11anGesof states can occur at any time.

fhe ~rob~bility of departure from a state depends

only on the current state and is independent of time.

v) The probability of more than one cnange of state

during a sm2~1 time'interval Ll. t is negligibl e •
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Howlet ,

1:. (t) ~.Probability of finding a generating unit in
l

state i (where i ~ 1 is the up state and i ~ 2

the downstate ) at time t •

:. P1(t+b.t) ~ :t'robability of finding a unit in the up 8tate

at time ( t +b.t ) •

Q .FrobCibili"t-Jof being ~
~ in state 1 at time t *

~{ and not leaving that ~.;-
~state durinG time
~.interval j). t9 -"x

i.Tote that in fiGure 3.2 ,

~Frobabili ty of being:
~b. state 2 ';it time t:
~ and not ];lOVlngto
~ state 1 during time
interval Ll t

~~------_._----~
( 3. 1 )

A is the transition rate froID state 1 to stClte '.)

'llnat is , the ave-ro..Ge time a ulli t s ta;y-s in t..h.e

up state .

Al SO no te tllc~t ,

f
al21
there- 1
1'0 re, r--

is the tr~~.sition rc-:.te frclil state 2 to sta-ce "1 .

is the avera.-::.etiIiJ.8 a generatil1b unit sta;y-s in the
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It is assUilled that the probability of a unit failure can

be discribed by an exponential distribution.

-At D.F1 ( t) = e - :irobability of unit being , 3.2 ,
~ ,

available upto time ~u

~quation ( 3.2) can be expanded as'

= 1 )..6t+ - .

1 (Neglecting bi5her order
terrilS )

Probccuility of unit De::Cllg

4t
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=
A
= l-rooabili t:y of unit (3.4)

b eir-:-t:; UJ:l2~'lailabl e UI)to tir:2.e t

1 -fAt +
( 2

) • • • • • • • • ••

= 1 -jJ-4t

A P:::()b8.bilit~y of unit bei.i.J.gunav8.il8.'~)le (3.5)

jO\'[ equation (3.1) beccrr~es

, 1 :>t 4 . '\ ':) /,+: ';'t 4 .;~\. - "; ',-' L_ u u

C

/ ;- , A -'_ "\
\", v , 4 LJ".'

P2( t + .6.t) -p2( t)

At

become,
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c~(t) '" - ).P1 + !-,-P2.
dt" I

"

dF2(t) '" :y~P1- - Ii-( P2
dt

As we are interGsted only in the long-term (steady-
state) iJ.:cobdbilities of being in. either st;ate 1 or state 2 ,

illlQ P,(t) must satisfy
'-

( 3.10 )

~'-.iU c'.'C:La 11.5

as ,

r ,
r -, .

I I
I

;'1 (t): I ~A ). I
I I I
I r ,

I . I
I I I (t) P,,(t) I I I (j. 11)I I = I P1 I I I
I -~ (.l... \ ' I C. I I I
I .•........v) 1 L -' I /'- -f'- I

~ " J I I
I I
L '" -'

. __.:...;:C'':;

(3.12)

p~(0)
I



Now let us aSSUBa that at t ; 0 the generating unit
is in the up state i.e. , at state 1 •

= 1 arLd

'v1hich resul 'us

P1 Ct) f<- A e-(-l-t,'<)t
; +'Ai-/-< At/,-

P')(t) .A A e-(Ai-,L<)t
;

~ Ai-;U A+?

.0.'14.)

(3.15)

beeOlile ,

rec~uir ed .• ':rhu-s- ;
CO). 1";\ . C" 15'_ ..,. cJlll :J. )

?~toC;I ~ • =

- --- -c . ," . .L •

)I'ODaOl..LJ. lJ1.GS of l.Eli t

.?roo ho state} P- m r~ Y); p = = 1....,). 0I ' )..+j-<. m+r
Pl'OO ~ Do.an. statel = A r 0.17)q ; = ._--

A+f- r+lIl

,-ihere TIl r
1";1 + (1 ; T ;"'" lil + r TIl + r



35

Uni t uIl2v8..i.labili t:l i.s very often teYllicci forced au tC'.ge

r2.te (EOR) YJl1iCl1is an :U.J.part&,llt paI'8.:leter- ll"l rei.iabili~.f

,

or ,

lTorced outa~" __h_G_'u_r_s _
Forced outa'$e hours + service housrs

HOR
1"OB: + ,sH - 0.18 )

In case of ,?&I'tial ol.ita~es, the fe'reed 011t&2:e hCJu~c8arB

• '':~lis ; -(~-~

obtain6d by !]ultipl~/.ins the actual partic= ..l out D.;:.." 2 ~ours by the

correspondin; fractional outage capttcity • '1'11e~ECH .,_i'l8S rise

to another out.:lse rate 2.alled 'equivctlent f0:LC8d out;a~e rate',

aoo:ceviated E:l!'0R a.r.:.d. is e:':l~ressed as

E?OR ;:;: 0.19)

dL:.I:e. tia 11..
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3.2.2 PROBABILITY DENSE'Y FUNCTIONS OF AVAILABLE A.."ID FORCED
OUTAGE CAPACITY OF A GENERATING UNIT

Let us consid.er a genGrc:tins unit whose capacity is C MW,

availabili ty p Olld unavailability or forced outaGe rate, FOR= q.

The probability density functions (PD::!') of. available and forced.

outage capacity for a binary state unit is shown in fibure 3.3.

p

o XA=C MW o Xo = C

q

MW

"cvailable Ja.i?acit;y

Fig. 3.3 : PDFs of available and forced outage cap~cit~y

:::;ettine; C MWavailclble is p and that of 0 MWavailable or

yrobabilit:/ of GettiIlt; no outfut is q

"
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Again PDF of forced outage capacity means that .probability

of not getting C MWoutput is q and that of 0 MW outase or
probability of getting C MWoutput is P •

TnePDJi' of forced outaee capacity may be conveniently

e~pressed by the relation .

..('. .

£:0 (X,) ; p ~( xo) + q b (Xo - c )

villere

0.20)

The :i.JafJl...l.lse fl.ll~.ctiol1 is usually defiI:ed as

/
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3.3 LOAD MJDELS

To evaluate the reliability index of a generating system
it is necessary to model the load properly. The load data
required to develop a probabilistic load model ~s readily
available , since continuous recordings of system demand and
energy are usually made on a routine basis by electric
util~ties ~ If a recording of in~antaneous demands are plo-

.
tted for a certain period of time , a curve is ootained blown
as IChronologiCal Load Curve I (CLC). 1!'ro;uthis curve another
curve called the 'Load Duration Curve' (LDC) is obtained by
determining what percentage of time the demand exceeds a
particular level. The OLC and LDO are schematically shown in
figure 3.4 and figure 3.5 respectively.

"0
C
Cl

E
'"o

\ "0
C
Cl
E
'"o

Pea king

Base
load

Time (Hours) a
% of -rime 100

Fig. 3.4 : Chrouological
load curve

Fig. 3.5 Load duration
curve



39

The area under the load curve is the energy consumed •

The a:::eaunder- the curve also defines the energy to be produced

by the base-load units, :peaking units aue. midrange units

3.3.1 La_ill PROBABILITY DISTRIBUTI01t

It is convenient to interchange the axis par~leters of

the load dura-tion curve and nOrJnalize time, producj.ns the load

:tJrobabiliv.f distribution as shown in figure 3.6.Inthis case the

;y-axis shows tile jJrobabilii:;y that the load exceeds the cOl'respon-

ding . x-axis megawatt value • This curve is also called inverted

load duration curve • This load distribution is usually denoted

by F,_(L) , where k indicates the time period for r:nich the
.::'-

distribution is a~:plicable

1.0

DeUWld , L (MW)
Fig. 3.6 : LOG-a. )r()babili't~/ distrioution

greater th:.;n

or 8quc.l to 1 MWiIi time period k •
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3.3.2 HOURLYLOAD

This load model is derived from'the chronological load
curve by dividing the time axis into a number of small intervals'
as shown in figure 3.7 •

.
-0
Cl
o
-'

A

t r-l tr In-1 In Time
Fig. 3.7. ChronolOGical load curve \7hose tiDe x:is

is divided into n s1;1allintervals

The 9nerg:y demand during the period bet~Jeen tr_1 a.-"'1d

denoted by under the chronological load curve which
can be eX9ressed

0.21)
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Average load in the interval , tr - t
r
_
1 can be

obtained by dividing

(3.22)=

~ by the length of the interval. Thus,

~
tr - tr-1

In this way the average load for all other time intervals

can be determined. Nowif the average load for eaCh int,erval

is assumed to remain cons.t~tf!9"1.'~the corresponding interval

then figure 3.8 sho\78the approximated average load curve of

the chronological load shown in fiQlre 3.7 •

"0

'"o
-'

tn Time

Fig. 3.8 Load curve assuming constant load for each,smull

interval •
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lfute that in this process the energy demand for each
interval must remain unchanged • If the time interval in ~igure
3.8 is one hour then the load distribution curve is called
hourly load curve •

EF.D':ECTI'lE LOAD
~:~

lcrobabilistic models for'both generating units and
have been discussed separately. EoVi , these two models ,'liLLbe
combined to define the effective load of the systen • The r&~dom-

•ness in the availability of generation capacity is taken into
consideration bJ' defining a fictitioCf load, called equivalent
load (Le) or the effective load. 3iGure 3.9 depicts the relati-
onship be~veen the system load aud Generating units , where actual
units have been replaced by fictitiO~ perfectly reliable units
and fictitio.Us random load ; whose probability density functions
are the outac;e capacity density fU"lctions of the units [28 ].

Capacity C,
( 100 '/, f",liabl", 1

2

Random syst",m load, L

Capacity C2
(100 '/, f",laiabl",)

~'ig.3.9 Fictitious g8neraiing units and system load
Badel •
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If LOi represents the random outage load corresponding
to the i-th unit , the effective load (Le) Can be defined by

where , n is the total number of e;eneratil'-2;units • \'1henLO:i. =

C ,the net deDand_injected into the ,system for the i-th unit
is zero, just as it would be if the actual unit of capacity Ci

were forced off-line. The installed capacity of the system is
3iven by

Ie =

nlCi ( 3.24 )
i=1

The outages of the generating units may be assumed indep-
endent of the system load. Therefore, the distribution of' the
e-quivalent load can oe obtained after convolution of t",!Odistri-
butions : fLo a~d fL representing the ~DFs of the outage capacity
and the system load , respectively • For discrete case the £DFs
fL & fT are given by

-"0

fL(l) = 2.: PLi (1

fLO(lo) = t?LOj
j

( 10 - 10j )

0.25)

0.26)

The PDF of equiv~lent load fLe is given by

fLe(Ie) = * fLo ( 10)

(A 2'7',J' r)
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42 (b)

indicates the convolution and PL &. PLo are the

probabilities of load and outages of machine respectively •

The reliability index, LOLP has already been defined in-

terms of system load (L) and available capacity (Ae) as
1i"'.

LOLP = Prob.

LOLP can also be defined in terms of equivalent load(Le)

and installed. capaci~J as

LOLP O'. Prob. f Le> Ie } ( 3.28 )
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CH.tU'J:ER 4

ME'I'l:lODOLOGlES .

4.1 INTRODUCTION

Erobabilistic simulation method finds its wide use tllrou-
ghout the power industry as a useful tool in generation

•
planning • The method provides the e~pected energy generation,
reliability index and production cost by taking into cOl~ideration
the random outages of generation and demand. Since the introduc-
tion of this method , a nLuaber of different techniques have been
developed viith an ultimate target to improve its computational
efficiency and flexibility. The probabilistic techniques that
have been developed can be divided into ~locateGories ,exact
and approximate. The exact technique includes the 'Baleriaux-
Booth' technique more commonly known as the 'recursive method'
and the 'segmentation method' • On the other hand the approximate
technique includes the I cumulant_method' also known as 'method of
moments' • Thus , there are three methods to evaluate the relia-
bility index,

i) Recursive method
ii) Segmentation method

iii) Cumulant method

In this chapter , a brief description of all these methods
will be presented to-gether with simple numeriCal examples for
clarific ation •
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4.2 RECURSIVE METHOD

This method depends on the construction of the load duration
curve (LDC) showing the number of hours that any given load level
is exceeded. The concept of equivalent.load duration curve (ELDC)

.
is introduced to take into account the random outages of units.
This method starts with the :probability distributions of loao.F(L)
and the generation system F(L?i) • The probability distribution of
equivalent load F(Le) is obtained by convolving F(L) and the PDF
of outages of generating units. Usually generating units are
convolved with load in economic merit order. That is the unit
with the lowest incremental cost is convolved first , the next
one with'the secoDd lowest incremental cost[a4~i~~' The figure
4.1 shows the ~quivalent load duration curve Fr(Le), when the
r th unit in the merit order is convolved with the load.

MW

~

PL
Peak load • rcltC2~ l-- ( r--j

C,'(2 • -- --_ .• (r--I Cr.'f'-
Fig. 4.1 Probability distribution of load and equivalent

F(Le)

1.0

load 113eelyF(L) and F(Le).

•• \-i C



45

In the fiEMre , PL represents the peak load and 01 '02 ....

Or etc. represent the.,capacity of generating units already
convolved in • The expected energy generation by the ~.+1)-th
unit is denoted by
o~cupies under the

E 1 and is represented by the area itr+
Fr(Le) and the area is shown by be the hatched

line. E 1r+ is expressed as

~fA
= T Pr+1 12~

k
1

where, T = Time period considered

P = availability of ca;>acity ° 1 of ther+1 r+

~

(4.1)

(r.•.1)-th unit = 1 - 1!'ORr+1

Fr(Le) = Cumulative probability function after convolving
r-th: unit

r r+1,,'I';'k L L (Ll-.2)''\,., = °i and k2 = 0., '1:\ ~~;.:"oF~~ i=1 i=1

0i = Oapacity of i-th unit
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The final equivalent load probability distribution Fn(Le)

after convolving all the n units, "is s~ownin figure-4.2

..~,

, 1.0

- - -"-c c c
:;) :> :>- "U "0

l!'(Le) VI c ...~ '" '"

IC

f-Cl +C2-+C3--1 ---- --+-Cn.t+Cn--l

10

LOLP

lC.PL MW

")

Fig. 4.2:Equivalent loil.dprobability distribution, F'-(Le)

In fiGure 4.2 ,IG3f~:p~ts,) installed capacity and is Given

by

n

--10" =L 01

1=1
The reliability ~ndex lOLf. is simply the cumulative proba-

bilit;y- at the point of fine.l .c;LDC corresponding to instclled

capacity of the Ge.llere..tinc system.
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4-.2.1 CAPACITY OUTAGE PROJ3A.BILI'ry TABLEG

In recursive appr.oach , sOilletime CalJacity outage tables are
used especially if only pe&~ load is used for the load model • A
capacity outace probability t~bleexpresses the lJrobability that
various amounts of senerating oapaci~y will be unavailable • As
the name suggests , it is a simple array of capacity levels and
the associ&ted ~)robabilities of' existeEce • In other \'!or.ds, it
is a t8DulE.'r T8nresentntion of stE..te ~)roc;o.bilities UsUally- " " Given
in tCUls of e:::,ctand cumulcJ;ive Iorobc.bilities • If all the u!:.its
in the c~:.stea Q::,e identical, the co.p3.city outc.:.[;e prcuo..bility

t~ble C~~ be easily obtained using. Binominal distribution wDich is
explaiIled belovi •[ 32 J.

a ~eneI'gtI'nuunii- is, 0 -- a 0 _~_u_
represeE"ceci b::{ E~ tV:O stc.:.te I.lodel • i1he failure probabilit"J'- of a

and availccbilii;;:by p ,.:nere p =1-FOR If a sys telll 11a.8 11

••...•• E, the totJ nunber of states

is gi '[eIl b:; [ 32 J

n ( , n-gT' = C 1 - --"C,:~)c; S
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-UsinGEq• (44) the state p:;:,obabilities c~n be easily found

and the outaGe table can be prep-ared • An additional colur/~n
. -

giving clllilulative l'robabilities is often added to the table.

~he cumulative probability is the probability of findinG a

quan.tityOf ciAj)"'-cit;)'on outaGe equal to or Greater thaIl the indi-

catea. OlUount • III \7llG.t fcllorJS , the i..i.et;~lod is e':.;:a;JJ!lified for

calcrification •

e:..~cll• iUH of 8ccn unit is 0.02. i-L'elJG:.l'e a c2..J3..cit~y

Solu'cion i~ere n :: 3 , :E'eH. = 0.02

./:".
n~

: V (1 ., .)n-G- _' v;:\.

i,7hea c; = 0, ..c. =o
30 ( 1 - 0.02 ,3-0o I

7- o ,,~\3-1 (0.02)[; : 1, -'J : /C;,,(1.1:1 I
.uc:.; =0.057G.2L~

2, p" jc
2
( 1 o 0'0,3-2 2 ::::0.001175S : ~ - • c..) (0.02/c:

r~,' 3, r3 3" ,
1 o c,j-j ( 0.02) :; =0. v:JCOO:]u - : '-'3~ - • 'c. /
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'l'tle" above result cae be (J)I!:esented~~~'~f~Y

follows

'lIable 4.1

, .- I i "'I i"rU1~lberol' J Ce.pacity I C a:p ac i t::;r I E.x:act CWIlul3..t ive " I
I I I I r
r U-nits out I tC--) I availableC ,,:0 :.}robo.bili-ty i'rooo.bili t:-l I
I r au ",:~( r r, I 1 , r.-- , , I r
r I r I I

"' 0 , 0 r )0 I O. 94'11 <]2 1. :=.OOC'O " I
r r I I I
I. I , r r
r I I r r, ~ I 10 I 20 I 0.057024- o. 05~._:~C'~ r
\ I I , I ,
I I I r ,, I r , I
I 2 , ~~ r 10 , 0.001175 O. CiG/l1G4 I
I I ,~\_: I I I, I I I
r I I r
I I 30 I 0 I o. ()OCOCS :J. ,_.~C<:D~, :J , I I, I I I, I , I
I r I ,

::.oy;jteln. \\-ill b'3 :i..u811tic al o.l~d the ref ore line bilJ,OI:J.icl dis triou tioD..

has lhii ted 8.:,XPlica.tion •
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4.2.1.2 GENERALISED METHOD FOR OAPACITY ')UTAGE T13LE

When_a system has units of different sizes or different forced
"

outage rates, the use of binomial approach to develope capacity out-
0-

aGe -table does 'not \<JOrk• The procedure is to first prepare a sepa-

rate table for each C8:ceGoryof identicd uni-cs • J;'rOli1tl1eseseparate

tG.bles~a combined. t&ble is :t;rejJ~tld'. ,In preparine; the c();nbined
~~',.'

table 0ver'J' ca:pacity outGbe state is , aga;Ln', assUJiled'independent •
•

'fhe probabili 'G'J of t:ue simultaneously GCcurance of two or Bore in-

dependent events is the IJroduct of the .i!robabilities of the re~pec-

tive events. iJ!h8 probabilities of all possible stc'ltes h~ust;add ':00

uni ty. 'rhus the units c an be combined using basic prooabilit;;, con-

cepts and this approach can -be extenued to a simple powerful recur-

sive technique in v/hich units are a<idecisequentially to produce a

final illodel • The concepts C2~ be illustrated by a simple Illu2erical

example.

Exaraple - 2 A generating system consists of -two5 MWunits

ilEd one 10 MWunit ",'ith forced outage rates of

0.02 . ~PreJ!are a capacity outage table.
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Solution

Two identical unii:;s of 5 L;,i eacL.with iOE{ ; O. 02 will be

combined first to prepare one capacity outa",e table as follows,

0 out, Prob 2 (1 ~ 0')2-0 (0.02)0 0.9604-l',.fn' '" n - '"v u. L-0 •
e;~+:; .•..-

~
0.02)2-1 (0.02)1r (1 0.03925 I.,:i ~'i out, f'rob '"

-~ - ;"1

10 out, :Frob '"
2,., (1 - 0.02;2-2 (0.02)2 J.0004f,e ."i ,,~ ;

c:

Irhus lor -tJ,,:,.ro ideEtical unit follo!.'ling t;abl e c an be

constructed :

Table t~ble for 2x5 M~Units

"' -.
0.')604

0.0004

1.()OOO

0.03925

o

10

I

: Cap,s.cit-J 2::act
, ~ (, '..\ " b' 1 . ~
I GUll \.•.l.;/ ..J:rooa l_luY:----_._----------~

---- 1 --.
I,
I,,
I,
I
I
I
I,,
I
I,
,-----------------

'1:he10 MWunit can be added to this table by considerLlC; -cucct

it C<.:il1 exist in tuo states. It C&li. be in service with probability

1 - 0.02 ; 0.93 as shovm in l'able 1+.3or it Can be out of ser'lice

viith )robability 0.02 as SilO\7nin 'i:C',ble4.4

'.I:his
of unit
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Table 4.3: 10 ',:Ii unit in service

I r
I Capacity I
I Probabili ty I
r au';; (:,i.j) I
I r
r I
I I
I 0 + 0 = o !tlIV, (0.9604) (0.98) 0.941192 I= II

r
I - 0 5 Y,\V (0.03'32) (0.98) 0.038416 ,
r -;; + = = I
r I, 10 9 10 l,/iW (0.0004) (0.98) 0.000392 ,, + = = r
r r,

I, 0.91:30000 r, ,
I

'rable 4.4

Capaci"y
ou t (Mil)

10l;~WUnit out of Service

Probability

o + 10 =

5 + 10 =

10 T 10 =

10 MW
15 l1W

20 MW

(0.9604) (0.02) = 0.019208
(0.0392) (0.02) = 0.000784
(0.0004-) (0.02) = 0.000008

0.020000

Tables 4.3 81d 4.4 Can nowbe cOillbined~Ddre-ordered resul-
ting Table 4.5

Table 4.5 Final capacity outage table

I I
I Capacity out of Individual CTh'1lulative I
I I
r service (;.:\7) Probability Probabili ty I
r r
r I
I I, 0 0.941192 1.000000 I
r I, r
r 5 0.038416 0.058808 I
I r, I, 10 0.019600 0.020392 I
I ,,

I, 15 0.000784 0.000792 I, ,, ,, .:,>1', 0.000008 0.000008 I
I ~V

I
I I, I, 1.000000 I,

I,
I
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-The probs.bility value in 'rable 4.5 is the probability of

exactly the indicated amount of capacity being out of service •

An addition2l colur~n is added to give the c~ulative probability.

This' values decrease as the capacity on outase increase • A

recursive alGorithm commonlyused to obtain the cumulative

probability is "

P
new

(X) = ~old (X) (1 - q) + Pold (X-C) q

';Ihere,

Pold (0) = 1

Pold (X-C)= 1 if X~ C

(4.5 )

Pold (X) = Probability of a capaci t'J outaGe of l{ MWor

greater befo~'e a unit of capacity C lDV is

added

:P
new

(X) = Probability of a capacity outase of X L~.i' or

greater after a unit of ca;Jacity C i.U is

added.

..1"

\L
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4.2.2 -BVALU{i.TIOl~ OF LOSS OF LO~ill ?EOBiLBILI'J:Y(LOLP)

In this section, LOLP of the syster,1described in example-
2 of section 4.2.1.2 will be determined corresponding to a csr'cain
peak load. The random variable for total forced outaGe capacj.~y
is Given by

XT + x:3 (406 )
\ '

etc. denote the ca~acity of individual

units. Since tb.erandom variables ~{1 • j~2 and L5 are illo.epen-

dent (generating units are asslliiledto fail independently), the }~F
of Am is obtained by a process of cOILvolution • The result of

'J:

convolution has been given in Table 4.5 and the ?DF of forced
outage capacity for the system is shown in fibure 4.3 and the
cumulative probability distribution (ODF) is depicted in figure
4.4 •

u:>
...,. 0

0<Xl u:> ...,......,
0 a> ~a 0 0

P (X Tl 0 0
0
0

0.~41192

<Xlooooo
o

o 5 10 15
i
20 XT MW

Fig. 4.3 YDF of Forced outaGe capacity for the system
of example 2 (impulses not to sCale) •
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NowLOLPcorresponding to a certain pe2k load is obtained

-, 0-058805
-,

0-020392

. 0,000792

0.000008

, • ,
2015105

example 2 (p~t to scale ) •

f
I
!

Xl MW. i
~ I

ODFof Forced outage capacity for the system of I
I

1
\

I..''ti

o

Fig.- 4.4

,,'

b;y addins the PDF values of the impulses' beyond that load or LOLF

is the CDE' value of the sef:Y"CJent,:ithin which the peale load lies •

Thus for exwnple , if peak load is 14 L:~i-then

LOL? = 0.000784 + 0.000008 = 0.000792
(Fro~ fiGure 4.3 )

LOL? = 0.000792

(From fisure 4.4 )
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Fora practical system, LOLP is evaluated for each hourly
load , all LOLPs L~e sULcoedup and the average LOLP .is obtained
by dividing the sUJ!!by the total number of hours • Thus ,

: LOLP1+ LOLP2 + ••••••
Total .ll1mberof hours (lJ..7)

where , LOLP1: L0Lr corresponding. the load of 1st hour

LOLF2 : LOLP correspondins to the load of 2~d hour

•

•
•

LOLP = LCLP correspondint; to the load of 11thhourn

\

l', ,

I;
"1

\
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4.3 SEGMENTATION METHOD

The segffientationmethod starts with the fOrmation of
segments of equal size by dividing the demand axis • The size
of each segTIent depends on the largest common iactor Of the
5enerating unit capacities • To each segment a probability value
is attached
momen:t:.s)9f

wnich i'p'.q~!llto the SUlllof probabiliiries (zeroeth
~'""

the 16~d 'impulses lying in the range of the particu-
lar seV:lent • One segment beyond the installed c",p",city(IG) is
considered. It should be noted that the LOLP is obtained when
'cheequivalent lOE.d is larGer than the installed;;apacity •
Therefore' t the probability (zeroeth moment) attached to the
last segment in the final distribution is the LOLP • Since the
probability of occurrence of any load lower than the base load
is zero t the fOI'L1ationof segments starts from the base load.
Clearly it shOwS that the numerous n~mber of impulses have been
reduced to a few llUlllberof seUilents •

In order to account for the random outages of units it is
necessary to get a new .distribution Of set}llentsincorlJoratinc the
ou taGes of all units • Considering the k-th sebEent 8ld assUlllinga
cenerating unit of capacit;y C Mil' and FGR ; q , to be convolved,

\ "
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the probability of the k-th segment , after the convolution
rea:Y be expressed as I:33_1

r-"
F =k

where

( 4-.8 )

~
Fk = Frobability of the K-th segment aft-er the

convolu tion
f\.:2,_ = :J:'robabilityof the 1,-th segment after the

l\..

shift

= Frobabili-i;,yof the k-th segillentbefore
convoluins the unit

.-.,-.

ihe procedure to be followed in convolving a senerating
unit J:lay be described as follows:

i) tmltiply the original distribution of se~frents by the
availability of the units , ( 1 - q )

ii) Shift the original distribution b~.the unit capaci-bJ
alW_multiply by the FOR of the unit, q.

iii) Add the valu~s of the corresponding se9~ents , obtained
in (i) aD~ (ii) above
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It sllOuld be l10ted tilC'.t the probability vc,lue of tl18

exceedil1.S the installed ca.[Juci ty . .Also , the se6llient"s beloy.'

tile a1re&d;:1cer::.mi'cted capacity can 'De deleted, since t:he ~roor.:l.-

bility values of these seU;'8nts will not further cont;ribute to

the'value of the last segment • Therefore , as the convolution
process -oroceeds , the number of seGlHeptsd.ecrease. In \'fLet- .

~~,: .

folioVis , an exa~:::JJ:e'is ~lreselltea: to cls.:Lii'y the 1,letllod .

30

MW

20

10
I

o

I
I
I

I
I

2
Hours

3

,
/
/

\
\

4

ho~rlJlo~~;rofile

lIourl::l load rep:i:'0sentation
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The hourly load of fig-Lire 4.5 (a) is s2lllT)led at an

interval of one honrand by essir;ning to. 8a<;h s&lllpled honrly

load an eCjual probabili t;y , L -e. ,1/4 ir, this Case

10 ad 3110'.711 2.!1 fiGure L~. 5.(b) is obtained •

the l"':OFof

Table 4.6 U'1aSC-l" -'-'+-i on'V .L.1: •..•_ J.

I , • i INo. of' I Cai-'acity I liOR , Installed ,
I I I I

Ullits I (MW) I I Capad ty(JIiW) ,, , I ,._- L_. __• ----. - ., I I, I , 1, I , ,
'i I ;=0 I C).10 , ,, I I ,

I I , 40 I
I I I ,

:.::: I "10 ,
U. ;20 , I, ,

I ,
I I I I, --_1._- L- ,

"be lS 6..ivio.ed i2.yt;o

of .., ,". ,-,
'-' :::~'-,_,:, corT'es~)ondin.:;to the resl?ective

LL 5 (" '\, • u,/ ,
,-."'
-'~;...

.'- -",..,
u .•.~ of the lJarticulex 38bLilent is

!~I- 6('~",'. '. '~./ ~:ote tile..t the numbers S.ilO\'.'TI in the bO':":::83bf

I

fj'
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Ie "" 40 1£V

Zeroeth 0 10 20 30 40 50
moments I i .. ..i - ,.

I. 1 I 1 2 I :x (1 - 0.1) (a)of PDF I I I
I I I I

i
20l'iIIV 1 1 2: x

'---~---~---~'
0.1 (b)

i,
I
!

0.9 i
0".2 : x (1 - 0.2)

I
(c)

I i
HOMW-: 0.9 0.9 1.9 003: x 0.2
: ',---~--_ ••.••. .•••••__ •••••.•I

(d)

,
:0.72 0.90
l.-

i
1.70 :-0.46,

i
0.22 : x (1 - 0.2)

I
(e)

I I ,

L10MW-: 0.72 0.90 1.70 0.68: x 0.2
I ,. ....:. -'- --'--__ ---',

(f)

i I0.576,0.864 I 1.54
I ,

ii'
10.708: 0.312:
I I t

(g)

I

40MW-------: 00312
I

ig. 4.6 ; Schematic of convolution procedure
(All numbers in the boxes to be
divided bY,4 ) •
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units are depic'eed. in fit';ure 4.6 • 'ro convolve the first 20 MWunit

the :~e~ls::.:.tsbf fisure 4.6Ca) are shifted to\7ards ri[jlt in fi-sure

( )
- ..J_ -r -i .'_ ".. ,_' ,. r- ~ .1,_,. • C~7.-:fj),I ' .. _......., . C' J4.,-, •4.6 1:> by "he u.""'," ~cl:C'c',~,cu) , I.e., i~.(!ii'\V • Tne orl"'l""al c1l,""Ll-

oution in fi'cure 4.6 (a) is multiplied by the avdlabiiit;y of the

unit i. e. ,

;ilultiplied by the .i.!'Gl{ of -clle 'unit \:.jhich is 0.1 • The ciis'Lribution

after CDnvolutiol1 is obtained "by adding the j)I'obc:.bili.lGJ'" -;.rc:.t~ues of

+,'.. corr" "0")0."'''' .-" .. )"" OL'o L",l",,--,,'u,re4.6(";)' a'no.- I'l";w:~eLJ.6 ('0)'.u.l.18 cSl:' 1 ...L-"'-(i S1d0~dJ:':.~_G,:J _ _ - '-'-~.... (,",; -

lOl' tile ::est oi.' the Ullits •

.:ote segw.ents oe10v.] the convol 'led c~:.p~citj" l:l8.Y

be cleleteci durill~ -thE:convolution proces's since the g:rooa-jil:L'Cs-

tion Of I,OLP • Also, tt.e 2..)::,oba"bility values are shif.cocl tO~"';~"<.1..~ds

S'lec,l'al se"_:,.r:1PI',,,• 'L'hus rle 1 ..•... c ..•.•-.., t of .J:" - •••.•• L!. 6(f) l' ~•.: _••.•..•._ -v --... , ,-,1 ...•..2SL' .~e&-~en .Ll2.,UJ..G,. S v.Lle

equi valent 10 ad. is lare:er tllaE 'elle illstalled ca;.aci ty • Thus ,

LOLl:' : 0.3124 : 0.078
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,-l .• j!,
•

,

sef}ilentation iliethod are as follows :

Step - 1

fJtep - 2

Step - 4

Oot?in hourlJ" load for the ":period 121lder st1.1d~y", from

the chrorlological lo",d (thic may be j!rociictcd deLW.lld

in case of flanning ) •

3at1}!le the hourl;y load at ,:;very hour 0:::> ~J.).y other

Ootail1 the d.istribution of seGuents o;y- Q.:~,:,riCLillG -cne

2ec ause illeri t ora.Gr l.oad.ing is not re\..;,uired. for the

evaluation of LOLP
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4.4 .CmWLAI:iT i,:E'I'HOD

The cU!Ilulant method also known as the method of moment

is an approximate technique which approximates the discrete

distribution of load throu[jh Gr(J)llcharlier series - e,,<pansi'on

as a continuous function. In this method. convolution of

unit outages with the distribution of load is performed

through a very fast algor:i;.tbm. "

The repe2,ted convolui;ion of any n density functions can

be expressed by the GramCharlier's expansion series in terms

of the nor!:lalized standard variable z. as [20]

G1
i3) (Z) G2

N(4) (z) G3
N(5)(z)

fez) = N(z) -
31 + 41 :51

(G4 + 10G~) N(6)(z) (G
5 + 35 G1G2)

N(7)(z)

61 '11

(G6+ 56 G1G3+ 35 G~) N(8)(z)
(4. 9.)

+ 81

where th J:l.tj~¥~PDF N(z) and its derivatives are given bye .~.~'.,..~"'_"J,~"

N(z) 1 exp (- t;2 )=
t/2Tr

Nr(z) dr N(z) ....1,2,3, .....= r =
dzr

(4.10)
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The normal PDF and i ts derivatives m&:ybe obtained

using the following recursive_relations

(r) (rJl10 (r-1)
N_ (z) = - (:r)-1) N(z) ZN (z)

r = 3, 4, 5,••.....•,'•..~..••
and ~

N(1)(z) c::::::< -
= - Z i'/( ijP

N(2)(Z) = (z2_ 1) n(z)

1 •

UsinG these recursive relations Eq (4.9) can be expressed

in terms of :N(z) and po,lers of z , the normalized vexiable ,

normalized capacity in MWin this case • The co-efficients

G1, G2 ' G3 , •••••••••••• etc. are expansion factors expressed

in termsofcumulants and the cmaulants e.re the functions of,
moments. _Then-th momentmn of any PDFp(x) is given by

ce

= Jxn p(x) ax

-ex;;
This method is general in nature and can be used for the

convolution of any nu~ber of FDFs • ADYPDF obeys the la~ that

the area under it always e~u~ to unity i.e.

J~(x) ax =

•
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In Case ofa two-state representatioI! of the machine s~

the i-th machine in a system , the PDB consists of just two

impulses , one of magnitude Pi at 0 11Mand other Of magnitude

qi (FOR) at Ci MW and that Pi + qi = 1 • The 'moments (about the

origin) of such PDFs are given by

n= Ci qi. n = 1 , 2, 3, •••••• 8

For any i-th machine the moments upto order about the

origin may be calculated using the fOllowing relations •

",
m1(i) = C.'q i1

m2(i) = c? qi1

ill3(i) = C: qi...

m4(i) 4= Ci qi (4.15).. _--

m
5
(i) = C? qi1

mS(i) = C~ qi1

~(i) = c? qi1

m8(i) = C~ qi.•.
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For the i~th machine the central moments ( moments
about the mean) are calculated using the fOllowing relations

=m6(i) - 6 m5(i) nf1(i)

-20 m3(i) m;(i)

= m7(i) - 7 ill6(i) ill1(i)

+ 15m4(i) m~ (i)

(. '~~'~:>'~[i.~::~:0.~To,.-_~/~1;~~~-,.
+ 15m2,1.)ll't1-~_~'j_,Jf),<J--L

,,~ "'ir"~

+ 21m5(i) m~ (i)

-35 l.14(i) m~(i) + 35m,,(i) 4 (i)m1./

-21 m2(i) m~(i) + 6m~(i)

m8(i)- 8 m7(i) m1(i) + 28 m6(i)
2-= m1(i)

- 56m5(i) m;(i) +70 m4(i) m~(i)

-56m3(i) m~(i) + 28m2{i) m~ (i)-7 m~(i}



68

For the i-th machine the cumul~ts are calculated using
the following relations •

= v~
1.

= ilIi3(i)

= M4(i) - 3 M~(i)

= M5(i) - 10U2(i) M3(i)

= l!I6(i) - 15M2(i)M4(i}-10~(i)+30~(i)

= M7(i) - 211\15(i)M2(i)-35fi\~{i)M.3(i)

+ 210 M3(i) M~ (i)

= l.'I8(i)-28 hi6(i) M2(i) - 56 M
5
(i) M~(i)

- 3jM~(i) + 420 M4(i) M~(i)+560 M~(i) M2(i)

630 l.iiiCi)

(4.17)

Load moments of order n about origin may be obtained

from the LDCusing the following relation ;,

__ ~ (PoL
mnL ...) x

n
f (x) d;x:

where A = Area under the LDC

PL = Peak Load •
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In case of hourly load the moments of order inn about
origin may be calculated from the followingrelatibn

m (Ill)
n ':1 '"

1
'if

TL (L)n

i "'1
n '" 1, 2, ....... 8

The central moments of load may be obtained from the
relation given in (4.16) • Then the cumulants may also be
C..o1?1;'a~ed.'~)1,~~~1l~g~i.the:2s.ClIll~"C'f,E(,~a~4-2.l1,..~sC".~.hose us'ed for machine
.' '. ..' _c~~; ''-.:c '." .. ~.----' I". -.bi.e. the equat~ons (4.17; • ~

From the properties of statistical cumulants one knows
that random variable (of equivalent load) which is the sum of
independenet random variables generating machine outages and
hourly load , is charac terized by cumulants which are the sWn of
machine cumulants and load cumulants • Therefore , the process
of convolution is performed by the summation of cumulants only.
In a system of r units , the cumulants of equivalent load m;ay
be expressed as

Kk(ELr) '" Kk (L) + ~ Kk(i)
i"'1

i = 1,2,3, .

where ,

(4.20)

Kk(ELr) '"k-th cumulant of equivalent load when r units
have been convolved •

'"k-th cumulant of the hourly load •
- k-th cumulant of the i-th generating unit •

(j,
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Note that the. first cumulant of equivalent load is

the mean (M) .and th'e second cumulant is the square of stand-

ard deviation (V2) of the distribution.

The expansion factors G1, G2, G3 •.•••• etc. of the

Gram.qnarlier series are calculated by

(4.21)

i = 'J, 2, 3, ••• • • • ...
'fhe values up to equation (4.1 7J are considered to be

fundamental parameters and are stored. Convolution of addi-

tional machines will involve only rec alculation of equac;ions

~4.20) and ~.'j-.21) •

Having obtained tne G - coefficients as outlined s~ far,

the Gram- Charlier series describing the convolution of LDC

with the machine outages is obtained • The area under the equi-

valent load curve between some limits s!fY Z1&Z2 and this area

is given by

a =
oc

S f(z)dz
Z1

d:z (4.22)

where ,
fez) = Equivalent load distribution
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Zi = Standardized rarJdomvariables (RVs)

= (X. - M.) I v.
l "1. 1. (4.23)

in which Xi is any capacity (lJJ.W) , and Mi3JJ.dVi are the mean

and standard deviation of the equivalent load distribution.

"~",,

(1+.24 )

DC

S

integral in equation '(4.22) is calculated as follows :

= SOC fez) dz =

~i

The

I

=

=
3 I 4 I

+

(11.)
"G3 NI.' O'i)

5 I

(G6+56 G1G3+ 35

8 I

Equation (4.22) co.t:'.sists of areas under the normal proba-

bility density function and factor F(Zi) which CWlbe readily

obtained • By building a nomal t;:;,ble of areas in the progr=.

a numerical integration is avoided • The area under the normal

curve C3JJ.be found from the following polynomial approximatmon

/
". '
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for Z ~ 0 • Suppose the area Q (Z) shown in fiSure 4.7. is

required •

N(Z)

o z

Fig. 4.7 Area under normal density function.

The area Q(Z) is given by ~ 29 ~
(4.26)

where ,

iY3 =
2

N(Z) - 1. exp (- Z/2 )
,J2Jt

r ·1,._ ••..•••.•••

"
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t = 1/(1 + rZ )

r = 0.2326419
b1 = 0.31938153

b2 .= -0.356563782

b3 = 1.781477937

b4 = -1.821255978

. b5 = 1.330274429

-8
and the error is I e(z) I <7.5 x 10 and therefore , can

be neglected. The expression for area under normal density'

function is ,

(4.2"

Equation (4.27 ) is sufficiently aceurate for all practical

purposes • The expression is only valid for-~~;~~~value$

OfC:Z10.Since normal curve is symmetrical , the values of

~(-Z)can be found from

Q. (-Z) = Q. (z) ( 4.28)
"

The reliability inciex , LOLP 01' the system is the value

of the ordinate of the final ELDC (which is obtained after

convolution of all machines in the system) at the installed

capacity. An example is presented below to clarily the method •
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Figure 4.7 below represents the load and PDFof load

and Table' 4.7 represents the generating system •

30

MW

20

10 •
I

I
I

I
I
I
I
I

--/. ,
/ ,

o 2
Hours

3 4 10 15 20 25

a) Chronological and hourly b) :2DFof. load

load profile •

Fig. LI-.7 : Hourly load. representation

Table 4.7: Generating System descri;p.tion

I

" No. of
: Units

Capacity
( MW)

l!'OR Installed
Capacity(M',V)

40

0.20

0.1020

10
,
I
I

,,,,,
\ 1
I,,,,, .
,.' 2,,
I
I~ ~---------,~---_ ••••••_---------,

/',
I ,

\:
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Solution .•
Calculation of moments of the generating.Units about the

origin .•
1) For 20 1:;1\'1 Unit wi th FOR : 0.10

m1 (1) : (20),1 (0.10) : 2

m2(1) : (20)2 (0.10) : 40

m3(1) = (20)3 (0.10) : 800

m4-(1) : (20)4- (0.10) : 16000

m5(1) : (20)5 (0.10) : 3.2 x 105

m6(1) : (20)6 (0.10) : 6.4-x 106

2) For 10 M~ Unit with FOR : 0.20
m1 (2) : (10)~ __(D.20) : 2

m2(2) : (10)2 (0.20) : 20

m3(2) : (10)3 (0.20) '" 200

m4-(2) : (10)4 (0.20) : 2000

m5(2) : (10)5 (0.20) : 2 x 104-

m6(2) = (10)6 (0.20) : 2 x 105
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Calculation of lliO-illentsof the ~generCiting units about the mean

1) For 20 UNUnit

. ivl1( 'I ) = 2

2!vi
2
"1) = 40 - (2) . = 36

M3(1) = 800-3(40)(2) + 2(2)3 = 576 .

1,14(1) = 16000-4(800)(2)+6(2)2(40)-3(2)4= 1051,2

;;15(1) =3. 2X10~ 5( 16000) (2)+10(800) (2)'?'0(40)(2)3+4(2) 5=188928

Mr(1) = 6.4x106-6(3.2x105)(2) + 15(16000)(2)2
o

- 20(800)(2)3 + 15(40) (2)4 - 5(2)6
'" 3401280

2) For 10 hi\'{Unit

ivl1(2) = 2

M2(2) '" 20 - (2)2 '"16

M3(2) '" 200- 3(20)(2) + 2 (2)3 '"96

M4(2) = 2000- 4(200)(2) + 6(2)2(20) - 3(2)4 '"832

M5(2) '" 20000-5(2000)(2) + 10(200)(2)2 - 10(20)(2)3+4(2)5

'" 6528

M6(2) '" 2 x 105- 6(20000)(2) + 15(2000) (2)2
- 20(200) (2)3 + 15(20) (2)4 - 5(2)6

= 52480



77

Calculation of cumulants of generating Units :

1) For 20 roW Unit

'18892B - 10(36) (576) = - 18432

540'1280- 15(36)(10512) - 10(576)2+ 30(36)3

- 41932BO

K3(1) =

K4(1) =

l'~5(1) =

K,-(1) =
0

=

K1(1) = 2

K2(1) = 36

576

10512 - 3 (36)2 = 6624

2) For 10 ii;~Unit

',,;;

= - 116480
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C-.J.culation of total cumulants of generating units of same

size :

1) For 1x20 Ii5.W Unit

K(1,1) = 1(2) = 2

K(1,2) = 1(36) = 36

K(1,3) = 1 (576) = 576

K(1,4) = 'I (6624) = 6624

K(1,5) = 1 (-18432) = - 18432

K(1,6) = 1 ( -4'193280) = - 41';)3280

2) For 2x10 !,i\1 Unit

K(2,1) = 2(2) = 4

K(2,2) - 2 (16) = 32

K(2,3) = 2 (96) = 192

K(2,4) = 2 (64) = 12tl

K(2,5) = 2 (-8832) = -17664-

K(2,6) = 2 ("':116480)= - 232960
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Calculation of total cUillulants of generating units :

K1 (g) = K(1,1) + K(2, 'I) = 2+4 = 6
K2(g) = K(1,2) + K(2,2) = 36 + 32 = 68
K3(g) = K(1,3) + K(2,3) = 576 + 192 = 768
K4(g) = K(1,4) + K(2,4) = 6628+ 128 = 6'756
K5(g) = K(1,5) +1\:(2,5) = (-18432) + (-17664-)=-36096
K6(g) = K(1,6) + K(2,6) = (-4193280)+(-232960)= -4426240

C,alculation of );lomentsof hourly load about the oriE;in

m1(1) = :!. (10 + 20 + 25 + 25 ) = 204

~ (102 202
~.

252ffi2(1) = + + 25'" + ) = 437.50

m3(1) = ~ (103 + 203 + 253 + 253) = 10062.50

ill4(1)
1 (104 + 204 .4

+ 254) 237812.50= 4 + 25 =

ill5(1)
1 (105 + 205 + 255 + 255) 5,/07812.50= 7+ =

ill6(1) = ~ (106 + 206 + 256 + 256) = 138320312.50
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Calculation of central moments of hourly load

2 .437.50 - (20) = 37.50
10062.50 - 3(437.50) (20) + 2(20)3= -187.50
237812.50 - 4 (10062.50)(20) + 6(20)2(437.50)
- 3(20)4

M1(1) = 20

Hi (1) =2

N!3(1) =
!il4(1) =

= 2812.50
m5(1) = 5707812.50 - 5(237812. 50) (20) +1D(10062. 50) (20)2

-10(43'7.50) (20)3+ 4 (20)5.
_. - 23437.50

ffi6(1) = 138320312.50 - 6(5707812.50) (20)
+ 1::>(237i:.l12.50(20)2 - 20 ('10062.50) (20);;>
+ 15 (437.50) (20)4 - 5 (20)6

= 257812.50
Calculation of cumulants of hourly load

K1(1) = 20

K2(1) = 37.50
---K3(1) = - 187.50

K4(1) = 2i:.l12.50- 3 (37.50)2=-1406.25
K5(1) = -23437.50 - 1007.50)(-18'1.50) .

= - 10( -187.50)2 + 30(37.50)3
= - 93750.00



Calculation of cumulant of equivalent load or
81

I .sysj;emcumulent

37.50 + 68 = 105.pO
I= - 187.50 + 7S8 = 880.50

~ - '''''6.25 + 6756 t 5:l49.75

= 46875.00 - 36096 i10779.00
= -93750.00 - 44262#O~ - 4519990.00

= K3(1) + K3(g)

= K4(1) .•.K4(g)

= K5(1) .•.K5(g)

= KS(l) + K6(g)

K1(EL) = K1(1) + K1(g) = 20 + 6 = 26

K (EL)2

K3(EL)

K4(EL)

K5(EL)

KS(EL)

Calculation of I G' Co-efficients :

i = 1, 2, 3, ••••••

/2
580.50/(105.50)1= 0.5557023

2
G2 = K4(EL)/K2(EL) = 5349.75/(10,.50)2=0.4806496

~2 ~2G3 = K5(ZL)/Y.2 (EL) = 10779.00/(105.50)= 0.094286
-~137'2

G4 = KS(EL)/K~ (EL) = -4519990.00/(105.50)~ -3.849285
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Calculation of LOLP :

Installed Capacity, ~~ = 40 till'

Zi = (Xi ':'Iil) Iv = (Xi - K1 (EL~11)1 K2(EL)

= (40 - 26) I 105.50

= 1.3630187

Q(Zi) H(Zi) (b'lt 2 345= + b2t + b3t + b4t + b
5
t )

N(Zi) = 1 exp ( - (1.3630187)2) = 0.1,'75758
2ft 2

t = 1 1
1+rZi = -1-+~(~0-.~23-1-6~4~19-)~(-1-.~36-3-0-1-b'~/) = 0.760033

Q("i) = 0.1575758 [(0.31938153) (0.760033) + (-0.356563782) x

(0.760033)2 + ( 1.781477937) ( 0.760033 )3

+ (- 1.821255978 ) ( 0.760033 )4

+ ( 1.330274429 ) ( 0.760033)5 J
= 0.086438

.•
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C31culationof derivatives

Zi N(Zi) = -(1.3630187) (0.1575758)
= -0.2147787
= (Zf - 1 ) N(Zi) =[( 1.3630187)2 - 1 )J (0.1575758)
= 0.1351717

N(3)(Zi) = 2 n(1)(Zi) - Zi N(2)(Zi)
= -2 (0.2147787) - (1.3630187) (0.1351717)
= - 0.613'799

( 2) P"--'cB . -)J~~ .
= - 3 N (Zi) -~i-J4B,f2;-Jc.~
= - 3 (0.1351717) - (1.3630187) (-0.613'799)
= 0.431104
= - 4 N(3)(z.) - z. N(4)(Z;)

~ ~ ~

= - 4 (-0.613799) - (1.3630187) (0.431104 )

=

= 1.867592
G1N(2) (Zi)

3 I +

(4)( ).G~,,,]IT Z.
~y ~

5 i

=
(G4+ 10 G~) N(5)(Zi)

6 I

= (0.5357023) (0.1351717) _ (0.4806496) (-0.613799)
;5 I 4 I

+ (0.094286~ ~0.431104)

(-3.849285 + 10 (0.5357023)2 (1.867592)
6 i

= 0.0272406
LOLP = ~(Zi) + F(Zi)

= 0.086438 + 0.0272406
= 0.1136'78'7
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4.4.1 COMPUTll.TION,iLSTEPS FORCUIiillLAI:IT'1TETROD

.The different computational ste~s to evaluate LOLP~y..

the cumulant method are stated below :

SteJl - 1: Obtain hourly load , for the period under study, from

the chronological load (this may be predicted demand

in Case of planning) •

step - 2 Sample the hourly load at every hour or any other

suitable interval by assigning equal probability to

each sample and obtain the distribution of load.

Step - 3: Det8=illiJ the O.lj.OJn1~J1J5M about the origin for each

machine.

Step - 4: Determine the central moments (moments about the

mean ) for each machine •

step 5: Obtain the cumulants for each machine

step - 6: Obtain the total cumulants of generating system by

summing the individual generating unit cumulants •

step - 7 :. Now, detemine the moments about the origin, mo-

ments about the mean (Central moments) and cumulants

of the hourly loads •
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Step - 8 Determine the system cumulants by summingthe tot al

cumulants of generating units and corresponding

cumulants of load •

step - 9 . Obtain the Gram~.Qharlier coefficients and the

derivatives of nor-.nal PDF.

step -10 Calculate the standardized random varlable Zi •

step - 11: Determi...'1.ethe area under the normal :2DEand the

f aCtor F(Zi) •

LOLPis obtained from the sum of the area under the norrunl

PDF and the function F(Zi) •
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G'rl.AP'rER 5

5.1 INTRODUCTION

The different methodologies of evaluating the.reliability
.•.ct power system have been discussed in the previous chapter.In. "..

this chapter', the methodologies. are applied'to evaluate the
reliability indices of IEEE reliability test system as well as
Bangladesh Power System • The methods are compared in terms of

i) accuracy of the results
ii) computational efficiency and

iii) computer storage requirements •

In this chapter the observations regarding the sensitivity of
the recursive.method to step size, the segmentation method to
segment size and the cvmulant method to the number of terms in
the Gram-eharlier series , ape also persented •

The sensitiveness of each method to the variation of peak
load of the above tv/osystems are discussed in this chapter. The
sensitivity of each method in terms of accurac-y of result due to

types of precission in the computation are furnished in this
chapter • A'brief description of IEEE Reliability Test System
and Bangladesh Power System are also presented in this chapter
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5.2 IEEE RELIjillILI~YTEST SY0T~~ (IEEE-RTS) [25J

In order to provide -a"basis for comparision of results
obtained from different methods , IEEE desired to have a
reference or test system which incorporates the basic data
needed in reliabilivJ evaluation • ~he test system has load,
generation system and transmission network model • 'rheload

~-,~ll10delprovides hourly loads for one yeiJXon per unit basis
expressed in chronological fashion. The generating system
contains 32 units of varions capacity from 12 to 400 ;;;;'1. 'fhe
transmission system contains 24 load/generation bus COilllected
by 38 lines or autotransformers at ~70 stages, 138 and 230 KV.
The transmission system includes cables, lines on a common
right of way and lies on a common tower • The transmission
system data includes line length , impedance rating and
reliability data. A brief description of the IEEE reliability
test system is given below

~."

LO 1\J} lilODEL [ 25 ]

The annual pellicload for the test system is 2850 MW.Table
).1 gives data on weekly peak loads in percentage of the ar..nual
pellicload • The annual peak load occurs in the 51 st week • The
data in Table 5.1 shows a typical pattern , with two seasonal
peaks. The second peak is in the 23 rd week (90%) .If the 1st
week is taken as January- I Table 5.1 describes a winter pealcing
system • If 1st week is taken as a summer month , a summar
peaking system can be described •
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Table 5.1 Weekly peak load in percent of annual peak

I i
I Week Peak load Week Peak load:I
1 1
I i
I 1 86.2 Z7 75.5 I
I I
I 1
1 2 90.0 28 81.6 1
I I.
1 .1
I 3 87.8 29 80.1 I
I I
I I

4- 83.4- 30 88.0 I

5 88.0 31 72.2
6 84;.1 3;; 77.6
7 83.2 33 80.0,,~.,..

8 80.6 34- 72.9
9 74-.0 35 72.6

10 73.7 36 ,'0.5
I '11 7'1.5 37 78.0I I
1 I
I 12 72.7 38 6';).5 I
I i
I I
I 13 70.4- 39 I '72.4- I
I I
I I
I 14- 75.0 4-0 72.4- I
I 1
I I
I 15 72.1 4-1 74.3,
I
I 16 80.0 42 74.4I
1
I 17 75.4 45 (jO.OI
I ,
I 18 83.7 44- 88.1 ,
I I
I I
I 19 87.0 45 88.5 I
I I
I ,, 20 88.0 4-6 90.9 I
I 1
1 1
1 21 85.6 47 94.0 1
I I, 1
I 22 81.1 48 89.0 1
I 1
1 I
I 23 90.0 49 94.2 1
1 I
1 I
I 24- 88.7 50 97.0 I
I I
I I, 25 89.6 51 100.0 1
I I
1 I
I 26 86.1 52 95.2 I
I I, ,
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Table 5.2 gives a daily p~~~ load cycle , .in percentage
of the weekly peak • The same weekly peak load cycle is
assumed to apply for all seasons. The data in Tables 5.1 ~~d
5.2, together with the annual peak load define a daily peak
load model of 52::£.7 = 364 days., with I>londayas the first day
of the year •

Table 5.2 Daily peak load in percent of weekly Deale:.

Day Peak load

rdonday 93

Tuesday 100
Wednesday 98
'rhursday 96

Friday 94

Saturday 77
Sunday 75

Table 5.3 gives week day and weekend hourly load models for
each of the three seasons • A suggested interval of weeks is
given for each season • The first two colunns of this table ref-
lect a winter season (evening peak) , while the next two colunns
reflect a summer season(afternoor peak) • The interval of weeks
shown for each season in Table 5.3 represents application to a



winter peaking system • If Table 5.1 is started with a summer(i:iiOiitli]J

then the intervals for application of each column of the hourly load

.. model in Table 5.3 should -be modified accordingly .•

Table 5.3 : Hourly Peak Load in percent of daily peak :

: winter weeks : Summer WeekS Spr~gJFall weeks
HOURS 1 .•.8 & 44-C@: 18 - 30 9 - 17 & 31 - 43,

;ikdyr Wknd : Wkdy ',iknd Yikdy Wknd
i

: 12 - 1 3..m.1 67 78 64 74 63 75, . ,
I 1 - 2 63 72 60 70 62 73I
I, 2 - 3 60 68 58 66 60 69,,, 3 - 4 59 66 56 65 58 66,,
I 4 - 5 59 64 56 64 59 65I,
I 5 - 6 60 65 58 62 65 65I
I, 6 - 7 74 66 64 62 72 68I
I
I 7 - 8 86 70 76 66 85 74-,,
I 8 - 9 95 80 87 8'] 95 83I
I, 9 - 10 96 88 95 86 99 89
10 - 11 96 90 99 91 100 92
11 - 12 95 91 '100 93 99 94-
12 - 1 p.m.' 95 90 99 93 93 91

r1 - 2 95 88 '100 92 92 90
2 - 3 93 87 100 91 90 90
3 - 4 94- 87 97 91 88 86

, 4-- 5 99 91 96 92 90 85I,, 5 6 100 100 96 94- 92 88I
I
I 6 - 7 '100 99 93 95 96 97I
I
I 7 - 8 96 97 92 95 98 100I
I
I 8 - 9 91 94- 92 100 96 97I
I
1 9 - 10 83 92 93 93 90 95I
I

:10 - 11 93 87 87 88 80 90
t
I 11 - 12 63 81 72 80 70 85I,

Wkdy = Weekday , Nk:nd = Weekend
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'Combination of Tables 5.1,' 5.2 and. 5.3 with the allilllal peak

load.defines an hourly load model of 364 x 24 = 8736 hours .•

Hourly load for any hour of the weekuay may be expressed as ,

IlL = WKPKx DPKx PKWDx APE: ( 5.1 )

Similarly hourly load for any hour of the weekend day may

be expressed as ,

( 5.2 )
=.;:r, = {IKE-1\: x DEK x FK\Vlifx APK

Ylhere ,

HL = Hourly load

"lLfK= 'iieekly peak load in percentage of annuo.l peak

J.!:f'K= Daily peak load in percentage of weekly pea.1(

:t--XViD=Hourly peak load in percentage of daily peak for

week day

PKViH=Hourly peak load in percentage of daily peak for

weekend day

APK= Annual peak load
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5.2.2 GENERATING SYSTEm [ 25 ]

Table 5.4 gives a list oj the generating unit ratings
and reliability data. In addition to forced outage rate , the
parameters ne.eded in frequency and duration calculations are
also give!}.(M'£TF and MTTR ) • This table gives data on full
outages only.

Table 5.4 Generating unit reliability data

Schedule . I

Unit size Number l:j~!J.lIrR MTTR IDa~n-
I 1!'OR terrance I

l'i~V of Units I brs brs Viks/ year
.112 5 0.02 2940 60 2
.120 4 0.10 450 50 2

I • 5C)';? 6 0.01 1980 20 2
I ~::;;;>~-"

J?6 4 0.02 1960 40 3
J100 3 0.04 , 1200 50 3
~155 4 0.04 , 960 40 4
~97 ,.---3- _ 0.05 950 50 4
)350 1 0.08 1150 100 5
400 2 0.12 1100 , 150 6

W:ITF '" Mean time to failure
IiiTTR '" Iiean time to rel?air

FOR .NltlR
'" MT'J:F+IiiTTR (5.3)
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5.3 B.AHGL.ilDESH roWER SYSTElE (Bl'S) [30 1

The electric power system of Bangladesh may be divided
into two zones : the East aone and the West zone ,separated
by the rivers Padma , Jamuna and Lleghna • There are a rmmber
of power stations in the East and in the West Zones • The
generation cost in the East zone is cheaper than that in the
West zone • In order to transmit cheaper resources from East
zone to the west zone , an electrical interconnector from
Tongi grid sub-station to Ishurdi grid sub-station has been
constructed and thereby forming an intergrated natural grid.
The East-West Interconnector (EWI) is a double circuit line
operating at '132KV • The power transmission capacity of the
EWI is 180 MVA per circuit at 132 KV • The total installed
ca];lll:ityof BPS is 1141 ;,r,v out of \7hich 725 }1i\'1 is located in
the East zone •

There are a number of power stations in the East and
the West zones • The grographical locations of different power
stations of BPS are shown in figure 5.1 . The simplified single
line diagram of the integrated power system of Bangladesh .is
shown in figure 5.2. The lare;epower stations are Karnai'uli
Hydro-Electric station at Kaptai , Ashusanj steam and combined
cycle power plants , Ghorasal steam power station, Siddhirganj
steam power station, ChittagQng steam power station,Sh~~jibazar
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gas turbine power station , Khulna steaJ!l and gas turbine power

plants and Bheramara .gas turbine power plants. Besides these

there are =ber of small diesel power stations •.

The power stations in the two zones have differenttY.l?es ."

of generating units such as hydro , gas turbine, diesel etc.

Someof the units are old and their output are nowlower than

the rated values. As a result, the total generating capacity

of BPS is 1018 ;,1\( instead of 1141 M\V• The maximumgenerating

capabilit;y of the East zone is 672 r;IW and that of the West

zone is 346 liIW I 30 :r • I,lost of the thermal power stations in

the East zone use natural gas as fuel , while those in thc West

zone generate electricity by burning costly liquid fuel •

5.3.1 BPS GEJ':LE:tLi.TIOH DAT.li.

Generation data of BP3 used in this research are given

in Tables 5.5 and.5.6.Gapacities of some of the small units

shown in this table are rounded values • This is done to

decrease the computer time • In the,{est zone the small diesel

units with capacities less than 5 l,l'Nare aggregated to fom

units of capacity 5 IaN each.

The East zone has 23 generating units with an installed

capacity of 675 Rid • The generating units in this zone include

3 hydro units, 10 steam units and 10 gas turbine units. The-

West zone has 1'1 generating units with an installed capacity of
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355"MW • The average incremental fuel costs of the generat.ing
units in the zast zone ranges from 0.14 to 0.28 Tk/Kwh, while
those of the generating units in theWest-zone ranges from 1.57
to 4.17 -Tk/Kwh.

'Table 5.5 BPS Generation datn for East Zone

, Hame of
I Power Station

r Karnafuli
I Hydro

Ashuganj ;;,team
,Turbine

•

, Avg.~nc.Type of No.of : Capacity FOR 1';].elcost Ifuel Units: (hiW) I 'rk./Kwh. I,,-
I1 I 50 0.01 0.0, Hydro

2 40 0.01 0.0

Gas 2 65 0.1U 0.14

I Ashuganj Combined I I 1 (GT)' 55 0.19 0.16
, Oycle I Gas , 1 (ST)' 30 ().19 0.16

r

, Ghorasal steam
", Turbine Gas 2 55 0.10 0.16

, Siddhirganj Gas 1 50 0.10 o. '15
steam Turbine 3 10 0.15 0.23

,Chitto.song steam Gas 1 60 0.10 0.16,Trubine ,

,Chi ttagong Gas
,'l'urbine•

,3hah~ibazar
, Gas Trubine

I Gas

Gas

2

7

5

10

0.18

0.18

0.28

0.27



Table 5.6 BPS Generation data for West Zone
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I I lI.vg.~nc.Nameof Type of: No. of Capacity :
I Power Station fuel I lJ!'..its (kl,l) \ FOR fuel cost I

I Tk./Kwh.

Khulna steam . I 1 110 ., 0.10 1.57
F .Oil 1 60 0.10 1.79

I Turbine 2 5 0.15 3.32

, KhulnaGas
I SKO 2 25 0.18 2.62

I Turbine(Bargc)

I Khulna Gas r HSD 1 10 0.18 3.45
I Turbine 1 10 0.1.3 4-.17r

I Barisal Gas
I Turbine I HSD 1 20 0.15 3.01

I'

I Bheramara Gas
I H.SD 3 20 0.18 3.24-

I Turbine

I Small Diesel
I LDO/HSDI 1 5 0.12 1.93

I Stations * 1 ~ 0.12 2.00;)
1 5 0.12 2.20
1 5 0.12 2.35
1 5 0.12 2.4-9

* These are small diesel pow~r stations located at Thakurgaon,

Bogra , Goalpara , Barisal , Rajshahi and serajganj~ Beveral Slliall

diesel units of these stations have been aggregated to form 5 units

of capacity 5 I\'I\V each •
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5.3.2 LOAD DATA OF BANGLADESH roWER SYSTEM.

In this research ,the hourly load data of August, 1985
and December , 1985 are used • The hourly loads of these ~~o
months are given in Appendix A. Tha peak load usually
occurs auring 7:00 to 9:00 hours in the afternoon and the
peak of August is 765.05 MW and that of December is 660.53MW.

The be.seload is observed to occur around 4 a.m. and this load
is 287.09 MW in Aue;ust• In December the base is cbserved to
occur at around 2 a.m. and this load is 306.32 MW •

5.4 COMl'UTER PROGRAMS

For numerical evaluation computer programs are developed in
J.;Ol{'rRiU:~. 77 • Three different methodologies are used in this
thesis to make a comparative study of the connonly used metheds
and for each of these method different program has been developed.
During the process of developping each program I it is tested by
several small examples and simultaneously these examples are
worked out by hand with a view to check the results.

The developed programs are general in nature and may be
used to evaluate any power system by appropriately changing the
dimensions of the variables • The computer programs are given
in Appendix - B •



~..

100

5. 5 NUltillRI C ilL RESULTS

In this research. ,two power systems are evalu'ated • One
is the well known IEEE reliability test system (IEEE-RTS) [25 ]
and the other is the Bangladesh Power System (BPS) •.In Case of
IEEE-RTS, load data of the winter', SUBillerand the whole year
are used separately. In case of B.FS, load data of Auc;u.st,1985
~~ December, 1985 are also used separately. The reliability
indices (LOLEs)are evaluated by using previously flentioned
three different methods viz ; recursive , segmentation ~~
cumulant me~lod considering loads of different periods •

5.5.1 CONl.PA1UTIVE STUDY OF DIFFERENT I.iETHODS

The reliability indices are determined for IEEE - RTS
with 2184 hours winter load. The pe~c load for this period
is 2850 ru~V • LOLPs (in percent) obtained using the three
methods are presented in Table 5.7 • The computer memory and
the CPU time in IBM 4331 required for each method are compared
in this table. To compare the variation in the results of each
method for single and doubleL~£.e£~i~the results obtained
using single (Pi;"&~j.sion3as well as dou.ble~:£w o.ritbmetic

•
~re also presented in this table •
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LOLPsobtained using three different me!hods
with lEEE-RTSwinter loads

- i
SINGLE'CPRECISf6F) I DOubLEQ'JIE0.ISIOryI

,.1'iETHODS : ;;:;TORAGE: 01'lJ I STOHAGEI C.J:'ULOLl'(%) I (Bytes ) j(Sec) : LOLP(%) (Bytes) l(Sec), ,, ,
, t I

'Hecursive 0.276158, 752'78 , 87 0.276183, 130776' , 111 ,,

", I
'Segmentation 0.275135, 48384 , 19 0.275144 I 76400 27 ',

I

-, ,-------r, , ,
'Cusulant ,-0.529782, 35408 I 18 0.281973, 46536 21 '

In tdble 5.7 , it is observed that in either ~e(fiSionJ

of calculation , the recursive and the segmentation methods

provide almost the same LOLP• 7he LOLl?differs in or beyond

the 3rd place 2,fter the decimal point • However, in case oi'

cumulant method the LOLPobtained using doubleCpretc).]:l';iPIVC1.ri-

tlliaetic is close to that obtained in recursive or segmentation

method while the single cpre9~isWpJ arithmetic provides LOLPs

which varies 0idely from the results of reclrrsive or segmenta-

tion method • Note that in the cumulant method negative LOLP

is obtained when single~p£.ec:isiQ!p arithmetic is used , which

is absurd •
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Regarding the storage requirement, it is observed that

recursive method requires the largest memorylocations viliile

the cumulant method requires the least. Obviously, double

r:pf~cy;rp.!:)arHbmetic requires larger memorystorage than the
....•""'- ""-

single ~eci;lOn) aritbriletic .This is con£irmed in Table 5.7 •

~egarding computational efficiency , it is clearly observed

from Table 5.7 that computationally recursive method is the

least efficient Dhile cumulant method is the most • ~his tablo

shows that cumul3.lltmethod is slightly faster than th(J segment-

ation method • Here the se[;rJentation and cumulant methods lre
,,,bout five ti.liles f2ster than the CODll:lOnlyused recursive method.

'J:'l:eLOL?sCU'ealso evaluated the recursive , se&~en-
tation 2,l1d ctlJ.Ilulant methods for the SUIDL1Grload of IEEE-RTS •

In this case , again the 2184 hours load data are used • ':rho

peak load i'or tl1is period is 2565 r..;",V • The LOLP, computer

storaGe and CFU ti.rne both for single and double rp'-rElc'f:~£OIT"'?'~
Co- ---:~"

ari thmetic are presented in Table 5.8 •

•
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Table 5.8 LOLPsobtained viith IEEE-RTS sur::mer loads

21

27

112

I.

76400

, 0.095965' 130776,

, 0.095965 ',

, 0.152714'. 46536,

"--r,--------- --.,
: DOUBLEfPR$<HS:rOV :
: LOLP(C') : S'l'ORAGE : CPU :
f 7

0
: (BYTES)\(Sec) \

t I ,,,,
,r.-,,,,,,,,,
I,,,,
I,
I,,,,,,,,

, 87

, 19

f 18

.sINGLE P.RECISION:-:~
LOLP(%) STORAGE : C?U

o (BYTES) I(Sec)

O.095~~: Lj-8384

, 0.095945 :752'(8

,
:-0.814398, 35408

,,,
~ l..iliTHODS,,,, .,,
I

;Recursive,,,,,,,,
'Segmentation '
1,,
I
I,,,
:Cumulant
1,
1
I

In Table 5.8 , it is observed that storage requirements and

CPlJ times for ,e.urrespbridJ.l:j~plethods are same as in Table 5.7 •This

is expected because of aame number of load impulses a<'ldthe s=e

generating system • However , the LOLPis less , compared to

Table 5.7 • This is due to the smaller peak load & on the average,

lower load level •
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It is also observed comparing Tables 5. 7 and 5.8 th?-t the

LOLPs obtained using the recursive and the segmentation
methods are more close to the LOLPs obtained whe~ the summer
loads are used • Note that in case of summer loads , the
number of load impulses , encountered by the available
generation failing to meet the loac. is less • Therefore ,,the
LOLP .~which is produced as a result of the summation of the
probabilities of the load impulses causing loss of load ,
suffers less round of error in computation

~he LOLPs are also evaluated using the recursive ,
segmentation and cu~~lant methods with the one year load of
IEEE-RTS • In this Case the hourly load impulses are 8736
and the peak load is 2850 bW • The LOLP , computer storage

.and CPU time both for single and double [!J¥~crsr:0~arithme-
tic , obtained using the so calledtbree different methods
are presented in Table 5.9 •

..

(
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Table 5.9 : LOLPs obtained using three different methods
with IEEE-ETS one year loads , '

. ,,

SINGLEQ?!lli0:ISJ.:bN.~
i

DOUBLE~REOIS"ION::::> I ', .", ':,METHODS I II,
STORAG.t:: CPU i i i:iTORAGEi CPU'I'LOLP(%) ,

: LOLl'(%) , I , ,I, (Bytes) :(Sec) I (Bytes) j(Sec)iI ,
, ' '-' ,

" I
IRecursive , 0.111759 , 76008 32'1 0.111788 I 131216 , 392 :,,,,
I
I,,Segmentation , 0.111525 , 48648 20 0.111528 , 76816 30 ,

I I
I
I,
II
iI
II

I II
I:CulllUlant '-1.04'7283 ,

61896 24 0.142510 , 99392 36 :I I
II
I,
II
I

Comparing Tables 5.9 with Table 5.7 and Table 5.8 it is

observed that the storage requirements in case of recursive and

segmentation method are almost the same while that in case of

cUlllUlant method increases by 75% for single~i6iD arithmetic

and 113% for double CpreC'islo~. It is also observed that the

CPUtime requirement in Case of segmentation method remains

almost the same and in case of cUlllUlant method it increases

slightly , that is 3:1'/0 for single (prec:fSI5GJand 71%for double

~~~~~arithffietic • However in case of recursive method the

CPU time requirement increases more than 3.5 times when one year

load data is used •



106

dB it is observed in lable 5.7 and Table 5.8, the LOLPs
obtained using the recursive and the segmentation method are
almost the same while the LOLPs obtained using cUllU.llant
method are still nagative for single precission arithmetic •
Comparing Table 5.8 and Table 5.9 it is observed that in Case
of double~ecIsi~arithmetic the closeness in the LOLPs of.
currmlant I2etJ:odwith those of segmentation or recursive method,
ar8 more vhen one year load data are ~sed • Similar observatien
is made when Tables 5.7 and 5.8 are compared. It indicates
that the cUllU.llantmethod will provide good result
in case of higher LOLPs , that is , if the results obtained by
surmr~ng the wider area of the probability plane •

Tileproposed techniques are then applied to evaluate the
LOLP of a small power system like Bangladesh Power System .LULP
is deter;ain8d for the month of August , '1985with 765.05 liNi

pe ak 10ad • The LOLPs along with computer storage and CW time
requirellientfor thxee methods are presented in Table 5.10 •

Then the load data of December, 1985 with 660.53MW peak
are used in the evaluation. The results obtained using the
three different methods are presented in Table 5.11 •

I
1

( c'
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LOLPs obtained using three different Juethods with
BPS load of August, 1985 •

,
I .~ ..__It

segmentatioIl 0.071~17;f' 31448
I,

1.1J~".l:H0DS

,,
.1

: Recursive
I
I
I,

CUIllUlant

0.07'1315 I 39632

0.093713 I 33424

, 22

I 12

I '15

I

0.07'1318 I 59496

I

0.07131'3 I 43344

,
0.076579 I 43576

25

15

1'?

I
I
I
I
I
I
I,
I.,
I
I,
I
I,,
I

Table 5.11 LOLPs obtained using three different methods with

BPS load of December , '1985 •

METHODS
i ...,.,...,..__ __.. i

! S Il'lGLE"'~:EDIS;1?!Y :
: LOLP(o,i) : S'.i.:U1?AGS : eru !,: ,0 ,i (Bytes) :(Sec) :

DOUBLEE@c:r.stON7J';7 .
LOLP(%) : STORAGE: uFOI (Bytes) : (Sec)

Recurisive ' 0.004679 I 39632

Segmentatiorl 0.004679 I :;;'1448
I

12

0.004679 ' . 59496,

o' 004679"43344
I

"

'16

16

Cumulant "0.089593 ' 33424 15 0.004185' 43576 18

,", .
\)

mailto:DOUBLEE@c:r.stON7J';7
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. Comparing the, storage requirements. for about one third.of.

the load data of the IEEE-RTSused in Tables 5.7 and 5.8 it is

observed in ..case of BPS that the computer memoryrequirement has '"

decreased to half for the recursive method • However t the

memoryrequirements in other two methods do not change appre-

ciably • Note that the installed capacity of BPS is one third

of that of IEEE-RTS•

FrOmTables 5.10 and 5.11 it is observed that t.he LOLPs

obtained using cumulant method are close to those obtained

using recursive or segmentation method in case of double preci-

Osion arithmetic. In case of s:L."1.ble(£F'ecisfGn7the LOLPsof

cUEIulant ];lethod var:l from those of segmentation or recursive

method • .EoV/evert i..'l this case tIle negative :GOLFsare not

obtained which was the case in IEEE-RTS. li'ote that on the

average the units of-BPS are of higher FOR.

It. is also observed that for the same number of load data,

Table 5.10 provides higher LOLPsfor each method. This is

because of higher peak load in the month of Au@,ust•
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5.5.2 SZI'i3ITIVITY STUDY OF,DIFFERENT fl':ETHODS

In this research, sensitivity of the different methods
used for the evaluation of the reliabili~j arc investigated •
Sensitivit-y of each method to the variatioriof peak load is
studied for the IEEE - RTS with one year load. In this stud7,

1 peak load is varied from 1000 MW to 2850 ~v at a step of 200 MW

LOLP for diffe~ent peak" loads and corresponding CPJ ti~es &ro
presented in Table 5.12 • storage requirements does not change
with the variation of peak load and hence not shown in this
table • The variation of LOY and the variation of CPU tine
with the variation of pC3.kload are also depicted in fi:;ure -
5.3 and 5.4 ~ospectively •



Table 5.:12 Sensitivity of' LOLP to peak load
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IEEE ONE YEAR LOAD
PEAK REOURSIVE SEGlfiEliTATION CUh'l1J;LAlifT'LOAD I i I i i i,
(I},v) , : CPU I , CPU , Cl"U,: LOLP(%) . , LOLP(%) , LOLP(%) ,

;(Sec) , ., (Sec) I (oec),, , I I

I , , I t, I, ,
, 1000 I 0.4193E-11 I 643 '0.4185£-11 30 ' 0.1496E-14 , 36

,
I I

I ,
, 1200 ' 0.2617E:'09 , 614 10.2616E-09 ' 30 0.1104E-11 ' 36

, ,
,1400 , 0.1002E-07 ' 576 '0. ,)002E-07 I 30 '-0.2600E-09 , 36

I , , . ,
I , , I, 1600 ' O.2598E-06 , 549 ,o.2598E-06, 31 ,-0.1354E-06 I 36 .,,

I

1800 0.4759E-05 ' 523 'O.4744E-05 ' 29 '-0.9253E-05 , 36, ' ,,
I I , I,, 2000 I 0.6243£-04 , 502 ,O.622Lm-04 ' 29 ,-0. 1696E-03 ' 36, ,

, I

,2200 I 0.5534E-03 ' 475 'O.5832E-03 , 29 '-0.8182£;-03, 38
,

, I I, , •, 2400 I 0.3932E-02 , 455 .0.3930£-02 I 29 0.2136:;;;-02 ' 36
I

2600 0.1963E-01 I 415 '0. 1963E-01 29 ' 0.2909E-01 36 ,
,

, I, 2800 ' 0.8177E-01 , 403 ,o.8175E-01 ' 29 0.1103E-oO ' 36
, I

,2850 0.1118E-oO' 388 'O.1115E-00 , 30 0.1425E-oO I 36,
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It is observed in columns 2 and 4 of table 5.12 as well as
in figure 5.3 that LOLP increases rapidly with the increase of
peak load for both in case of recursive and segmentation method.
Note that these two methodsQprovide almost the same LOLPs.However,
'in case of the cumulant method the LOLP~;:5show some peculiarities.

~
For the lower peak load the LOLP decreases , more specifically it
.provides negative values. But for the higher peak load the'LOLP~~
are close to those obtained using recursive or segmentation method.

~egarding the CPU time, it is observed in Table 5.12 as ~ell
as in !ibure 5.4 that in case of recursive method CPU time is very
high for lower peak loads and it decreases \'Iithc.the-inc:r'e'ase--o't~, .
&e~ __1'0a:dS~(}1l:-tJ:l~:;0j;her::-:h~~~,,:case--:oTEre~eJ3.t?,;lfionor.qumultmt,
\metliOd-~ time remains almost the same for all peak loads.

. , th\t~-.,recurSlve ana a lo.f':Se'g-_.
step and segment size

are investigated • In this case , winter loads of IEEE RTS is
used • The LOLPs , storage requirements and CPU times are prese-
nted for each method for different step or segniment size in
Table 5.13 • The variations of LOLPs , CPU time and mer,loryrequ-
irements with step size in case of recursive method and segment
size in case of segmentation method are depicted in figures 5.5,
5.6 and 5.7 respectively.



Table 5.13 censitivity of LOLP to step/segment size
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i (13 ViEEKS )I STEP I IEEE WINTER LOAD,
I OR i I

I RECURSIVE , SEGMENTATION
I SEG- I I, I I I
I r;:ENT , I I I

:LOLP : STORAGE I : STORAQ: I
I SIZE CPU(Sec) I LOLP(%) CFo'(Sec),: (%) : (bytes) , : (bytes)I C~v) Ilui' I I I ,

I I \J

01 I 0.2762 I 130776 106 0.2751. 76400 23
02 0.2733 76312 59 0.2757 49184 18
03 0.2667 58136 43 0.2667 40112 15
04-. 0.2715 I 49080 38 0.2738 , 35568 14
05 0.2736 43608 30 0.2725 , 32832 13 ,.

10 0.2650 , 32712 20 0.2772 I 27344- 11.,
I

20 0.2408 I 27272 '15 0.2496 I 24552 10
30 0.2024 , 254140 13 0.2262 , 23640 10
40 0.1802 I 24512 12 0.1913 I 23192 10

,-
50 0.2168 I 24000 12 0.2315 22920 10

60 0.1123 23680 12 0.1679 I 22728 10
I

70 0.1211 23456 11 0.1672 I 22600 10 I ..

80 0.1567 I 23296 11 0.2243 22504 10

90 0.0901 23136 11 0.1752 , 22424 10. I

,
I 100 0.1417 , 23040 11 0.1492 I 22368 10
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In Table 5.13 , it is observed that with the increase of
step or segment size the value of LOLP deviates irragularly
from its true value. Note that in this case the true value
of LOLP is obtained at 1 IllW step or segment size •

Regarding storagerequireillent it is observed from the table
and from figure 5.6 that the difference of memory requirement is
tremendously high when the step size or sigment size is varied
in the lower range of steps or segments • However , the difference
is almost negligible in higher range of steps or segments.

The variation in C~lJ time with the variation of segment size
in Case of segmentation method is not prominent • However , the
salient variation is observed in case of the recursive method
with yariation of step size in the lower range of step size.
In the higher rang.e , the CPU time is _almost constant with the
variatio_n_c>fsteps •

The sensitivity of the cumulant method ~the number of
Gram - Charlier coefficients (G) is also investigated in this
thesis • In Table 5.14 the LOLPs , C1?U time and storage requirements,
with different number of G coefficients used in the Gram-Gharlier
series are presented. The variation of LOLP with G coefficients
is depicted in figure 5.8.In this figure the L'()I,Psobtained
using reCursive method is also ~resented for comparision • It is
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observed from Table 5.14 as well as from fie;u=e 5.8 that LOLP

varies irregularly to. the increase of number of Gcoefficients.

However , the LOLP approaches to the true value when meximum

number of temsare considered in the Gram-Sbarlier expansion

series •

Table :. 5.14.

no. OF GR1\b--
CIIilRLIER CO=
EFFICIEHTS

Sensitivity of LaLF to number of terms

IEEE ViINTER La AD(13 WEEKKS )

LOLP(9G) STORAGE(bytes) CPU
(Sec)

O(\'lith out I G'

co-efficient)
0.31973 46872 22

0.52725 46872 21

0.24954 46880 22

0.23456 %880 21

0.19162 46880 22
n

0.14579 %880 21

0.28197 46880 21
. I

This table also shows that storage requirements and CPU

time do not practically change with the increase of number of

'e' coefficients.

<
.~.
/~' .

\)
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CRAFTER 6
CONCLUSIONS

6.1 CONCLUoIONS

The evaluation of reliability is one of the important as-

pects of generation expansion planning • On the basis of the

requirements, the planner develops a humber of feasible expan-

sion alternative pla-'ls • It is a commonpractice c!jDr0;p:o:w:~
~~~

system engineers to evaluate each plan on the basis of reliab-

iIi ty to ensurel;hat the adopted plans satisfy desired level of

reliability • Several measures have been devised to evaluate

the reliability index of a given expansion plan • Tbe simplest

:l.-11.dmost commonof all is tbe loss of load probability (LOLP) ,

The three probabilistic methods are commonlyused by the utili-

ties to evaluate LOLFs• These are recursive. , segmentation and

cumulant methods •

In this thesis , the three methods are applied to ~ao diff-

erent power systems , one is small BPS and the other is medium

size IEEE-RTS • The methods are compared in terms of accuracy

and computational efficiency i.e, C~Utime requirement as well

as memoryreq~irement. The senisitivity of each method to the

following features are investigated •

i) ~::';'arithinetic in computation

ii) Peak load variation •



122

The sensitivity of the recursive and the segmentation

methods to the variatiop. of step size in case of recursive

method and segment size in case of segmentation method are also

investigated. The sensiitivity of the cumulant methods to the

number of terms in the Gram-@harlier series is also studied

in' this research •

On the basis of the results and observations described in

details in the previous chapter , following conclusions may be

made :

1) For probabilistic simulation, the segmentation mthod

seems to be more flexible and computationally Tflore

efficien~ d;~;) the conventional recursive method in the

evaluation of LOLP•

2) CUllIUlantmethod is also computationally more efficient

than the recursive method but the $.ccuracy of the result

is highly system dependent • If fast calculation is

desired , cUllIUlantmethod may be used for large and

small system. However, the results obtained USDlg

this method maybe questionable • The results obtaine d

by currrulant method also o.e:psn<ison the type of

Cpj?ec1:~i?)used in calculation • It is observed that

cUllIUlantmethod provides good result only if double

(pr;iliiOn:] arithmetic is used •
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3) The segmentation method provides accurate results as compared
to the cumulant method and simu~ taneously, is computationally
very efficient • This method may be applied to evaluate LOLP
of ~~y size of system • For recursive &~d segmentation method,
it is not essential to use double precision arithmetic.

4) Considering all, the segmentation method is optimum in terms of
accuracy as well-as computational requir~ents •

Characteristics of the different probabilistic methods are
tabulated below for ready reference :

Table 6.1 Characteristic of the reliability evaluatio£
technigues

I

I Very fast
I (System dep- I

Iendent) I

I

Very Poor ,Fast-very
, fast(System
dependent)

Computational
efficiency.

I

: ITDi!;S OF RECURSIVE SE GlviENTATION CUI,IULlINT
: Cfu.R.,-CTERISTICS tfiETHOD METEOD METHOD:------------.-------------------------
I,
: 1.,
I,,,,,

2. Computational
accuracy on Accurate I Accurate ' System
LOLP ' dependent

. I
I,, 3. Computer memoryI Small I SmallI Very large I, requirement,

I (System I (System,
I
I dependent) dependent)I
I
I -, II , I
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6.2 RECOMhIEN"DATION FOR FURTHER RESEARCH

The following recommendations maybe made in this thesis :

i) In this research, the sensitivity of, cumulant method

"to the number of terms of Gram~harlier series has been:

investigated varying onlyupto six so called 'G' co-eff-

icients • The sensitivity may be investigated varying

more I>umberof terms in the series • The recursive

approach to calculate cumulants recently developed by

Duran [34 ]. may be used in this case •

ii) Sensitivity of each method to the variation of peak load

of IEEE-RTS has been investigated in this thesis.

Comprehensive investigation maybe madeusing different

types of load with different seasonal peak load and with

different load factor •

iii) Sensitivity of each method may also be investigated to

different types of generation system like hydro units

dominated system , thermal unit dominated system etc.

iv) Each method maybe c.omparedusing more practical

system as well as using a number of alternative plans

of each system.
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TABLe A. 1 HOURLY U~HAND (MW) OF nps OF AUGUST. 19f15.

TIHE: 1100

444.10

2:00

~o:::..88

3:00

393.07

4:00

381. 'r3

5:00

,1',. 'i

G ,DO

.:Hts.81

7:00

•...~04 .02

6:00 10:00

398.11

11:00 12100

426.2]

562.0)

...,83.69

558.00

521.35

55.3.}8

51 J .44

577. }3

570.22

565.72

600.~9

503.55

723.15

549. 94

652..37

554.08

546.92

So 5.6" 1

723.]5"[3'1.:7 8

673.07

417.16

5]0.03

729. [;",

529.48

645.8~

'i0.01.392.89

576.79

:;55.~9

5n.06

354. 1J

'flO.i!

519.83

49: .] '1

486.71

370. j 5

476.17

420.45

338.64

379. E'1

535".10

432. J 4

405.51

516.35

551.70

"153. iJ

525.'10

p.m.

a.m.

p.m. 515.97 ~83.82 '175.90 498.21 519.05 568.89 720.29 765.05 738.4J 654.54 573.30 51,.06

aIm. 450.08 422.79 4JO.92 319.56 400.29 ~32.56 496.74 518.39 528.39 537.99 567.67. 557.82

p.m. 525.60 502.26 "159.31 415.41 5J4.~9 56~.73 736.06 756.51 106.00 595.02 529.49 5J5.92

a.m. 439.39 4]4.21 39J.2B 385.57 400.75 419.23 ~aS.74 498.86 523.55 5~O.38 558.31 554.36

p.m. 5J5.66 tiel.97 547.14 460.75" 5l2.83 600.37 678.8'J 712.50 655.65 616-73 546.81 431.31

p.m. 516.29 452.35 486.69 ~92.J7 531.14 567.50 726.8J 733.98 699.93 647.71 538.34 480.B3

a.m. 426.5::' "106.71 '103.24 394.22 374.18 389.B2 440.79 4"13.90 '12].20 423.73 430.89 428.15

p.m. 382.13. 364.88 363.42 392.24 4]6.8~ ~B5.74 640.42 6~7.8~ 641.20 586.06 528.50 484.18

a.m. 431.26 408.42 )99.13 383.52 319.20 4l6.80 5JO.35 533.52 543.3~ S62.61 58,.71 57].72

p.m. 531.8J 479.98 503.73 496.77 540.,21 563.67 735.]2 726.05 687.75 650.3, 571.68 495.24

j
a.m. 451.01 426.05 4113.78 415.13 422.16 43e.47 509.56 520.78 537.39 568 •.80 566 ..90 574.68

p.m. 520.60 .lt96.8B 417.9"1 4.88.6"8 5"25,'H 419.50 "127.75 720.50 717 ..38 653.05 587 ..26 511 •.95

a.m. 434.41 414.29 402.03 ~03.1~ 406.30 ~39.39 ~6•.,3 ,13.38 '~,.53 '71.28 ,78.66 578.53

.~--.- --_._--"-. -'.

a.m. -461.46 439 ..05 437.75 414.23 tf13.71 441.28 510.3-4 5':33•.82 528.45 56"1.25 573 .•52 559.38

p.m. 525.99 489 ..07 "I92..0J ~93.3I. 535.41 547.06 &79.50 106.91 689.39 665.48 515.20 511.39

a.m. ~56.B5 ~42.84 ~l9.66 415.B8 426.16 ~52.77 ~29.6B 533.04 569.81 517.52 593.66 590.33

p.m. 5,,2 •.~5 't91.S"& 491..'99 -490.47 527'.88 5e3.33 .722 .• 66 703.00 .710.04 680.75 572.91 571.,<;7

;
I

.1

1
J,

o



TABLE "'.1 (CONTU.)

1210011 :0010:009:008:007:006:005:002,00TINE: t .00

p.m. 377.e9 35~.&6 3~f.J7 379.83 ~22.98 469.2~ 622.55 523.09 614.87 601.3Q 517.70 ~13.4e

p.IIl.5.'35.38 4'Jl1.]S 5D3.25 512.14 553.36 601.65 6]7.6'2 627.72 622.09 626.39 ~64.39 57li.b(

a.m.3
9
2.84 37:L93 36].50 353.77 365.72 390.70 532.54 544.96 554.98 568.99 588.0'~ 56LL'

p.m. 53].19 467.95 487.17 t-85.8f 52:'.93 568.65 655''16 660.'6'! 679.30 646.42 569.23 4ge.~,'

a.m. 'He.52. 452.19 4/,1:_43 ';20.75 (,,37.77 "150.45 526.48 557.00 560.62 574.14 581.9Lt 576.66

p.m.5'18.33 5B(;.29 42.9.5j 492.97 522.35 596.08 675.98 659.40 652.B8 641.62 568.36 485.53

p.m.549.39 493.08 4BO.01 503.77 ~2B.37 586.6~ 575.97 60~.03 678.52 633.04 553.69 ~78.48

a.m. 456.71 432.J3 422.00 411.02 -'1)4.37 44].56 432.69 4~J.37 550.83 558.20 599.83 593.50

p.m. 560.49 5i4.53 508.52 505.99 546.9] 600.6] 73].90 728.99 703.27 661.3£r 558.72 496.66

a.m.447.73 1.,29.77 4]3.73 40lL76 420.89 386.38 ~5"9."i5 469.4P .lr69.65 472.70 414018 450.ao

p.m. 4
05
•
0
0" 390 .•65 394.65 "125.97 485 ..31 570.22 696.47 703.65 637.47 602.76 5'18.82 489.61

p.m. 53;':.24 489.90 467.20 479.60 525.55 593.68 606.06 7oo.'7/! 697.40 628'£?7 528.69 'r60.51

a.m.
4S
l.14 431.56 408.0':' 396.26 397.05 407075 461.33 494.34 5J6.4q 520.56 544.46 529.92

p.m.484.92 451.42 440.00 446.12 476.10 573.03 688.02 £75.11 635.64 5"93.63 518.61 453.20

a .•m.412 .•34 3~;l3.59 378.67 36].36 364.62 366.42 40':<.02 414.77 4]2.69 403 ..97 433015 437.47

A.m. 400 ..31 380.32 359.93 350.17 356_45 365.BO 371.4} 333.65 303 ..59 290.21 28L09 287.30

a.m.366.88 345.08 336.5J 332.2'1 32.6.81 321.95 3'1B.84 365.35 344.95 338.07 342.08 357.84

p.m.294 ..66 293.73 317.25" 334.89 352..84 4]5.49 579.02 586.89 601..00531.25 554.50 395.93

p.m.348.84 324..09 315.09 317.50 344.22 415.56 60a.80 596.~1 553.44 520.19 445.88 4J6.80

a.m.
3B

l.7B 347.38 346.24 333.96 390.56 322.65 352.72 375.30' 367.80 373.03 379.~O 396.67

p .•m.39I.9't 341.1.2 323.61 32.3.66 367.78 423.20 642.26 604''12 57201J 526 .•90 447.96 393.96

i
I
I
!

I .

• p;m.340.81 307.41 293.98 313.55 363.71 473.1p 656.05 657.38 603.14 545.77 468.83 ~06.68,
1 a.m.373.37 365.09339.62 335.66 342.05 356.18 ~07.So ,35.12 439.87 ~59.0~ '78.07 4e3.21j

I p.m. 453.96 ~2$.94 -lOS.97 411•.24 4'6.55 SI~.92' 707.62 706.94 631.e3 575.62 ~e5.e4 ,03.72f
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APP~NDIX - A (CONTD.)

.'
TABLE A.2 : HOURLY DE~1AND (NW) OF BPS O"f' DECl'!::r-IDER, 1"985. ,~

TIME: 1,00 2:00 3,00 .:00 5,00 6:00 7:00 8,00 9':00 10:00 11 IDO 12:00

a.m. '1J 1 .79 391.10 380.10 374,.51 400.61 485.38 510.BO
'169.70 "146,49 439.13 530.72 553.05 606.81 6'-11.50 632.80 605.02. 531 .30 '135•.62

Cl.m. 279.0B 35'-1.73 348.64 356.7~ 392.60 453..99 it 31 .23 42B.O'-l 443.29
p.m. 42D.39 3 65.84 390.53 493.1 I 65'1.30 628.16 6~3. 1J 518.71 433.96

338.36 325.56 316.20 316.58 331.93 375.6Z 465.43 469.56 469.09 483.16 .476.33
'13,,'19 399.34 395.82 525.29 634.06 600.56 540.71 4~'5.10 390.09

a.m. 36'1.51 352. 20 356.85 -422.95 503 •.S I.t 506.16 526.70
~90. 14 432.44 422.82 534.69 623.82 634.80 627.77 618.66 552.92 461.90 '116.130
381.38 :.77.5] 3.f 3.7:: 375.27 387.72 44.1.13 523.30 51'4.89 498.16 'f92.B4 515.54 505.55

45'1.9'5 .:;18''10 428.50 531.65 625.72 645.54 637.08 609.02 557.89 470.75 416.64
381.64 366.97 357.50 355.90 360.32 415.00 425.29 432.29 374.40 391.51 379.18

317.55 329.13 350,3£ ,15.01 63J .14 625.75 601.] 0 422.63 368.73
353.52 337.30 330.10 337.00 349. J 8 412.5"6 50J .03 478~46 496.':9 511 .50

lr 36 .00 474.08 602 •.59 595.39 5'10.01 484 •.40

355.98 366. 14 359.73 374.67 ltJ5.53 it Bi .62 478.69 500.56, 489.39
460.36 422.22 '125.43 tf90.5J 590. J 4 587.24 592.01 422.67
39] .6:'; 380.46 365.45 35 B. 96 371.50 ~36.19 '192.88 496.05 492.12 463 •.87

426. ]8 438.33 5'10.79 567.77 516.~6 600.35 572. 9~ 522.63 470.89 359.J B

369. I 6 355.93 360.50 359.67 380.29 504.90 502.91 501 •.63 493.95 50J.38
412.32 425.25 '131.76 455.22 516.37 593.37 596.28 602.97 596.59 555.97 461.92 419.60

a.m. 354.21 367.32 360.57 363.27 374.38 437 •• 9 468.26 476.90 ,72.05 469.25 485.37 465.97

p.m. 461.68 '133.91 431.85 494.27 571.03 579.01 599.63 607.24 570.88 528.73 471 .•98 416.]3

a.m. 3e3.93 360.86 371.06 366.2] 374.90 432.96 473.66 465.13 474.63 476.78 468.01 471.15

a.m. 394.51 384.55 363.98 362.98 372..16 385.17 415.34 411.90 409.13 390.25 401.30 400.01

J a-:m. 39~•.60 377•.75 373.89 368.81 38.tr.29 420 ..29 503.75 513.59 490.21 ~95.03 490.20 ~07.66!
I p.m. 48Z.85 .,32.97 .,2B.~~ .,66.12 4%.70 59S.84 600.54 -62J.26 587.64 5B5.97 471.07 406,JO.~..••.•....------ --------- ---._------------ --~--------_.. ------_. - -._-~-~._-------,-

p.m. 344.40 324.92 326.]7 372.02 486.jQ 508.36 507.3~ 469.14 500.34 473 .•12 443.01 399 .•00

f a.m. 379.29 3)2.36 360.46 356.'8 37•• 27 416.)9 "lO.43 .,63.07 .,B5.Z9 4.6.'5 506.95 513.8'
•I

p.m. 413.81 ~37.72 421 .•48 474.26 555.38 6)1.62 610.13 633..75 596.07 543 ..71 410 ..20 410.19'1



TAilL& A. 2 (CaNTU.) ----------------------------- ---_._-- -
TlME: 1:00 2:00 3100 'J:OO ~IOO 6:00 7100 8:00 9:00 10100 1t:00 12:00

D..m. 382.95 363.21 ?5B.4£. 35:".1(; 366.83 38].]Q 421.32 "')6.76 393 .•19 37e ..20 386.46 392.39

p.m. 366.90 316.~:i 305.22 3311.04 40'-2) 512.49 604.20 593.5] 555.99 5]1.51 435.53 31~.7'2

p.m. 461.66421.46 439.6J.j 493.06564.985"90.46594.10582.50 56].64531.68 'f92..93 418.26

p.m. 476.84 "a29.80 416.95 461.05 556.50 612.25 617.it:' 614.03 60].93 549.0-4489.17 444.0e

a.m. 409.36 400.e7 391.31 364.50 3B2.90 434.~O 500.92 504.8B 495.58 491.60 51~.OB 513.20

p.m. 48':1.14 405.53 42J.03 490.64 547.30 589.29 597.44 630.28 602.27 542.16 465'.62 -406.12

D..m. 381.19 370.69 351.63 356.13 372.69 ~.12.BO 502.17 511.31 506.13 510.35 510.21 519.10

p.m. 487.02 42oG.67 420.60 475.15 546.79 604.59 618.16 616.10 604.72 555.63 1;77.65 414.56

a.m. 390.10 315.27 365.50 362.10 386.10 42e.7~ 507.70 52.0.BO 5J2.e~ 501.25 529.25 521.96

p.m. 481.04 424.64 429.01 ~72.25 559.05 53) .2J 534.30 561.85 595.65 566.80 '4r86.7J -'121.22

.D..m. 386.11 ~69.96 357.~9 36'iL32 315.28 410.51 4ge.35 511.80 '-98.11 "'95.13 512.)6 510.50

p.m. 't61.:n 404.17 423.57 483.57 ~B3 •.33 608.03 62.'1.6~ 621.SP 5Pi • .t.,S 5"47.63 463.21 392.15

t
I
t
t

\•
I•,
1
t
\

a.m •

p.m.

a.tn.

•• IIli.

~84.05

384.91

354.13

355.70

435.20

362.20

<57.47

366.09

482.24

482.91

431.04

375.78

316.67

336.07

413.63

346.50

ltoe.61

354.6'

354.16

424.82

371 .•99 357.90

321.01 374.30

324.20 320.70

408.18 .437.58

342.90 340.54

~03.3< 442.37

415.50 465.51

414.86 451.97

549. qO

363.26

475.22

331.33

529.90

349.80

518.~6

360.54

529.67

356.37

536.32

'575.61

314.19

360.08

619.80

380.88

637.50

610.70

621.53

617.4B 614.18

627.01 603.67

434.48 459.92

615.40 603.25

466.25 493.80

625.67 616.66

474.34 505.32

597.66 593.52

631.5.") 620.6:>

59].68

412.75

550.37

488.30

587.55

579.05

502.31

600. SO

556.02

404.17

500.5'1

413.96

518.96

530.'94

lt93.08

545. ~o

I; 85 .19

449.59

481.17

433.5]

~9<.11

447.60

498.85

506.36

462.99

406.19

401.02

398.50

486.06

386.01

400.69

502.95

393. Bit

596 •.So

409.07



. 129

APPENDIX - B

COMPUTER PROGRAMS

1. RECURSIVE METHOD

", .IS\lAMEFI U,

~RITEI3,3)12) ~H,PKLJAD.DEMAND
,0 = 1
L=1
TOTCAP=::>.
:;'EADII,55) STEP
4RIT;:(3,59) STE?
"EADll,2,E,ID=3::») CILl,QILl
FOR:~ATI 2FS".OI

1
Z
C

C

C'

-- C:
C •.
C
CPO !l 3 »)>> RCVE-3 »»)' .RC:VE;-,S"l'
C lEE:'.: SUW'1AR LOAD ( 13 \oIEEKSJ I_L.l._:. J...C:.:r-
C----CAtCULATIDN OF CAPACITY-OUTAGETA.B':.E: SV:R:ECt,J.'lS'LVEi~9IH!;JD
C USING UNITS OF 'DIFF::R.ENT CAPACI TIES ., "'_ i I I "

"I':PLICIT ~cAL'~3 (A-H,J-lJ ,. , •.. , - ""'_,-+. -r. '-:-". '_
COMl.ION IOIJ':/HDISTI 220(;) ,PKLOAO,JEr-IANQ. .J.. __ ._'
CO~MON IINT/N:.; ... _.
J I "1:: I,IS I 'Jr. P G ( 3500 I , : ur~ ( 350) I , P RJB I 3" 00' • CL9 9.] , r.JI 99 L,Ll-35M ]

~':"; I,
:ALL LOAD . -r ---l'

I / "_ ~---l'
5

6
7
6". -"o
1
2
3

1
2
3,.

2
3
~

o
7
8
9
,0

CALL RCSIV~IC,J,TQr:AP,NO,L,5T::P,PO,<,X,CUH)
~O TJ .:.

3G) ~=L-I
):: ,,00 [=l,K
i= I '1

I F ( '-' .:; T • r.. ) C J" ( "j ) .:. L
-',l::'~l( I) =CU::I,) <'J" I '\ I

bJ:; : GriT I >J.J~
C

.1 R iT=- ( J , 7 J
JO 500 [=l,L

50 G ,J RITE (3 ,SIll I, C ( I l ,() I l)
,JRIT"l3,..,)
JJ ~00 [=1,'<

40) ..tRITEI3,<,-l';)} XI I I,P,DB(J) .POI Tl
TLDLP=C.GO
)J 551 I=l,',H
PKLOAD=HDISTII} .

"..'

C
CALL LOLP2(PKLDAD,X,:UM.TOTCAP,ALOLPI

551 TLDLP=TLOLP'ALOLP
Xr'IH=NH
ALDLP=TLOLP/x:-';H
.-IRITEI3,552J ALOLP
,I R IT:: ( 3, 0 )

b FOR'IATI '[')
"R ITE (3,77) T')TUP

111130)(,'* P~AK LOAD ='f6,
'If) ='FIO.4,l)(,'IG~""RI')
,i"3.2/!l77

C
55 FOR:~AT{2F5.2)

7 FOR '~AT I 1/1 II , 2 CX, ' SL , "~I0' , 7 X , ' : A 0 • I '1WI' , 7)( •• F • 0 • R • ' ,II )
~ll FORMATIIHO,2JX,I3,lJX,F5.0,9X,F5,Z)

~ FJRMATI/IIII,llX,'CAP.OUT',9X,'EXACT PROB.',IZX,'CUM.PROB.',111
~I) FJR~ATIIHO,lOX,F6.1,5X,EIS,7,7X.El",7)
552 FOR~ATIII,IOX,' 4 L 0 L P ='EIa.711)
S9 FDR~AT(113CX,'* ST::P ='.~~.nll)
3':lL FDR:\AT(//,JCX,';. \-Ij'i~::, 0= ~IJUf,..3 ='1

+111130X,'* EXPE:T~~ T1TAL ::~~'GY 1~v
FJR~ATIII,J5X,'I~ST4LL~n (A"'CrfV =
SHiP::"11;

, 7

, .;
J
1
2

.3

, :. ,

.6

.5

.b
17
\1
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RECURSIVE METHOD (CONTD. )

---~ ... - ..•..•.... _ ..•.. .,..

C'
I' SI}BROlinr~E R'CSIVE(C,Q;TOTCAP, 'lO,'L,STEP,PJ,K.X,CUH)'
2 IMPLICIT REAL*8' IA-H,O-ZI '
3' ,,- - -- .• -- ~,'---DTMENSTON PO n 5UOT ,CU,'1T350U r;: r99Y,QT99}-,-Xn 5"OOT''-:- .-, ---
4 pan }= 1..-'~ ..'
5 -~ - --------,~-. T-OTCAP=TOTCAP+C( L')
b NO=llO+1
7'" ,,- ".,. K= 1
8 X(KI=O.
9' "~--'''''70-- IFlxrKl-CILl'llS0,150,ITi
o 160' J = 1
1 GO TO 120
2 17J J=J+1
3 120 IF(K.GE.NOI PJ(K}=O.
4 CJH(KI=POIK)Oll.-Q(~I)+PJIJI~J(LI
5 IF(K;GE.NO.A.'-!D.XIKI.GE.TOTCAPJ GO TO'TOO"
6 K=K'l
7- X(K}=XIK-ll+ST!:P
S ~o fJ 20
9' 100 OJ 110 I=l,K
o 110 PJIIJ=C~M(II
1 L=L+l
2 ~O=K
3 RETUR'l~ c~D

~_.

C

200
201
202

SUbROUTINE LOLPZ(PKLJAD.X,CU'1,TJTC"P.ALOLPJ
H1PLICIT REALOe (A-H,l=.LL _"
DH1ENS10N X( 35)) I ,CJ~\l35)O I,
1= 1
~ESCAP=TOTCAP-P<LOAJ ,
IFIRESCAP-XIIII 202.Z02,201
1=1'1
GO fO 200
ALOLP=(U:HTJ
RETURN
END

, >
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. 2. SEGMENTATION METHOD.

---~-~------ .•..-_.--.,~.~.. _.

- -- ----- ~ ----

C

l
t

; .

, ,.

.. .-_.----.~~------------- . -_.'._- --~_ .. ".

C~~~SE:;MENTATION_3_lETHOD. F.OR EVALUATION __OE POWER~S.YS.TE~LRELIA:BILI.TY .
I..

. ~_.:...;/¥ *_"'"' .•.._,,...-.J'W#,,. __ ;...- ••• -••••••.•oh,~! ~ *EJ.. ••••~~*M~"..E*S ~*G: l~r~J#-*-N_Tl&-T.•...•..,.,_~oA#-__ -.A;...•..•..•.'_ ..•.-•••.••.•••..•.:..-~.•__~- --~ ~~-------------~ r ~~ _

I.. ~ TO USE 1 MH BLOCK SIZE CHAN:;E THE DIMENSION.DF AMOM,BMDM,CMOM *
C --~_.- *:',:.***=::** **:e:* **-** **f,::"* **::';::',:****::i*::::::: ******~:*.:",.:::*****-:'.:=_;: ~**** :';:** *:;:*:';:*****
I..

•.. - ... -~c--TMP[rCT-r-RFAI..*.rl"A_'H.O-'l'J~~-.----------.~----.- -,.-.-
. I..OM,'10N. fONEI HOIST! 87361,)/H ~ .,

. I..Or_lr10N"ITlWr-ilMOM , CMOM, SUMOM;-BLD-CK;-OCAPP "NB(K~ K~I DEL
DIMENSION AM011134D51 ,BMOM(3405),010MI3405r.CAPI271,FOR(271,•. DCAPI21l,TCAPf271,NBC(271 _ ... -- ... -,,--'.-.---... .- -.- ..

BLOC K=1.' --' .-.- .~--.. ~ .. ------"-
DCAPP=J.
TOTEN=D.
TOTCAP=D.
XCAP=(J.
N=J

'--'- ..-- M=D
K=l
L U_l=O
NHB=O

-I

C

--'_ ..

----_ .... -- ~

-_ .._---------- --~-_...

14

105

120

700 I
3000
301
340

C

C --
I.. _CAL~ULATION OF MOMENTS
C

C
250

CALL LOAD

PRINT 70J3
BSLDAD=HDISTlll
PKLOAD=HDISTlll.C~--'-- -., ..--

I.. READ DATA OF THE GENERATING UNITS1..--.--- ....
READ 300D,NBB,NOUNIT
DO 14"I=1,NOUNIT
TCAP([)=:D.
NBC('II =0 -'
DCAPIII=O.
DO 105 NU=l,~BB
READ 1310,FJR(NUJ,CAP(NUI
PRINT 7000,NU, FOR( NU),CAPINUI
TOTCAP=TOTCAP+CAP(NU)
CONTINUE
NBLK=TOTCAP/BLDCK+l

DO 115 K2=1, NBLK
- ~---n')-AMOMCK2T=J;-

DO 120 I=l,NH .
NBL=HDISTIII/BLO:K+0.999999
AMOM(NBLI=AMOM(NBLI+l.

----'1F CHOTSTIT,;L r ;BS'LJAO I . BSr:OJlO'=HDIST(I')-
IF(HOISTI IJ.:;T.PKLOAOI PKLOAO=HDIST('II
TOTEN=TOTEN+HDISHIJ' "
.CONTINUE . '\ i .\-.1"":1
TOTEN= roTEN/1000. . . (V- '----,.')
CONVOLUTION OF GENERATING UNITS" ('---- '-,~ v-".)
DO 250 J=l,NBB' "-)

200 XCAP=XCAP+CAPIJI /
-''1'.,.--- N=CAP rJ )/BLOCK-' - \.....,

,'1=M+N \ .,\)
C I I I I i.

CALL CONVICAP,FOR ,M,N,J) . ,

CONTII~UE' - ~. II: -,._,. i~ \,)
A'LOLP=AMOMI NBLK) *100 ./FLOAT( NH,j I ..•.•~- •.. -----.!, I l
PRINT 340, PKLOAO,TOTEN,BSLOA'0,TO"~T1':1':IJ:A.t'Ol:p-k~=, =.i !

- EORI1AII/,23X,F9.0,5X.F6.4J --- ' i.' I ~", IJ't'.-=r.n:L', r--'
••ORMA,I2I3) " ';,," :1::. "
FORMATllOX,F10.0,5X.F10.OI ( ,I: ,-~ ~ • ---... -.-:--. ,

FOP. '1~.H 6 (11, 20X, 'PE AK LJ AD = ";'fW. 2, a* ~ 'j (}-Iii Ii' "'II i21l'X''''E (DtMA~~
+ =' ,Fll.",' I GWIiRl' ,1/,20x. 'BASli LOAP: jd".f9~?'!~?X':'I'i'.n:WI'" ,1/,

, ..
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SEGMENTATION METHOn(CONTD.)

~X •. ' T.NST. CAP. =,' ,F9. 2. 4X •. ' (fl,~'i.Mj'1;,r'26'k, Ur,f1E1) i ;~q
+S 1 ' II .z 0x , 'L 0 L P = ' , Ei~.6. X.' ( % I' I

C1310-TORMATrF5.0.FIO .01" ,7000 FORMATf/.15X,I3,5X,'F9.2.5X.F6.11 , ..7003 FJRMATC'I',23X,'INPUT DATA',fI,I5X,'SL.NO.",oX,'F
+Y' )

S TDP'"
END

...
C

-l

C
) 235.,
l
I
)

213
) 215

-l 220
t
;,, 230C
I
-/
.J

23
~ --_._-
t,

SUBROUTINE CONVICAP,FoR,M,N,J)
THIS SUBROUTINE CONVOLVE TH~ GENERATING UNITIMPLICIT REAL'8 IA-H,O-Zl "--_ .. ---
COMMON ITWOI A~OM,CMJM,SU~OM,BLOCK,DCAPP,NBLK,K,IDELDIMENSION AMOMf34J5J,C~OM(3405),FORC271,CAPC27),BMOMI3405)
DO 205 I2=K,NBLK
BMOMCI21=0.DO 220 L=K,NBLKIF«L+NI.GT.NBLKI GO TO 215BMOM(L+NI=AMoMILIIF(AMOMCLI.LE.D.OI 30 TO 213GO TO 220BMOM(NBLK)=9MoM(NBLKI+AMo~(L)CONTI NUEIoEL=~1+1
DO 230 I2=K,NBLK
AMoMII2)=AMOMII21*(l,-FORIJII+BMOMII2)CFoR(JJCONTI NIJE

SUMo~l=J ,
DO 23 I2=IQEL,NBLKSUMOM=SUMoM+AMoM(I2)CmlTINUECAPfJJ=CAP(JI-oCAPPoCAPP=D.RETURNEND
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SEGMENT~ION METHOD(CONTD.)

.-- ....

--------,.-....-~...~-

_~'-l~} _

"',' ~ .~~-
." I /

EB'.:;Il;:tJH,-,1:'; I \ \-2.'
,; ,::,,' ',: ""1"
. I •. ! '

II CO 11:--,

~
I

C

CALCULATION' OF THE HOURLV L04DS-
NEWEEK=~OWEEK-KL-l
DO 307 J=KL,NEWEEK
00 301 KK=Kt,7
DO 301 L=1,24
IFIKK.GT.51 GO -TO 3000
HDISTIMM)=WEEKlJI.OAV(KK)*HOUR(LI*2850.Mt4=MM+ 1
GO TO 303
HDIST{MMI=WEE{(JI*oAY(KK)*SHOUR(LI*2850.
MM=MM-l
IF(MM.GT.87361 GO TO 304
CONTINUE
;(1=1
CONTI NUE
KL=KL+NoWEEK
CONTINUENH=M14-1

405 FoRMAT(12F6.01
300-F oRMlIT11:Tr--
1122 FoR,MATI 121'

--RETURN" -
END

3000
303
3:11
307
1121
304

C
C

C

SUBROUTINE LOAD
IMPLICIT REAL*8 (A-rl,O-ZI

c COMMON -/ONE/HDI ST( 8736) ••..m -- - -------._--_-,-_, ,-- __
DIMENSION WEEKIS2),OAVr71,HOURI-241;SrlOURI241

---"- --G -------~ ~-.....- - - - -, > _ •• ----~.--

READ(1,405) (DAV(I) ,I=1,71 /
--- --. --REAOH~OO 1--NOWEEK - -"

REAO(h405) (WEEKl.II,Ji'l,NOWEEK)Kl=l -
MM=l
KL-=t
00 1121 II=1,5
REAOll,112Z) NOWEEK
REAO(1,4051 IHOURlII,I=I,24t
REAO(I,4J51 (SHOURlII ,1=1 ,241

,
\; ,
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3. CUMULANT METHOD
----_._-~--_.- - ... ~.. ". - -~_._---- --~".

J001
)002
)003

)004
J005
)006
)007
J008
JOG "1

)010
JOil
)012
)013
JOIl,-

)015
)01"
)01 7
)J 1.:
j~ 19
;O.r.:J
)l)21
jCc...Z
iOL 3
J OL,+
;':;2::
:~ ::'0
,:.! L.7
iOilS
;'0'.::9
j.J;jC

C
C
C
C-
C
C

c

0(10

286

FTL~ NAME IS GC-AUG
p~g LOAD FOR THE MONTH OF AU~UST , 1985

CALCULATiO~ OF LOL? USING CU~UC'NTS FROM HOURLY LOADUIPLICIT R-EAL';'S(A-H,O-Z) "
COMMON /NAMEI/C,Q,UN,;(40,8),AM(40,8l,K
COMMON /NAME2/SUK(S),AG{8),RC,TRC,ALOLP
J rNE:. S ION ELK { 40 ,8 I • 8f'- ( g ) , TM ( 8 ) ,T G ( 8 ) ,P n 44.) ,.X ( 74l,- )

DATA CT,NU/O.,OI
;.G(7)=O.
AG(S)=O.
K=C
:.~H=7~';'
.'=;'')(1,23:))IX(I),[=l.NH)
,,,,T~(3d111 (X(I)d=l,riHItJ.::' ~ .. 0:;:;C .•

"j,j ~cc !=: ,i.,l'1
';c'~;.\in='i.:'\-L~kQ+X(I)
~)t: 'L'\ '10= ).~".'l~PJ/l000.

,SL'1;.D=X( 1)
')':.Ln:r.=X( 1)
~',-- 15cc ~=2. \!i
;FIX(,).LT.',:;L~AO) ~SLC'"O=X(II
:F ex (I) .G-. PKLCAO) DKlIjAO=X (I)
;P;7::(3.~4'"t) ;.~;l.)SL0~:::,PKLOAD.DEi-~A~JO
~'"~:';'.'._~=';'{
.:C Z~C T=l,~jH
"')(T)=l "<j~U'.,I>::I:~ r;lT .... 'U.O:::' .,...:
'J _"' ." _

'-"':: ~ r; f} 1= '!. ~ ~
T'(:};;,:.
.":: l'J'c J=: ,"'~,i
;"(,:L }=T'l( r)+p(J):~:X(JJ:':;::I
.•) ."~...-, '~= 1 , ~
" ~ = -;- . ( -; • 3 -:;.) l :. -" . ( "~)

~._4 11 :=l.~
11 ~t!"(: )=C.
1 ~::;'l(l'L'-:::,-=;--')} ",),/,1,1_

): ,.= ", ~J
i.=K+ 1-c:;:: -C--r-'J.'J~":~C
"U= 'JU'" \.Y;
"jl,} 10 :=l,j

1L: ,; " u; , : )= :,1 ,', C';';'i

i(j;;Z
i033
IQ ';4
l035
,C36
'037
qJ38
,03 .•
1040

(
'. _ Ll . : s ( :..( .,..,1, • ";'""'; )

c

.J ~ ~ .•. -= ( 3. 1.J 17 ) '< , .: lj, )~c
; C T~) i..

C z..',7:', "..::

G,": "3 :--=1,',!
..:l:~:(1.." I} ;;'1'1:::-:;'( I<. •. :}
l~"::,-:-:~.:.J.-

CAL L .1:J;.:i:;n

:~LCUL';~:u'l OF TCT.\L CU;'UL~.':TS

j

CALCUL';TIC~i OF TDT~L SYSTEM CUMULANTS
-,C.133I=:,r
~G 13 '~=l,K
5')',( I) =SlJ''l I) ~=LK( '1. r l

13 :":C'JTr'llJ:::
133 ";1J'~( I )=Si)'q! ,.,-'( r I

2"
C
C
C

C-d:
0""T'i
'v::> lJ
'J::i 1
002

I
I

,6 ••2
,043
r: .•"

.tO~5
'0 'TO
.;'-t 7

( C;'LLI'L:,T::': ,-< ;.C. '",,,"F'(:'.'.;$
'-

:-If.
. .." ,
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CUMULANT METHOD(CONTD. )

-----------, -, --- ._- --~~-_.,-- .~---

,.

12
14'

C
C
C

,,=,'1
"C(I )=SU:.;('1)/(Sur~(2)';"~(A/2J J
CONTINUE
RC=CI

LOL? OF SYST.::I;"\ ,IITHOUT INT"RCON'-JECTION

TRC=RC
CALL LOL?
FLOL?=ALOL?
WRITE(3,50?1 FLOL?
DO 33 1=1,8

35 ,IRITEt3,J7) I,SU:HII,I,AG(.I)
fIRITE!),3,,) C!,tiU

C
309 FOR,'lt.T(lllldOX.' L 0 L? =',:::17.71.
1017 := 0 R'1 Ar ( 1/ , ~CX • I ~ • ') X, I.~ , 5 X , F 5 • 2 ,5X , F 5. a )
••44 FOR'1t.T(11111,40X,";' ;",I~.\'3"R OF HOURS =',,8111140X."~ BASE LOA.o ='

+ FLO. 4 , 1X , '. ( ,'~,I I • 11114 0 X , • '.' ? :::AK LO.~0 ,,'. FlO. Go • 1X •• ( M}! ) , 111./ Go 0 X • '*
"X?TOT,)L ~;'~i<:;Y oE:1A:W ='F10,4,'(:;WHR)'.II) ,

C
')7
399
30
111
230
2
1'79

..
C

,UdROUTINE ~OM~~T
C ~:lPL1CIT ::.:.AL':'J (t.-H,J-?J

.:C:i~10rJ /.~A'!=:l/C ,Q,!.J~l,G( 40, 8) ,4,'-~«(tO,8) ,K
:J~.-i::;15.i ...'~ ~"{L:-C,J)

C
C CALCUL.\TIor.j .:F C'.":'JL.: ITS
C

C
~ CA.lCULATICt'i ~f= C~'JTF •.4L :'AOME,'JTS
~

.~:. (K, i ) -= ~ '1 (Y.. ! L )
( '1 ( K, 2 ) = , '.\ ( ~: , .' ) -" '1 ( '< , 1 I ':'~,2
.:.f-I( K, 3 ) = A.:'l '< , 3 ) - V' A,'!( K , 2 I '~Ar1( K, 1 l + 2t, AM( K , 1 P ':' 3
:"'::.1(K,4 ).:=i.l. ',l (~~,~) +6::::A.t11 K,2 )::-:A~1( K,.1 J:::~:2-4*At-1( J<. 3 );':At.1( K.1 )
~.3:::,.l.'.1{ K., 1 ):'::':~

C.\( K , ': ) =, ..( -< • 5 I - 5 • ~,,-,'1( K , " ) ,', ~~1(K , 1 ) + 10 • * A M( K , 3 ) e" A'.; ( K , 1
~ - 1 0 • ;, A :.1( K , ;: ) '.' ". :~ { K , 1 I ,~,;, 3 +" '.'A '1 ( K , 1 ) ** 5

Cd ( K ! C ) = '. 'I ( K , ,0 I - b • 'I' '" '\ ( K , " ) ':' OJ' ( K , 1 ) + 1 5 • e" A :'1 ( K • '- l.* AM ( K , 1
$- 2C .:.::...;. (K, -:.):~:.. '.: (Yo. l) ::::::3+ l 5:;: .\:.j (K, 2.) :::A,"H K .•1 ):::':=4-5:':.A ....q K, !

l.. :., ( :< , 7 ) = 0" ( .~ , 7) - 7. ",\ .• ( K, l ),~.\ ',1( :-< • 6 l .•21 .;, AM ( K, 1 1*'" Z t" AM ( .' 3') • ,;, .
S , 1 ) ':":'J" ,,:.1 ( , •• " ) + 3 '5•. :' , .. ( '< • 1 ) ,;":'4* A:1( K , 3 ) - 2 1 , (,A "j( '<, 1 ) ':';' 5" • 2 ) + t •
S(K,l)':'~'1
: :.j ( K 1 J ) ::;A: 1 i :<! ~) - :. ;.:.:.d ;( • 1 ) ::~~'1( l(. 7 J +- 2 fi. "* Ai'1 ( K. 1 ) :;::',.:2;': A.:" ( t )- 5 6 • :: LU'" (
$, 1) :;::;:3 :;:;l. : ~ ( :~ • -: ) + 7 C .• ':: l.. "'1( K .• 1 ) ;::': .; ~: A .~.( K , 4 ) - 5 6 • * A r-: ( K , 1 ) ::::;:'5: . : ( K .•3 ) +- 2 8 .:-;.
$:4(K,1)**~*~'j(K.2)-7~*~~(K.i)*~:B

::;(K,l )=>C-'(;;.l)
c. ( K , 2 ) = C .•.~( ~ • ~ )
GIK,3J=(>/.IK.3)
G ( K, '-:-) = C '.; ( ~ • l,. I - ) :;.C ;1( r: , 2 J ::= 1: 2
::;(K, 5) =C '1( K, 5)-10, ':'C '!( K, Z I *c "1( K. 3)
.; ( K , " ) =c ., ( Y.. b ) - 1 5. '.' C". ( '< • ~ ) ;' C:~( K .4) - 10. *Cr1( K , 3 ) *'" 2 + 30 .~, C ,. ( K. 2 l -; (, 3
.; ( K, 7 ) =:: .:( .~, 7 ) - 21 • ':'['I ( i" ! 5 ) '" ~ '1 ( K • 2) - 35 • ,~Ull K. 4 ) '"C:H K ,J ) 'Z 10 • ;' CM ( K •
• I ':'C:'I( K,.2) "".' Z .
.; ( K, 4:; ) = r. .-:( t~, J ) - ~~• ::C: (K. Co ) ::: r :i ( f~, 2 J - '5b • *C M ( K • 5 )*C :'-11K • 3 ) - 3 5 • :<:: ( ,"'j ( K • 4

!>:::::: 2 + 'f 20 • :,:(. : ( f< • "r 1 :':C . ~( ".• 2. J ::: ~ 2 + :; 60 .::: C .~ ( K • 3 ) :',::':2 ~:C f-\ (K ., 2 ) - 6 30 • :';:( 'oj ( K • Z 1 ",::
;-
~:TUr:,',
...:.'~J
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CUMm.ANT METHOD (CONTD. )

C
SUBR OUT Ir.E LOL P

C I~PLICIT REAL*8 IA~H,O-Z)
COM~ON /NAMEZ/SUMISI,A3(8J,RC,TRC,ALOLPZ=(TRC- SUM(IIJ/SORT(SUM(Z)1 .
T=1./(1.+0.Z31b419=ZI
AN=EXP(-rz==z)/Z)/(Z*3.14159Z651==(o.5) (
Al = AWeT 'e'((((1 .33 a 271.<,.2~':'T- 1.8Z 1255978 )*T +1 •781477937 )*T-$0.35656382)*T+O.31938153) .
,.\Nl=-Z('AN
AN2=(Z==2-1.J*AN~N3=~2.*ANI-Z*A~2'N4=-3.*AN2-l~AN3
~r!5=-4.*A:J3-l*AN4AN6=-5*~N4-l*~r~~
_~7=-6=A~5-Z=~~~.c

3:3 'K='~(IJ=AN2/6.-AG(21~AN3/Z4.+AG(3)=AN4/120.-(AG(4)'lO.OAG(I)**Z
'~'l~/IZC.+(A3(~)'35.*A3(1)=A3(Z)*ANh/5040.-(A3(6)+56.*A:(I)*A~(3
~j 7' • :': ..\ r, ( ? l:':~:?) :::~ \! 7/ ,'~0 :; .2r; ,

3L:: '.lCLP=~l+-~:-'
t. =;' J:;' ""
~:JJ

. ----------------------------------
C
C SU!JR~UT1 ...L: .~~S.). .:..(A .• ,~}

I''iPLICIT ~c.-\L':'bIA-H,D-Z)
OI !\lENSIO~\l ..~:~ ('3 J , :3,y.( 3) ,G( e)

C
C C~LCUL"TI.Jr, jF CEi.TF,~L 'lC:-1EHTSi'RO:1r-\Oi~EiHABOUT AtJY POliH
C

..>;.1( 1 )= A" ( 1)
,:~ (2) = A 1.112 ) -,"'i( 1) "'.' 2
," ( :: ) =;.. ; ( 3 ) - ~ " ~ .-:{ ;, I:' -\ '. ( 1 I • 2." "' '-: ( 1 ).~ ~ 3
-,Pi (', ) =;.. \ ( ~ 1 .".;< '\ .. ( Z ) * A " ( 1 ) ':":' Z - 4",.\ '.\ ( 3 ) ':' A :1( 1 1-

1';':' -\'; ( 1) "':'4
!; ;.1( " ) c ~;.\(5 I -: • ':' AI' ( •• P A'.' ( 1 ) • 1C ••:' A, II 3) (, AIq 1 ) ,,;. Z

£- 10. '.' :.;.' (2) '.'A,'\ ( 1 ) ,'"" J ''c* "':'(1 ) ':":'c
S;1( b ) = .i ,I ( t. ) -". ~'''I, ( ; ) .:' -\:1( 1 ) • I 5 .~,A:1( 4) * A/-, ( 1) ,'~, 2

1-20. ~'-\:'\(3) ','A,".(i ),~.:':>'15'~AI-\(2)~'A'., ( 1 J*'~4-5"AI!I1 )*~,6
):C ( 7 ) =-'0 I'. ( 7 ) - 7 • ':' AI: I 1 ) ~,A',) ( 6 ) + 2 1 •• ~ .i'j( i 1 ':'~, 2 ':' :.; I( 5 ) - 3 5 • ;, A'.' ( 1 )

$':":'Y' A:'i( 4 J • 35. c, A'j ( 1 ) .~,:,lt':'A:1(3) - 21.".i ': (1 )':,,' 5~'A'I (2) + 6." A,1
$ ( 1 J "".' 7 -_._ .. --

,,~\ ( a J = A:-i 18 ) - 8 • ;, A ,-i ( 1)';'A" ( 7 ) + 2 a •....A " ( I I ;,.;< 2 " A ;.1( 6 I - 5 6 • " AI.' ( 1)
S**J*AM(5}+7C.*AM(1)**~*A.1(4)-56.*A~(1)**5*A~t3)+2S.*A~
£(lJ=""b*AM(Z)-7.*A~(1)*=8

C
C CALCULATION OF CU"!ULA;.ITS F":C" C~'HR4L 'lQ.'IENTS
C

! 'I(~)-1~t*B~(3)*o2+30.*~M(Z)**3
( i. ~- 15 • :::q! 1 ( 4 ) .;:P,M ( 3 ) •.2 10 • * B'.~( J

3 { II = B\\ ( 1 )
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:; ( 5 ) = :HI ( 5 ) - 1': . ': . ('- )'.'
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.4
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END
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