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. ABGTRACT

4 syntactic pattern recognition scheme for recognising English
alphabetic characters of block‘capital type has been suggested.
The syntacticraﬁproach choosen as the-basis for the analysis

not only recognises the character but alsc gives an idea about

the structural description of it.

The scheme operates on the representation of one character at

a time. The representation is in the form of a matrix whose
entries have levels 'C' or '1' corresponding to white or black

in the original. picture.,

The scheme draws the outline of the pattefn, then resolves the
outline into a number of primitives. The pfocess for resolving
~ the pattern into primitives is automatic and the number of res-
ultant primitives depends upon the nuﬁber of sharp change in'

‘direction of the border line of the pattern. Next step in the

scheme is to recognise the primitives and finally & decision

is made depending upon the relationships among_the primitives,

A FORTRAN IV computer progfam has been developed to implement

the scheme in a2 IBM 4331 machine.
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The problem of pattern recognltlon usually denotes a discrimina-

1. INTRODUCTION .

1.1 GENERAL

tion or classification of a set of processes or eventsq. The

set of processes or events to be classified could be a set of
physical objects or a set of mental states. The number of patt-
ern classes 1is Often determined by the'particular application in
mind. For example, in the problem of English character recogni—
tion, the problem is of 26 classes. On the other hand, discrim-
inating English characters from Rengali characters is a tgo class

problem.

 Pattern recognition is a major area of activity that‘encompasses
the processing of pictorial infdrmatien obtained from lnteraction
betwean science and society, and need for the people of communic-
fEEE with the computing machines in thelr natural mode of communi-
catlen (the human voice and hand written scrlpt) Pattern reco-
gnition scientists are also concerned with the idea of designing
and making automata that can hear and understand what we human:
being say and write; the automata that can speak and make people
understand, and the automata that can prdcess pictorial informa-
tion for human use with more and more effieiency. The research
in pattern recognition encompasses the fields of communication
and computer science, mathematics and statistics, acoustics, pho-
netics, linguistics and psycholinguistics, speech pathology, hae-
matology, neurophysiology, and radiology; remote sensing techniq;

- ues and photogrammetry;
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Research and‘developménts on pattern recognition methods and app-

lications may be classified into following groups:

-(i) Man-Machine communication

(ii) Bio-medicai applications aﬁd diagnosing bathological
conditions by-analysing'mediCal X-rays or cytological
slides | |

(iii) Natural resources estimation and plénning in agricul-
ture, forestry, hydrology, geology and environment

(iv) Seientific and Military applications

and (v) Detection of crimes and criminals.,

<

4.2 APPROACHES TO PATTERN RECOGNITION

The many different mathematical techniques used to solve pattern
recognition problems may be grouped into two general approaches;
namely, the decision theoretic (or statistical) approach and the

syntactic (or linguistic) approach.

1.2.1 Decision Theoretic Approach

In fhe decision theoretic approacﬁ the classification is based on

a set of sélected measurements, éxtracted from the input patternq’z.
These selected measurements are called 'features'. The recognition
of each pattern (assignment to a patte:n class) is usually made by
partitioning the feature space. Once a pattern is transformed thr-
.ough feature extraction, to a point or a vector in the feature spa-

ce, its characteristics are expressed only by a set of numerical

- yalues. The information about the structure of each pattern is
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either ignored or not explicitly represented in the feature space.
Most of the developments in pattern recognition reseafch during
the last decade deal with decision theoretic approach. Appiicaﬁi—
ons include charécter fecognition, crop classification, medical

diagnosis, classification of electrocardiograms etce

Input | . Feature :
Pattern Extractor I Classifier—>Decision

Feature
Measurements

)

Fig 1.1: Block diagram of a péttern_recognition system using
decision theoretic approach. ‘

1.2.2 Syntactic Approach

In some pattern recognition problems, the structural infofmation‘
which describes each pattérn is important and the recognition pro-
cess includes not only the capability of assigning the pattern.to

a particular class (to classify it), but also the capacity to des-
cribe specific-aspects of the pattern which make 1t ineligible for
assignment to another classB. The syntactic approach views patte-
rns as complexes of primitive structural elements, called mofphs4.
A pattern is classified by studying the set of morphé which build
u? a pattern and studjingrthe relationships among the m&rphs. This
method has been successfully applied in problems of character reco-

gnition, chromosome analysis, finger-print classification, X-ray



analysis, speech analysis, etc.

Input Feature _
Pattern —> extraction [ Classification [~ Class

N

. Recognition
Learning

Sample _ | Grammatical
Pattern .Inference

\

Fig 1.2 : Block diagram of a syntactic pattern recognition
problem,

1.3 DICHOTOMY OF SYNTACTICAL AND STATISTICAL APPROACHES:

In the past much has been made of thelaparenf difference between
the two approachesq. The stress on the distinction between the
two models hides many similarities : most of the pre-processing
" techniques are usefully applied in 5oth the approaches; feature
extraction and selection in deciéion theoretic approach and.morph
extraction and selection in syntactic approach are similar\in na-

ture,

The' basic differende between the two approaches is that in deci-

sion theoretic approach the features afe a set of numerical meas-
urements on the pattern; subpattern-parameters whereas the morphs
in syntactic model are sub-patterns themselves, Statistical de;

cision theory focuses entirely on statistical relationships among
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scalar features ignoring any other structural properties that cha-
racterize patterns i.e. decision theoretic approach only classifi-
es the patternlwhereas syntactic approach serves classification asl

well as description of the pattern.

1.4 A CCMPARISON OF ANALOG AND DIGITAL TECHNIQUES FOR PATTERN
RECCGNITION:

The digital_approach to problems in pattern recognition has many
advantages5. Digital computers provide the user with the capabi~
lity of pérforming calculations to essentlaly any degree of preci-
‘sion w1th almost infinite flexlblllty as regards the type and sco-
pe of the problem addressed. Due to the unlversallty of most ma-
jor‘programming languages and general availability of digital com-
puting facilities,.the user also benefits from both ease of prog-
ramming and the transferability of software. Last but not the |
least, the digital compufter usually offers the user absolute reper
atability on each execution of a given program. These are the
advantages which have led to an almost overwhelming preference for

the use of digital computers in carrying out calculations relat-

ing to pattern recognition.

- Anélog coﬁputer offers‘workers using low precision high-speed one
dimensional or two dimensional linear discriminant analysis a sig=-
nificant advantage in hardware performance (equivalent bits per
sec per dollar) over the digital computer in certain limited but
important'areaSB. These areas include finger print identifica-
tion, word recognition, chromosome spread detection, earth resour-

ces and land use analysis and broad band radar signal analysis.

Although at present the analog computer offers significant



advantages in certain fields, this advantages will eventually be

5.

overcome by the digital computer”.

4.5 LITERATURE SURVEY

Over tﬂe years, the field of pattern recognition has attrécted
workers froi a variety of areas such as engineering, system theory,
statistics, linguistics, psychology,.gtc., resulting in a vast li-
terature containing abstract mathematical approaches as well as
highly prégmatic techniques. The 1iteraturé is scattered 1n a
large number of journals in several fiélds;.Af~least three IEEE
journals (SMC, COMP and Inf, Th.) regularly publish pattern reco-
gnition papers. Some of the important 1iteraturés, relevant tol

the present work, are discussed in this section. :

L.N.Kanal has presented4 an excellent overview of machine pattern
recognition discussing the status of various aspects of the field
as of 1974 and putting different approaches, techniques and trends

in perspective. This paper also provides a very useful bibliogra-

phye. -

A.W.Holt in a'paper6 classifies'chafécter recognition machinery
with a minimum reférence to the specific components used. According
to Holt the job of all such machines is to convert a set of data
having hlgh information content into a character name having a much
lower 1nformat10n content. In this paper he gave a description of
single stage, two stage and three stage character recognition mach-
ines. He is the first man to use stage concept in clagsifying cha-

racter recognition machinerye.
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In his paper5 Kendall. Preston Jr. gave a thorough comparison of
analog and digital techhiques used for péttern recognitiona Tﬁis
paper reviews three majér catagories (electronic, acousfical and '
optical) of analog techhology:used in pattern recognition and pre-
dicts the future trends upon the analysis of performance advances
which have taken place in both digital and analog fields during

the past decade.

W.W.5tallings describes7 an approach to chiqese character recogni-
tion, based on a formal model of the pictorial structure of chinese
characters} He developed a program which produces a descriptioﬁ of
a charactér on two levels : i) the internal structure of each conn-
écted part of the character, and ii) the arrangement in two dimen-

sions of the connected parts.

K.S.Fu a pioneer worker in this field has written as well as edited
a number of books on pattern recognition. He has also‘publiéhed a
number of papers at different times., In a paper'1 Fu has elaborate-
1y discussed the different approaches to pattern recognition where-
as in another paper5 he has studied syntactic metliod of pattern re-
cognition ét lengthe. He also discussed7 the grammatical inference

for syntactic pattern fecognition basing on a set of sample patterns,

1.6 SCOPE OF THE PRESENT WORK :

It. has already been mentioned that, one of the main aspects of patt-
ern recognition is to communicate with the computing machines in the
natural mode of communication (the human voice and handwritten scri-

pt). Research works are going on in different ways of man-machine




communiqation, such as speaker recognition, speech analysis,

finger print identification, character recognition, etc. Charac-
ter recognition has been receiving considerable attention as the
result of the phenomenal growth of office automation andlthe need
for translating human langﬁage into machine language. IMost workers
in the field followed decision theofetic approach which is genera-
lly attractive anly for-classification of patterns igndring struc-
tural information. Syntactic approach has Been choosen for the
present workrwhich classifies the pattérn és well as gives a stru-
ctural description of it., A computer program has been developed

to work in steps, first for'drawing the outline of the character,
next for selecting nodes, third = for recognising morphs in betw-
een successive nodes and finally for converting characters into
digital codes representing the relationship among the morphs which

build the character.
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SYNTACTIC METHOD




2 SYNTACTIC METHCD

21 SYNTACTIC METIOD AS THE BASIS FOR ANALISIS

Syntactic method has been utilised as the basis for pattern
analysis in this work. In syntactic method patterns are
considered to be built up out of subpatterns (calledrmorphs)
in various ways of composition in thé same fashion as phra-
ses and sentences are built up by concatenating words and
words are built up by concatenating characters. Cbviously,
the simplest subpatterns i.e. the morphs should be much

easier to recognise than the patterns themselves.

‘A syntactic patterﬁ recognition system can be considered as
consisting of three major parts; namely, preprocessing patt-
ern description or representation and syntax analysis. 4

simple block diagram of the system is shown in fig 2.1.

Input o |p : Pattern Syntax o1
>>| Preprocessing > . >4 . |—>Class
Pattern Representation ~|inalysis _
Recognition |
Learning
N .
Sample Grammatical
Pattern Inference

Fig 2.1 : Block diagram of a syntactic pattern
recognition system.



2.1.1 FPreprocessing

The functions of preprocessing include (i) paﬁtern encoding
or approximétion, and {ii) filtering, restoration and enha- .
ncement. An input pattern is first coded or approXimated

by some convenient form for fufther processing. For example,
a black and white picture can be coded in terms of a matrix
of O's and 1's. Techniques of filtering, restoraﬁion and
enhancement will be used to make the pattern clean of ndise,
and to imprové the quality of the coded patterns. At the
output of the preproceséor, pafterns with reasonably good

quality are obtained.

2.1.2 Pattern Representation

Pattern representation stage consists of (i) Pattern segmen-
tation and (ii) Morﬁh extraction. Each prepfocessed pattern
is now segmented into primitive structures (morphs). The
mofphs are identified and eaéh pattern is represented by a
set df primitives with specified synatactic operétions.' For
example, in terms of concatenation operation, each pattern

is represented by a string of concatenated morphs.

- 2.1.3 Syntax Analysis

In order to have a grammar describing the structural informa-
tion about the class under study, a grammatical inference
machine which can infer grammar from a set of training patte-

rns is to be used. The structural description of a class of



pattern under study is learned from actual sample patterns
from that class. The pattern under study is ncw compared
with the grammérs inferred from samﬁlé pétterns and given
the class fo which its grammar matches. If fhe pattern

matches to none of the classes, it is rejected as ambigu-

OUuSe

2.2 SELEZCTION OF MORPHS

The first step in formulating a syntactic model for pattern
description is the determination of a set of morphs, interms
of which the patterns of interest may be described.  This
will be largely influenced by the nature of the data, the
specific application in mind, and the technology available
for implémenting the system. There is no genecral principle
for selection of morphs. The following requirements usually

serve as a guideline for the purpose.

i) The morphs should serve as basic pattern elements
to provide a compact but adegquate description of
the data interms of the specified structursl

relations

ii) The morphs should be easily extractable and recog-

nizable.

Method used in the next chapter is based on the principles

developed above,
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DEVELOPMENT OF THE PRESENT METHOD




5; DEVELOPMENT OF THE PRESENT METHCD

3.7 INTRODUC ION

The program developed for the present analysis operates on
a-representation of one character at a time. The represen-~
ta*lon 1s in the form of a matrix whose entries have 1evel
'0' or '1' corresponding to white or black pixels in the
original picture. The matrix may be obtained by a flying
spot scanner or a camera-digitizer cambination. The charac—
.ters to be usedlmay be taken from a number of different sou-

rces.

Fig 3.1 shows digitized form of character Aj; white points.
are shown as black spaces instead of 0O's while black points

- are shown by the level 1.

Partially coloured pixels with 50% or more blacks are consi-
dered fully black, and those with less than 50% black are
considered fully white. This results in jigjag appearance

for all sloping lines and make sharp bend appear curved,
However for recognition purposes this may not affect in any

WaY .
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e | e | ot | e e
| | —— ||

—f | —1} —] —p—_——— |

Fig 3.1 : Digitized representation of character A.

3.2 SELECTICK COF MCRPHS

In syntactic method each input pattern'is to be resolved into
pfimitive structural elements; Calléd ﬁofphs. The first step
in designihg a syntactic model is the selection of morphs in
terms of which the patterns of interest can be represented.

In selecting morphs care must be taken S0 that théy'are simple
fo recognise and they are ninimum in.number. For the present
analysis the following eight simple strokes were choosen to
represent sll the 26 English characters. To each morph a wide

range of deviation is allowed ( This has been discussed in

details in Chapter 4).



Table 3.1 : Morphs used for recognising English
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|

Characters
| Morph }* Characteristic ‘Numeric Codel
o 1 i |
L i 3 1
= | ; s
| | Horizontal line 1 |
b |
! c !
! 1
‘ | Vertical line | 2 !
| ' i
' l
- N |
S\\\\ Positive Slope line | 2 |
! :
' | I
: ///// o Negative Slope line 4 |
‘ - =
- _ t
| <::; Vertical Concave Curve- 5 !
B _
' ' . : I i
I i:) ! Vertical Convex Curve &) !
! .
T i
i |
//ﬁ\\ ! Horizontal Concave Curve| 72
| | |
| i
\\u// | Horizontal Convex Curve | 8
| |
i i

Se2 ANALYSIS OF THE INPUT

‘The method of analysis consists of the following steps:

Tracing the border line of a character

Selection of node on the border line

Recognising the morph in between the nodes
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4, Representing the character by numeric codes

corresponding to the combination of morphs.

| |

Figure 2.2 shows a block schematic for the process of analysis.

Input .| Border Neode | Morph

1 Tracin 1 Selection 1 Extraction
Character c1ng ectio _

Recognition Representation of

< character by a <
numeric code

‘Fig 3.2 : Block diagram showing the steps in present énalysis.

The input appears as C's and 1's given as levels to the m x n

matrix elements that represent the pixels making a pattern,

:

‘Where m is the number of pixels on a horizontal row and n is

the number of pixels allowed on a vertical column,

3e3.7 Border Line Tracing

The first step towards pattern representation is to trace the
border line of the pattern. For tracing and drawing the border
line of a pattern, "Border Following Technique" developed by

Dr. 4ppana C. Chottera and Dr. Shridhar was used8.

For 16cating the black points (1's) within a white background
(0's) a program is developed (see Appendix - C) for scanning
éach pixel of the digitized pattern row-wise (or column-wise)

to detect a transition from white to black as shown in fig 3.3.
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Fig 3.3 : Row-wise scanning in search of a transistion from
S white to black.

Cnce the firé% black'point is detected its level is chgngéd :
from '1' to '2'. Searching for the next black point now starts
from the pikelroccuring earlier in the scannihg process. The
scanner moves clock;wise around the black point in search of
the second black point (fig 3.4 ). It is obvious that if the
first black point is not an isolated One,‘the-second border
point wili lie in one of the seven other pixels sorrounding

the first one point. The level of the

O o) 0 O - 0 ®
O O O rO— >0 O
) £~—¥ﬂi N % 0
o O . O= O = é o

Fig 3.4 : Clock-wise search around the first black point for
' a second one.



 second border point is also changed to '2'. Following the
same procedure, search is now made around the second black
point to find the third one. In this process all the black

points are traced, and their levels are chahged to '2'. After
tracing the border line, character A of fig 3.7 becomes as

shown in fig J2.5.

2122
2112
2102
211 |t BERA
241 |1 IRy
21111 L1 {2
2111l ! 2
21111 ! 2
it g |2
YR IRIR RN L2
21T T T2i2l2f21211 {1 |2
21V |2 251 1112
20112 21112
21212 2212
L —
L

Fig 2.5 ¢ Character 4, after its bordef line is drawne.



Contour Tracing for :
Border Line Drawing

Y .
Scan the digitized pattern in search of a
transition from white (0) to black (1)

When Ist black point 'is
reached change its level to 2
l' -

¥

Move to the neighbour point from where the
Seanner had moved over to the black point

|

Set the neighbour point
as reference pixel

¥

Move clock-wise by cne pixel
around the black point

Hew pixel : Reference Pixel’

Next black
oint Yes

Fig: 3.6 - Flow diagram for Border line draving.
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%.%3.,2 Selection of Nodes

After drawing the border line of the input charadter, the
+agk is to find the nodes. Nodes are formed at points where
there is a sharp change of direction of 90 degree or less
and 270 degree or higher. The conditions undér which a
border point will become a node are explained below with

simple diagrams.

Test 1: Test 1 is performed for checking a sharp bend of
270 degree or LOre. The scanner moves to the border point
(IP1, IP2) from the first neighbour point (FX1, FY1). Now

it is checked whether

NX>
NY3

TINXZ Lo 1l KT
v Ay
NX4

Ny4

Fig 3.7 : Test 1. for findihg a node with a change of
direction of 270° or more.

the second neighbour point (NX2, NY2) is a border-point. If
(NX2, NY2) is not a border point then (IP1, iP2) is not a
node (fig 3.7). If the second neighbour point is a border
point, the third neighbour point (ﬁXE,'NYE) and the fourth
neighbour point (NX4, NY4) are checked. 1f any one df.the
two is-found to be a border point then the border point
(IP1, IP2) is g node otherwise test 2 is performed to take

final decisione.
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Test 2:‘Test 2 finds a sharp bend of 90 degree or iess. VIf
test 1 fails the scanner moves from the bvorder point (IP1,
IP2) to the first neighbour point (X1, WX2). ¥Fow it is
checked whether both the pixels (4X41, AY1) and (BX1, BY1)

on the other two sides of (X1, KY1 ) are border points,. If
they are, then the.border pointr(IPﬁ,IP2) is a node having a

Lchange of direction of 90 degree or less (fig 3.8).'

TAXT

AY1
1 INXT,
7 INYA
BX1
1BY1

Fig 3.8 : Test 2 for finding a node with & chénge of direction
of 90 degree or less.

If both the tests fail , the border point undér_donsideration'

is not a node.

For generating co~ordinates of the second, third and fourth
neighbour poinfs for test 1 and AX1, AY1, BX1, BY1 for test

2, the following relations are being used :
Border point_ : I?ﬂ, IP2
Ist neighbour point ¢ NX1, NY1.

Set K1 IP1 - Nx1

K2 - IP2 - NY1



2nd neighbour point ;s NMX2 = IP1 + K1
NY? = IP2 + K2
Zrd neighbour point : NX? = IP1 + KE
NY3 = IP2 + K1
4th neighbour point . & NX4 = IP1 - K2

NYa = IP2 - K1

For test 2 the co-or@inates are
A¥X1 = NX1 + K2
AY1 = NY1 + K1
and BX1 = NX1 - KZ

BY1 = NY1 - K%

X|2|X
21112
211 (111 ]2
’ 2l |l P12
2 | 1l1]2
21 P12
21l 112
21| Fl] ]2
AR
a2
2T 212121201 [ [2
2111112 2111112
21112 21112
X|21X X {21
L

Tig 3.9 : Nodes in character A shown by Cross ).
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(;ode Selection.)

[

Set the first border point a
_ node and change its level to 3

@

[Move to the next border point

Next border point:il

2nd neighkbour point:Z

3rd nelghbour point:

Move to the Ist
neighbour point

check 1f both
the points on the othe
two sides of the Ist

neighbour point
are border poin

The border point is a
node

Fig 3,10 : Flow diagram for selection of nodess
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Ze%e3 Extraction and Recognition of Morphs

ifter selecting the nodes next task is to extract the morphs
in betweenrnodeé and their recoghition. The arrays between
successive nodes are extracted and they are put under a seri-

es of tests for recognition as one of the eight morphs.

Fermation of Arrays
in between nodes

\

Set

=
It

M=

Set

Move to the Jth
border point

£

&""’ {Point (JK} = Border point(J}

Array .‘ﬂ . .
Point(JK) = Border point(J) '

Set
JK = JK + 1

|

Tig 3.11: Flow diagram for formation of arrays in between nodes.
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The'arrays formed 1n between nodes are now tested to be recogniséd

as one of the eight morphs.

(:gecognition ofMorphs)

i
Ist Array

v

Elext Array

NO

End of border

Array length JK:4

Calculate
DELY = Deviaticn in Y-direction between last
point and Ist point of the array
DELX = Deviation in X-direction between last
point and Ist point of the array

Calcuate 1‘
RATY = ABS (JK/DELY) ~“*————-*94:::)

RATX = ABS (JK/DELX)

Fig 3,12 : Flow dlagram for recognising morphs.



Fig 3.12 (Contd)

Calculate \
IBIGY = Largest Y~Co~ordinate in the array
IBIGX = Largest X~Co~ordinate in the array
ISMLY = Smallest Y-Co~ordinate in the array
ISML¥ = Smallest X-Co-ordinate in the array

IAVY = Average Y-Co-ordinate of the last
and Ist point of the array

IAVX = Average X~Co-ordinate of the last
and Ist point of the array

b

Calculate

MXDLY = ABS (IAVY = IBIGY )
MNDLY = ABS (IAVY = ISMLY )
MXOLX = ABS (IAVX -« IBIGK )
MNDLX = ABS (IAVX -~ ISMLX)

Find
Iitas = Maximum of (MADLY, MNDLY, PMARDLX, MNDLX )

IMAK MKDLY

OR .
IMAX = HMNDLY
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Fig 3.12 (Contd)

SIGN = DELX / DELY

IT IS A LINE WITH
MEGATIVE SLOPE

)M

IT IS A LINE WITH

POSITIVE SLOPE

Call Test
To find the constants of

"
Y = a+ bx + cx°

by'regression analysis

Yes %X' IT IS A VERTICAL
LINE

— jgﬁ IT IS A VERTICAL
 ies CONVEX CURVE

IT IS A VERTICAL
CCNCAVE CURVE




Fig 3.12 {Contd)

X =

Call Test

To find the constants of
o . 2
a+ by + cy

by regresslion analysis

yes

ae]
~2

Yes

A IT IS A HORIZONTAL

LINE

f

CONCAVE. CURVE

IT IS A HORIZONTAL //
/ &

IT IS A HORTIZONTAL
CONVEX CURVE

5

The character A of fig 3,1 is broken up into the following morphs

Ist
2nd
3rd
Ath
5th

6th

array

array

array

array

array

array

e

-

Rejected
Positive slope line

Rejected

Horizontal concave curve

Rejected

- Negative slope line .
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3.3,4 Representation of Characters by Numeric Codes

After rasolving each character into morphs, a string of diéits is generated showing

the relationship among the morphs to built up the character,

Representation of characters
by numeric codes

Set
Character Code = O

Set
I=0,J =1

Recognise the Ist array

e
I Y

Set

N(J) = Morph code

Character Code
I
= character code + (10)7XN(J)

NO Recognise the
next array




|
The character A of fig 3.1 gives rise to the code 473,

|
Datt RECCGNITION CF CHARACTLRS .

The chara?ters represented by numeric codes are now to be recogni-
sed. 4 dictionary of codes is searched to find a matching code
corresponding to the code gencrated from the input character. The
dlctlonary is develoPed giving codes corresponding to each accepta—
ble dnpear“nce of a character (Appendlx—EB) The codes aru acgquir-

.

ed from sample characters taken from different sources.

Most of the characters can be represented uniquely a3 there are ﬁatu—
ral differences in structural comp051tlons among the characters. Many
lof the characters have got more than one code dependlng on the wrltlng
style and quality of the digitized output. In a few cases the same
code represents a pair of characters having strucﬁural similaritie=s.
Elaborate discussions about characters having more than one code and

characters having same code are presented in chapter 4,

The dictionary is arranged in ascending order of the values of the
codes representing the characters., TFor the ease of searching the

total volume of the dictionary is divided inte six subgroups:

Group,ﬂ : Character code values less than 102.

Group 2 : Character code values in between 10° and 10°.
Group 3 : Character code values in between 10% and ﬂ04
Group 4 : Character code values in between 164 and 4“5.
Group 5 : Character code valueé in between 105‘and 106.
Group 6 ; Character code Valuesrin between 406 and ﬂOB.



( Recognition of characters ’

Character Code \

Unique Code

No

Apply second check
for recognition

Search the dictionary for
a match with the code

Decision

Recognised &5 one of the
26 characters or rejected
as ambiguous.

Fig 3.14 : Flow diagram for recognition of characters.
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4. DISCUSSTONS

4,1 ~ GENERAL REMARKS

Recognition of characters is a very involved task as charac-

ters of allowable writihg styles as well as variations in
quality.of the dipgitizer output have to taken into consider~
ation. ‘he progfaﬁ developed has.been sﬁccessfully tested
with a numbér of characters from severél different sources,

The tests were designed to consider three aspects :

(1) Does the program develop consistent codes for
characters of the same font i.e. will two ins-
tances of the same character from the same

source yleld the same code ?

(ii) Does the program work for characters from

different sources ?

(iii) ‘Do factors such as character size affect

program performance 7

Sources in thé'abo§e statements relates to differént styles:
and sizes of writing, the result of the test was positive.
Test (1) gives 100% accuracy and Test (ii) gives consistent
accuracy within allowsble writing styles. In test (iii) it
has heen found that some ambiguilty may arise if a stroke

t

s

length in a character bhecomes so small as to be comparable

cr
(]

o the width of the stroke. In practice there is a remote

t
o3

ey am o i :
rossibility of such a case to happen.
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4,2 GLINZRATICK COF DATA

The present work concentrates on the analysis of digitized
characters. TFor this'work,rdigitized characters in matrix
-form have been generated'manually,the same can be done with a
suitable digitizer. Care was taken to make the digitized
character the closest possible to the acitual digitizer output,

haracters of different writing styles were considered and

@]

at the sane time the errors which were quite natural to the’
practical digitizer ocutput were taken into uonSLderatlon

For the present analysis it is assumed that there are no capo
or holes in any of the strokes., ths is not always the case,
in practical cases gaps and holes Ma&y appear in a stroke. This
limitation may be overcome by a smoothing operation to £ill in

the gaps.

4.3 RECOGNITION OF MORPHS

In all elght different morphs were decided.tolrepresent the
bleock capitals of English alphabet. In recbgi' ing morphs, &
wide range of deviation is allowed to each of the eight morphs,
To each horizontal or vertical line a deviation of 5:1 (1ength
: dev1dtlon) is allowed, this stands for a deviation of about
+ 12 from a reference normal, All other straight lines out
1de these ranges are considered sloping'lines, positive or
hegative depending on the sign of thé slope. Figure 441 shows
a diagrammatie representatién of lines and their deviation

limits,
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Tig 4.1 : Figure shows ranges for different straight lines,

-For separating sloping lihes, the ratib of the stroke length
to deviation isrfifst tested. If the absolute value of thié
ratio is less than five, the morph under consideration is a
slobing line. therwise, the morph is either & curve or a

straight-line (horizontal or vertical).

. For recognising a curve, regression analysis 1s performed to

find the co-efficients of the eqn.:

a + bx + cx

Y =
or 2
X = a+ by + cy

as the case may be. Now the limiting value of 'C' is set at
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C.06. If absolute value of 'C' is greater than O0.C6 the morph
under consideration is a curve, otherwise, it is a straight
line (hiorizontal or vertical). ‘The liwmiling value 0.Cb allows

a wide range of flexibility.

4.4 RECOGNITION OF CHARACTELS

L

‘The process for generating numeric codes for characters hsas
already been explained. The numerals in the code not only
'indiCate the morphs which build the character but also shows
the relationship among the morphs. as the scanner moves around.
each character inrclock-wise direction, it is possible to make
an idea about the sfructure of the character from its codé.

For example, character ¥ gives a code 21551 which,iruicatelthe

following structure(figure 4.2).

s

ARl

[
Code. = 21551

Fig 4.2 : Numeric code giving an idea about the structure.

3CHME SPECIAL CABES

Most of the characters can be represented uniquely as there is
natural structurszl differences among thne characters, There are

as many as four pairs of characters, each of which have got the.



same code due to structural similarities between them. Nany

of the characbers have got more than one code due to variations
in writing style and quality of -the digitized data, In this
“article diéqussion is made on (1) some characters having more
than one .code and (2) some other characters having the same

code,

(1) Characters having more than one code

Some of the characters having more then one code with their
structures are shown in fig #4.3. One point to note here is
that to each character deviation to such an extent 1s always

allowed as is allowad %o each morph.

B | Bl

Charactger A

Code:47% Code : 273 Code : %472

Fig #.3(a)

Character C | . Character E
Coda: 351 Code i 353 | - Code:21551  Code : 21341

Tig 4.3(b) Fig &4.%.(¢c)



Character F

™
Code(€/24;:\\

l_—'

Code .: 2441

Fig 4.3(d)

O

Code: Nil

"Character ©

Code : 2121

Fig 4.3(f)

56

Character I

Code : 6151 Code B 22

Fig A;B(é)‘

Character U

(O

Code:88 Code:2128

Fig 4.3(g)

Character W

A

Code : 24322342 Code

Tig 4.5(h);

—_—

Fig 4.3 : Structures of some characters having more than one
code. :
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Fig 4,3(a) shows three different codes for character A due to
difference in writing style. The first A resolves info a -
positive sloping line,'a horizontal concave curve and a negas+
tive sloping line in sequence, giving rise to a‘code 473, TFor
the second A, the first two morphs are identical %o that of
the fifst one but the third morph is a vertical line and con-
sequently gives a code 273. The third 4 is similar to the
first one except that its first morph is a vertical line thus

giving a code 472.

Pig 4.3(b) shows two different structures of character C. The
first one with code 351 is a flatter one making the first morph
a horizontal line. The second one is curved with its head moved

downward making the first morbh a positive sloping line,

Fig 4.3(c) shows two structures of character E. When the middle
arm of character L is shorter than the others; in some cases it
may happen that the third and fourth morphs are sloping lines

instead of curvatures. Thus the two codes of I may appear in

practice.

" Fig 4.3(d) shows two structures of character F. Explanation

for two codes is similar'to that of character E.

Fig 4.3(e) shows two I's, one is a simple vertical line having
code 22 and in the other the ends of the vertical line are fla-

nked by horizontal lines.



Fig 4.3(f) shows two structures of character O, with the first
one without any numeric code. It is recognised directly without
searching the dictionary. The second O is rather rectangular

in shape and gives a code 2121,

Fig 4.3(g) shows two U's. ‘The first one liave circular bends
having a code 82 and the second one has got prominent bends —-

giving cocde 2128.

Figh.3(h) shows two different writing styles of W. In the
first one the first and last strokes are vertical and in the

second one they are slant.

(2)  Characters with same code:

Characters D and P : Character D and P have got striking struc-
tural similarities. Both give rise tornumeric code 26 whiéh
meané each of ‘D and P is made up of two morphs, a vertical
conve# curve and a vertical line, For distinguishing‘D and P

a second check.is employed. The secdnd check is_baSed on the.
.structural difference that is in D : the énds of thé vertical
cornvex curve coincidé ﬁith the ends of the verticzl line; but
in case of P onl& one end of the two morphs_coincidés, thus

giving rise to three nodes in P and two nodes in D.
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Characters V and Y : Both the characters V and Y give rise to
‘code 3447 due to structural resemblance. For V-, second
morph and third morph are alwgys almost equal'in length (fig.

4.,4), If some one writes a 'Y!

Fig 4.4 : TFour morphs of character V.

in such a fashion so as to make second and third morphs, almost
equél, naturally the character will be close? to V and not Y.

To decide Whether.thercode 443 is. for a V orra Y, the ratio

of length of the third morph to the second one is taken, If
this ratio is greater than 1.3, the character will be recognised

as ¥, otherwise V.

Characters J and S : Character J giVes code 641, If some 6ne;

writes S in such a way so that node is not obtained at any one
~of its two bends, 5 too gives a code 641. The second check for
diétinguishing the two takes a count for number of nodes of the

input character. If the number of nodes is &, the code &41 is

for character J, otherwise the character is 5.



4.5  APPLICATIONS

The computer aided character recognition scheme can find its

| applications in areaé, such as,

i) -Robotics

ii) Linguistics

iii) To exﬁend visual updérstanding to Computers

iv) To aid the education for the blind.



CHAPTER 'S

CONCLUSION AND SUGGESTICHS FOR TUTURE WORK
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5. CONCLUSICK AND SUGGESTIONS FOR'FUTURE WORK

5.1 - CORCLUSION

.

For the present analysis the basic idea of syntactic method

to represent each complex pattérn in terms of simple subpatperns,
is utilised. But the techniques developed for resolving each
.character into a number of'morphs, their recognition and repre-
sentation of characters by numeric codes and their recognition‘

lead to a new approach and have never been suggested before,

Though the technique is quite.efficient in recognising capital
English letters, in some casés it fails to give a reasonable
‘idea about the structural composition of the character. This
limitation comes into effect inm only a few cases when a curve

on a slant line is recognised as a slant line, because the ratio

of the morph length to deviation in those cases fall below 5.

The technique developed for selecting nodes will noldoubt play
a significant role in the field of pattern recognition; but still
it needs further improvement so as to detect any sharp change of

direction.

Regression analysis could have been used for recognising all the
morphs. But it will demand more computer processing time. The
present technique for recognising morphs is quite simple and

efficiente.
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The character codes of the present analysis aré quite informa-
tive. The code gives information about the morphs building up

the character as well as their relation.

Like every method the present one naturally has got some limi-
taﬁions as mentioned; but still the performance of the present‘
method in recognising capital English charécters has fognd to
be quite satisfactory. Also the technigues developed for the
present analysis can be successfully implemented to other

fields of pattern recognition,

5.2 SUGGESTIONS FOR FUTURE WORK
Furkther research works on present énalysis should concentrate
on

i) improvement of node selection technique, so as to

detect any desired sharp change of direction

ii) = investigation to find if statistical measurement
for recognising morphs result in a more -efficient
. technique
iii) modification of the present algorithm for imple-

menting in character generation:

iv) development of more efficient computer programs,
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APPENDIX-A

REGREGSION ANALYSIS FOR FINDING THE CO-ETFICILNTS OF A SECOND

ORDER EGN.

2

Comparing the magnitudes of the co-efficients of egqn y = a+bx+cx ,

it is possible to make an idea about the curve that fits best to
an array of N no. of points. With b = ¢ = 0O and a = 0, the best
£it would be a straight line parallel to the x - axis; with D
dominating the best fit is a sloping line and with ¢ dominating
the best fit would be parabolic in nature. An idea about other
natures of the best fit can also be obtained by éomparing the

magnitudes ofla, b and c.

“For solving for the co-efficients, regression analysis is per-

formed.

Frcem ¥y = a+ bx + ex?

The following eguations can be obtained for N no. of points,
. | s
el + b > x+c¢ S X
a>x + b ng + C Zxa
S %2 % 4
a X + b Z}C + czx

2.y
2 Xy
> x%y

Co-efficients a, b and ¢ can now be obtgined by-solving the

above three simultaneous egns :

sy x =S
Sxy = x° = 3
_ fozy §£x5 = 4
G = - 5

o



A2

N Sy S %
>x ‘ > xy Zka
o 2 '
b . ZX i )(23' z }Cq-
>
R X y |
2 o
X . X XY - - ‘ ‘1‘ a
| X2 }[5 Xay
C =
D
b} X :{2
wilere D _ X %° x>
*2 x> <

fﬂ},



Code Character(s)
22153 G
14114 bt
222243 M
203223 N
223542 K
223545 K
247348 X

B2

34433443

~ Code Character(s)
64235473 X
2233442 K
2282243 M
22542243 M
24322342 W
34344343
X

After second check, code of this number is changed Dby

adding 1 to the present code.




APPEIDIX-B

DICTIONARY SHOWING CHARACTERS CORRESFONDING TC DIFFERENT

NUMERIC CODIS.

Code Character(s)

22 I
26 D,P*
33 Q
83 u
215 L
247 B
273 A
%33 )
341 7
551 C
553 C
472 A
4773 A
533 Q
641 3,5
o4 3 5
| 813 v

Code Character(s)
212% 0,I*
2128 U
2641 F
2451 F
2728 q
2733 R
3051 G
3253 G
3351 6
3443 v,V
6151 I
6758 X
24341 2
24551 E
22335 il
31611 S
32154 G
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PENDIX-C

MAIN PRCGRAM FOR CHARACTER RECOGNITION
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