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Abstract

With the proliferation of wireless devices as well as high bandwidth consuming ap-

plications, wireless local area networks (WLANs) has not only turned into the most

popular form of wireless communication but also increased the emphasis on through-

put in a significant manner. Multi-user multiple-input and multiple-output (MU-

MIMO), an advance form of MIMO, has caught the eyes of the researchers due to its

enormous capacity in enhancing the performance of wireless networks. IEEE 802.11

provides the physical layer (PHY) and medium access control (MAC) specifications

for WLANs. Carrier sense multiple access with collision avoidance (CSMA/CA) is

mainly utilized as the access mechanism in IEEE 802.11 based WLANs. However,

the traditional CSMA/CA MAC protocol cannot use the full benefits from MU-

MIMO technique in WLANs. The random access nature of the users to the shared

medium is responsible for this. Therefore, MU-MIMO WLANs under the tradi-

tional CSMA/CA MAC protocol cannot employ all the resources simultaneously

which results in the ineffective utilization of the resources.

In this thesis, we propose a carrier sensing based MAC protocol for MU-MIMO

based WLANs system which can extract the full benefits of MU-MIMO technique.

In the proposed protocol, multi-contention based users selection in uplink and con-

current multi-packet transmission in downlink are incorporated by introducing an

additional control packet and using the existing control packets with some modifica-

tions into the frame structure. By utilizing these control packets, our protocol not

only ensures the proper utilization of all the available resources but also efficiently

encounters the joint uplink-downlink access based problems raised in MU-MIMO

based WLAN environment.

We consider a single rate and single channel WLAN. The transmission power

of each antenna is assumed to be equal. We model the WLAN system under the

proposed MAC protocol as a discrete time Markov chain (DTMC). Based on the

Markov chain, an analytical model is developed to compute the total throughput

of a WLAN under saturation. The wireless characteristics, i.e., path loss, Rayleigh

fading and log-normal shadowing under the physical interference model are taken
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into account while modeling the throughput. These considerations make our analysis

more practical.

The analytical model developed for throughput computation under the proposed

MAC protocol is validated via simulation. We develop a MATLAB based simulator

to find out the simulation results. For finding out different insights of the proposed

protocol, the performances of this protocol are compared with CSMA/CA MAC and

Uni-MUMAC [38] protocols. The simulators for CSMA/CA MAC and Uni-MUMAC

protocols are also developed in MATLAB to find out their throughput performances.

Using the simulation and analytical results, we demonstrate that the proposed MAC

protocol significantly improves the throughput performance compared to the tradi-

tional CSMA/CA MAC protocol in WLANs. We also observe that our proposed

MAC protocol provides better throughput than the Uni-MUMAC protocol.

Throughput performance of the proposed MAC protocol is analyzed by varying

medium access rate of the users, data transmission rate, variance in shadowing

and the number of users. The uplink throughput decreases with increasing the

medium access rate of the AP. The throughput of downlink transmissions shows

opposite nature compared to the uplink throughput under this condition. However,

we obtain the opposite results when the AP accesses the channel with a fixed rate

and the medium access rate of the users is increased. The throughput gains for both

uplink and downlink transmissions decrease with increasing of data transmission

rate. Interestingly we find that the impact of shadowing is insignificant on both

uplink and downlink throughputs. Furthermore, with increasing the number of

users, the uplink throughput increases and the downlink throughput decreases.
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Chapter 1

Introduction

1.1 Wireless Local Area Networks

Wireless local area networks (WLANs) are the most popular, simple and cheap

way to connect laptops, tablet PCs, smart phones, digital cameras, TVs and set-top

boxes etc. to the Internet. Wireless communications provide users and organizations

many benefits like increased portability and flexibility. This versatility along with

the cheap hardware and the use of license-free radio spectrum has led to an ever

increasing demand for bandwidth in wireless networks. For instance, WLANs allow

users to move their devices from place to place within an area without the need

for wires and without losing network connectivity. This results in an increasing

number of government agencies, businesses, and home users using, or anticipating

the use of wireless technologies in their environments. Industry and academia have

managed to satisfy this demand and tremendously increased the speed of WLANs

over the last 20 years. IEEE 802.11 provides the physical layer (PHY) and medium

access control (MAC) specifications for the widespread and popular WLANs which

facilitates high-speed Internet access to the users. The major portion (approximately

48%) of overall Internet traffic is supported by current IEEE 802.11 WLANs [1].

From the first release of the IEEE 802.11 standard in 1997 to the IEEE 802.11ay [2]

standard (an improvement on 802.11ad [3]), which is expected to release in 2017, the

transmission speed is almost increased more than ten thousand times. This means

that on average the maximum transmission rate of the IEEE 802.11 standard has

nearly doubled two times in every five years. For more than two decades, WLAN is

one of the most popular forms of communication in our day to day life.

1.1.1 WLAN Types

WLANs can be roughly divided into two types [4] according to its operation modes:

ad hoc mode and infrastructure mode. They are described below.
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1.1.1.1 Ad Hoc Mode

WLANs in ad hoc mode consist of peer-to-peer direct connections between clients

with no intermediate hardware components involved which is shown in Fig. 1.1. Ad

hoc local networks can be useful to make temporary connections in some situations,

but they don’t scale to support more than a few devices and also can pose security

risks.

Figure 1.1: A typical WLAN in Ad hoc mode.

1.1.1.2 Infrastructure Mode

Fig. 1.2 shows an infrastructure-based WLAN. This type of WLAN allows users to

move in a building while they are connected to the network. In an infrastructure

network, a cell is also known as a basic service area (BSA). It contains a number

of wireless stations. The size of a BSA depends on the power of the transmitter

and receiver units, it also depends on the environment. A number of BSAs are

connected to each other and to a distribution system by Access Points (APs). A

group of stations belonging to an AP is called a basic service set (BSS). In this

thesis, infrastructure mode WLANs are considered.

Figure 1.2: A typical WLAN in Infrastructure mode.
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1.1.2 WLAN Architecture

WLAN architecture is composed of different components which help in establishing

the local area network between different operating systems and among them, the

two most important components are described below [5].

• Access Points: A special type of routing device that is used to transmit

the data between wired and wireless networking device is called as AP. It

is connected to the Internet with the help of wire or optical fiber. It only

transmits or transfers the data between WLAN clients and Internet by using

infrastructure mode of the network. One AP can only support small numbers

of clients and works more efficiently. It is operated in a radius around 200

meters.

• Clients: Any kind of communicating device such as personal computer, note-

book or mobile phone which is interlinked with a WLAN is referred as a client

of the WLAN.

1.1.3 Advantages and Disadvantages of WLAN

The advantages [6] of WLANs are stated below:

(i) Easier to provide connectivity in areas that are difficult to lay cable.

(ii) Easier to add or move workstations.

(iii) Installation is quick and easy and can eliminate the need to pull the cable

through walls or ceilings.

(iv) Access to the network can be accomplished from anywhere within the range

of the access point.

(v) Portable or semi-permanent buildings can be connected using WLAN.

(vi) While the initial investment required for WLAN hardware similar to the cost of

wired LAN hardware, in long run installation costs can be significantly lower.

(vii) When the facility is located on more than one site (like the two sides of the

road), directional antennas can be used to avoid digging trenches under roads

to connect to the site.

(viii) Long-term cost benefits can be found in the dynamic environment that requires

the frequency of motion and change.

The disadvantages [6] of WLANs are as follows:
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(i) When the number of stations that use the same network increases, the data

transfer to the each station will be decreased very rapidly.

(ii) When standards change, it may be necessary to replace the wireless card

and/or access point.

(iii) Security is more difficult to guarantee.

(iv) The device of a user operates within a limited distance from the access point.

(v) Electrical interference which probably causes degradation in throughput.

(vi) A LAN cable is most likely required to provide a backbone to WLAN. So

WLAN should be a supplement to the LAN cable and it is not a complete

solution.

(vii) The initial cost for a WLAN is more expensive than that of a wired LAN.

1.2 Medium Access Control in Local Area Net-

work

Medium access control (MAC) [4] protocols for wireless network can be broadly

classified into two types, conflict free and contention based protocols. Conflict free

protocols establish transmission schedules statically or dynamically. It can be cat-

egorized into three types based on access mechanism, namely frequency division

multiple access (FDMA), time division multiple access (TDMA) and code division

multiple access (CDMA). Schedule based protocols are also regarded as conflict free

protocols. These protocols are mainly used in cellular and satellite networks. The

node management in these protocols are centralized and protocols manifest very

good throughput performance in the heavy loaded network. However, cost involve-

ment in management is huge.

On the other hand, contention based MAC protocols, mainly used in WLAN,

have distributed node management system. These protocols exhibit higher collision

in data packet transmission and provide poor performance in heavy traffic. It can

mainly be divided into two popular types, ALOHA and Carrier-sense multiple access

(CSMA). ALOHA, which was initially conceived by Norman Abramson and his

colleagues at University of Hawaii in 1970 [7], is a simple random access mechanism

which allows its users to transmit their data regardless of the condition of other

users. If data transmission is successful, the base station sends an acknowledgment

over a feedback channel. If the user does not receive an acknowledgment, the user
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retransmits the message after waiting for a random time. There are two types

of ALOHA namely pure and slotted ALOHA. In pure ALOHA, the users transmit

asynchronously and the efficiency of the protocol is only 18.40%. In slotted ALOHA,

users are allowed to transmit only at starting of a slot and hence, the efficiency of the

protocol is increased to 36.78%. Unlike ALOHA where users just talk whenever they

need to, in carrier sensing protocols the users listen before talk (or transmit). The

performance of CSMA MAC protocols is superior than the ALOHA MAC protocols.

In this thesis, we consider CSMA type access mechanism.

1.2.1 CSMA and Its Types

When using CSMA, a user/ a station has to wait for sending a packet until the

channel is free. Otherwise, the station needs to wait for some time and tries again

for transmission. When the channel is sensed as idle, the station can take one of

three different approaches [4] (depending on the network design) to send a packet.

They are stated below.

(i) 1-persistent CSMA: If the medium is idle, a station transmits if it has a

data packet to send. If the medium is found busy, the station continues the

sensing process until the channel becomes free and it transmits as soon as the

channel is free. However, when a transmission of a node is unsuccessful then

the packet is sent again according to a randomly distributed retransmission

delay.

(ii) Non-persistent CSMA: When a station has a packet, can transmit if the

medium is free, otherwise it has to wait for a random period of time. The

station repeats the process until the medium is free at the accessing time.

Non-persistent CSMA is less greedy than 1-persistent CSMA because a node in

this protocol does not continually sense the medium for the purpose of seizing

the channel immediately upon detecting the end of the previous transmission.

Consequently, this protocol leads to better channel utilization but has longer

delays than 1-persistent CSMA.

(iii) p-persistent CSMA: p-persistent CSMA applies to slotted channels and

works as follows. Upon sensing an idle channel, each station transmits with a

probability p and waits with a probability 1−p until the next slot. The process

is repeated until either the data packet has been transmitted or another user

has begun transmitting. The other stations act as if there had been a collision

(i.e., it waits for a random time and tries again). If the station initially senses

the channel busy, it waits until the next slot and applies the above algorithm.

It has better throughput than the other schemes with a higher delay.
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1.2.2 Carrier sensing multiple access with collision avoid-

ance (CSMA/CA)

The IEEE 802.11 standard defines two channel accessing methods which are the

basic distributed coordination function (DCF) and the optional point coordination

function (PCF). The DCF is contention based and PCF is contention free. DCF

is the fundamental medium access scheme of IEEE 802.11 based WLANs. It relies

on carrier sensing multiple access with collision avoidance (CSMA/CA) [8] to detect

and share the wireless channel among stations. DCF is classified into two categories:

basic CSMA/CA and RTS/CTS CSMA/CA.

1.2.2.1 Basic CSMA/CA

Basic CSMA/CA MAC protocol uses a physical carrier sensing mechanism. CS-

MA/CA is essentially p-persistence, with the twist that when the medium becomes

idle, a station must wait for a time period DCF (or distributed) interframe space

(DIFS) to learn about the fate of the previous transmission before contending for

the medium which is shown in Fig. 1.3. If any station senses the medium free for

more than DIFS time then it sends its data packet immediately. If the medium

is busy then the station sets a value of contention window (CW) which randomly

choosing from (0, CWmin − 1), where CWmin is the minimum CW of the stations.

Then the station senses the medium in each mini-slot. If the medium is free in a

mini-slot, it reduces its CW value by one and remains unchanged otherwise. The

station transmits its data packet when its CW becomes zero. This is called back-off

process. After transmitting a packet, the station waits for the receiver to send an

acknowledgment (ACK) packet. If no ACK is received, the packet is assumed to

be lost and the station sets its CW value randomly choose from (0, 2mCWmin − 1)

and retransmits the data packet by using this process, where m is the number of

retransmission of the packet.

Figure 1.3: Basic CSMA/CA protocol [9].
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1.2.2.2 RTS/CTS CSMA/CA

RTS/CTS CSMA/CA MAC protocol uses a physical as well as virtual carrier sensing

mechanism. In RTS/CTS CSMA/CA, a station willing to transmit a packet will

first send a short control packet called request to send (RTS), which will include

the source, destination and the duration of the data and respective ACK packet.

The destination station will give feedback if the medium is free with a response

control packet called clear to send (CTS), which will also include the same duration

information. Two stations exchanging RTS/CTS packet set their network allocation

vector (NAV) [8] and this information will be used by other stations while sensing

the medium. Fig. 1.4 depicts the virtual carrier sensing process for CSMA/CA.

The RTS/CTS CSMA/CA performs better in WLANs. In our thesis work, we

consider the RTS/CTS CSMA protocol as the traditional MAC protocol for multi-

user multiple input multiple output (MU-MIMO) WLANs.

Figure 1.4: CSMA/CA protocol with RTS/CTS packet exchange [10].

1.3 MIMO

In the last two decades, multiple-input multiple-output (MIMO) techniques have

become popular among the researchers in the domain of wireless communication

with great interests. MIMO has been adopted as a key technology in various new

generation wireless communication standards, such as long-term evolution (LTE),

WLAN, worldwide interoperability for microwave access (WIMAX) etc. MIMO is

an effective antenna technology for wireless communications which utilizes multiple

antennas at both transmitter and receiver, not only to transfer multiple streams at

the same time but also to enhance spectral efficiency [11]. MIMO technique can be
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categorized as single user MIMO (SU-MIMO) and multi-user MIMO (MU-MIMO)

which are stated below.

1.3.1 SU-MIMO

SU-MIMO technology was first introduced with the 802.11n wireless standard in

2007 [12]. With SU-MIMO, multiple streams of data can be transferred simulta-

neously between one transmitter and one receiver (point-to-point) using multiple

antennas which as a result helps to increase the data speed. The most obvious

feature of SU-MIMO is that the multiple streams of data must be sent or received

between just a pair of nodes at a time. However, SU-MIMO requires both the

transmitting and receiving process to support the MIMO technology, along with

having multiple antennas to facilitate more streams. The multiple antennas add

cost, weight, and size to the transceivers and the processing of the MIMO signals

requires more resources as well. SU-MIMO scheme is illustrated in Fig. 1.5.

Figure 1.5: A SU-MIMO scheme.

1.3.2 MU-MIMO

MU-MIMO, utilized in IEEE 802.11ac standard [13] is an effective antenna tech-

nology for wireless communications. According to MU-MIMO technique, multiple

antennas in the transmitter can send parallel data streams to multiple users at the

same time which increases the system throughput significantly [14]. Moreover, it

allows a receiver of multiple antennas to receive multiple data streams from mul-

tiple transmitters simultaneously. Compared to SU-MIMO, MU-MIMO technique

can increase MIMO capacity and spectral efficiency. With the help of MU-MIMO

scheme, the base station (BS) with M -antennas can transmit K data streams to the

K users (or terminals). MU-MIMO scheme also allows K users to transmit K data

streams to the BS. MU-MIMO scenarios are depicted in Fig. 1.6.
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(a)

(b)

Figure 1.6: A MU-MIMO scheme.

1.4 MIMO Decoding and Pre-coding

MU-MIMO transmissions in WLANs have two communication paths, the uplink

one where stations simultaneously transmit frames to the AP and the downlink one

in which the AP sends data to a group of stations in parallel. For utilizing the

benefits of MU-MIMO scheme, the stations are enabled with a MIMO decoding

technique and the AP is enabled with a pre-coding technique. Different decoding

and pre-coding techniques are mentioned below.

1.4.1 Decoding Schemes for Simultaneous Reception

In the uplink, the AP needs to separate the simultaneously transmitted signals

from stations, which is regarded as the multi-user detection (MUD) problem. An

illustration of MU-MIMO uplink transmissions is given in Fig. 1.7.
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Figure 1.7: Uplink multi-user transmissions.

Here, we are going to provide a brief description of the most popular MUD

schemes adopted in literature.

(i) Zero Forcing (ZF): In the ZF scheme, the received signal is multiplied by

a pseudo-inverse of the channel matrix to completely null the multi-user in-

terference. It assumes that the AP has the full Channel State Information

(CSI) and the channel is invertible. By multiplying the pseudo-inverse weight,

the ZF scheme also increases the error rate because the noise vector is also

amplified. The amplified noise vector indicates that ZF can only perform well

in the high signal-to-noise ratio (SNR) region. However, this scheme is very

simple and easy to implement.

(ii) Minimum Mean Square Error (MMSE): In this scheme, the received signals

at each antenna of the AP are multiplied by a complex weight and after that,

they are summed up. The weight is adjustable through minimizing the dif-

ference between the summation of the output signal and a reference that is

known by both the AP and stations. The performance of the MMSE MUD

scheme improves as the number of AP’s antennas increases and degrades as

the network scales up.

(iii) Successive Interference Cancellation (SIC): The SIC MUD is regarded as

an enhancement to MMSE. According to this scheme, a detection algorithm is

utilized by estimating the received power at the AP. The signal with the highest

power, which is the least interfered by others, is detected. This detected signal

is then subtracted from mixed signals, and the next highest signal is singled

out using the same process until the lowest station signal is determined.

(iv) Maximum Likelihood (ML): The ML MUD searches exhaustively for receiving

the transmitted signals. It provides the best detection performance but comes

with the highest complexity that increases exponentially with the number of

stations. For that reason, this scheme is infeasible in practical systems.
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(v) Sphere Decoding (SD): Some SD based MUD algorithms have been proposed

to reduce the complexity of the pure ML MUD. The idea is to decrease the

radius of the search scope by focusing on the vicinity of the ML solution.

1.4.2 Pre-coding Schemes for Simultaneous Transmission

In the downlink, the AP has to precode the outgoing data frames to avoid the inter-

ference among concurrent spatial streams, which is called the multi-user interference

cancellation (MUIC) problem. An example of MU-MIMO downlink transmissions

is provided in Fig. 1.8.

Figure 1.8: Downlink multi-user receptions.

Although simultaneous downlink transmissions from the AP to multiple stations

can be seen as a combination of several single-user transmissions, stations’ random

and independent locations make it very challenging to jointly avoid the multi-user

interference at the station side. For that reason, the outgoing signals are precoded

at the AP before transmission to minimize interference among the simultaneous

streams. The various pre-coding schemes used in the literature are described below:

(i) Block diagonalization (BD): BD is a generalized channel inversion technique,

especially when receivers have multiple antennas. Singular value decomposi-

tion (SVD) is employed to remove unitary matrices, which makes the compu-

tational complexity of BD higher than MMSE.

(ii) Dirty Paper Coding (DPC): DPC is a non-linear pre-coding scheme, which can

gain the optimum performance at the cost of significant computing complexity.

The idea is to add an offset (the negative value of the interference that is known

at the AP) to the transmitted signal, which hints that (1) the AP has to know

the interference in advance, and (2) the AP always has available codewords,

i.e., an infinite length of codewords, which make DPC not suitable for practical

use.
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(iii) Zero Forcing (ZF): ZF technique can also be used as a pre-coder. Here, the

transmitted signal is multiplied with a pseudo-inverse of channel matrix to

counter the multi-user interference.

The MMSE scheme is also used for pre-coding to nullify multi-user interference.

1.5 Channel State Information

It is necessary to have the CSI at the AP for performing decoding and pre-coding

schemes properly. Most proposals in the literature integrate the CSI acquisition into

MAC operations. There are generally two types of CSI: the statistical CSI and the

instantaneous CSI. The former one is using statistical characteristics of the channel

to decide the CSI and in the latter one, the CSI is estimated repeatedly on a short-

term basis. Due to the time-varying nature of the wireless channel, the transmitter

can adapt its outgoing signal using this CSI.

The acquisition of CSI is done by estimating a training sequence known by both

transmitter and receiver. In the uplink, the AP can easily extract the uplink CSI

from the PHY preambles of received frames. But, for downlink transmissions, the

acquisition of the CSI is not that simple. Depending on who computes the CSI,

there are two CSI feedback schemes: implicit and explicit feedback. The implicit

feedback scheme is shown in Fig. 1.9, where the AP computes the CSI by estimating

training sequences sent from stations and it assumes the reciprocity of up/down-link

channels. aggregated- MAC protocol data unit (A-MPDU) is a part of physical layer

(PHY) preamble (referred to Chapter 3 for more details).

Figure 1.9: Implicit CSI feedback procedures [15].

In the explicit feedback, stations calculate the CSI by estimating the training

sequence sent from the AP and then send it to the AP. The explicit feedback process

is shown in 1.10. It provides higher resolution in CSI than the implicit scheme with

higher overhead compared to implicit one.
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Figure 1.10: Explicit CSI feedback procedures [15].

1.6 Wireless Propagation

Wireless propagation is the fastest growing segment in the communication sector

which has captured the attention of researchers. The wireless radio channel poses

a severe challenge as a medium for reliable high-speed communication. It is not

only susceptible to noise, interference and other channel impediments but these

impediments change over time in unpredictable ways due to user movement [16]. An

understanding of wireless propagation is necessary for coming up with appropriate

design, deployment and management strategies for any wireless network. Accurate

characterization of the radio channels through key parameters and the mathematical

model is important for predicting signal coverage, achievable data rates, specific

performance attributes and reception schemes, analysis of interference from different

systems and other associated matters. Some of the important characteristics of

wireless propagation are described below [16].

1.6.1 Path Loss

Path loss is caused by dissipation of the power radiated by the transmitter as well as

effects of the propagation channel. It includes losses caused by natural expansion of

the radio wave-front in free space, absorption (penetration) losses (when the radio

passes through media not transparent to electromagnetic waves), diffraction/scat-

tering losses etc. The path loss causes ‘large-scale’ effects which depend on radio

frequency, the distance between transmitter and receiver, antenna characteristics

(height, location, gains), nature of the terrain (urban/rural, vegetation/clear) and

propagation medium (dry/moist air). The impact on signal strength due to path

loss is shown in Fig. 1.11. It can be seen that received signal strength reduces

exponentially with the increase of the distance between transmitter and receiver.
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Figure 1.11: Effect of path loss [17].

1.6.2 Fading

Variation of signal due to multi-path propagation occurs on the order of the signal

wavelength. These variations are sometimes referred to as small-scale propagation

effects or multi-path fading. Fading is often modeled as a random process. Multi-

path propagation may be caused by reflection, diffraction, and scattering. It is

also called fast fading which occurs due to interference between multiple versions of

the same transmitted signal arriving at the receiver at slightly different times [16].

Fading can be modeled with different types of distribution like Rayleigh, Rician,

Nakagami, Weibull and so on. The effect of fading on received signal strength is

shown in Fig. 1.12.

Figure 1.12: Example of fading effect [18].

1.6.3 Shadowing

Shadowing [16] is caused by obstacles between the transmitter and the receiver

that absorb power, for example, transmitter outside a building, receiver inside a

building, walls blocking transmission etc. Variation due to shadowing occurs over
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distances proportional to the length of the obstructing object (10-100 meters in

outdoor environments and less in indoor environments). It is modeled with the log-

normal distribution. The impact of shadowing on the received signal strength is

shown in Fig. 1.13.

Figure 1.13: Illustration of shadowing effect [19].

1.7 Interference Model

When a set of transmitters transmit in a shared medium, then the desired signal from

a particular transmitter to the receiver experiences the presence of signals from other

transmitters which are treated as interference. So interference is a major concern

in WLANs since a common wireless medium is shared by all users in a WLAN. An

accurate model for interference is certainly important from the analytical standpoint

to get the right insights in designing and optimizing wireless networks. There are

two main types of interference models exist in the literature. They are as follows:

1.7.1 Protocol Interference Model

According to this model [20], a packet reception is successful if the distance between

the interferer and receiver is greater than a fixed quantity, the interference range.

In this model, the received signal strengths are assumed equal for all the received

signals. Here, the interference power is not additive and capture effect is absent [21].

The network simulator ns2 [22] software uses this model for inferring collision.
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1.7.2 Physical Interference Model

According to the physical interference model [23], a wireless signal transmission is

successful if the received signal to interference plus noise ratio (SINR) perceived

by the receiver, exceeds an SINR-threshold for the entire duration of the signal

transmission. So this model considers all the received power levels as interference

except the desired signal’s power. The SINR accounts for the cumulative interference

power and is a more natural metric for deciding the packet decoding success. This

model is regarded as more practical than the protocol interference model because of

considering capture effect [21].

1.8 Motivation

Carrier sensing technique has been widely considered for designing MAC protocol

because of its utilization advantage in random access based wireless networks. IEEE

802.11 based CSMA/CA is adapted in existing WLANs [12]. MU-MIMO, introduced

by IEEE 802.11ac (only in downlink) [13], is one of the most vital techniques that di-

rects WLANs towards the gigabit era. It builds on IEEE 802.11n [12] and facilitates

more spatial streams and higher-order modulation than IEEE 802.11n specifications.

Unfortunately, the traditional CSMA/CA MAC protocol has the capacity to pro-

cess multiple streams (up to the number of the antennas in the AP) but it is unable

to utilize its full potential due to the random nature of the users for accessing the

medium. This leads to ineffective utilization of the resources [24] as illustrated in

Fig. 1.14. Let, a MIMO enabled AP with four antennas situated at the center of

a WLAN. The AP is surrounded with many distributed single antenna users in a

random manner. According to CSMA/CA protocol, if CWs of two or more users

become equal then they can get access to the channel at a time. Thus, most of the

time less than four users may participate in contention for uplink transmission shown

in Fig. 1.14. In that case, the AP will have the unused antenna(s) if the number of

the contending stations are less than four, which leads to unutilized resources. How-

ever, random access based protocol is popular for designing MAC protocol due to

its design flexibility, less complexity and relative ease of implementation. Hence, it

becomes more important to design random access based MAC protocol for WLANs

which can effectively utilize all the available resources at the same time.

Recently, designing MU-MIMO based MAC protocol has gained immense inter-

est to the researchers of wireless LAN. There are some good works on proposing

MAC protocol in recent years. The work in [29] demonstrates two contention round

based uplink MAC protocol. The author in [26] shifts contention round from two to

multiple for uplink transmission where multiple data packets are transmitted by the
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Figure 1.14: Limitation of conventional CSMA/CA in uplink.

users synchronously. Downlink throughput has been improved significantly through

the utilization of extended RTS/CTS frames proposed in [30] and [32] where the

AP can transmit multiple data packets concurrently. In [38], the authors propose

a joint uplink-downlink MU-MIMO supported MAC protocol which is compatible

with IEEE 802.11ac WLANs. The authors show that the performance of their pro-

posed protocol is superior than the conventional one. However, the authors consider

the protocol interference model in performance analysis. The performance of these

protocols may degrade under the physical interference model.

To illustrate this, we consider a scenario shown in Fig. 1.15 where an AP of four

antennas is situated at the center of a WLAN surrounded with randomly distributed

single antenna users. Assume, after winning the contention, the AP sends a common

RTS packet to users 1, 3, 5 and 6 and waits for a certain time which is 4 × (CTS

packet time + one short interframe space (SIFS) time) in this case. If the users 2

and 4 get the access to the channel at the same time with the AP and send their

RTS packets to the AP, their transmissions will not be successful due to the half

duplex receiver. Hence, the AP will not receive any packet. The RTS packet sent by

the AP to the users 1 and 3 will be unsuccessful because of high interference from

the users 2 and 4 as they are close to the users 1 and 3. But the packet sent to the

users 5 and 6 may be successful due to low interference created by the users 2 and 4

as they are close to the users 5 and 6. All transmissions from the AP are considered

as a failure by MAC protocols proposed in [34],[38]. Additionally, most of the joint

uplink-downlink proposals tackle this collision issue by spending the waiting time of

the AP. It leads to increase of system overhead and wastage of transmitting power of

the AP. Thus, a new MAC protocol needs to be designed to overcome the problem

in joint uplink and downlink transmissions under physical interference model.

Throughput determination through analytical model is one of the effective ways

for realizing, assessing and differentiating the performance and credibility of a MAC

protocol in WLANs. Besides, it comes in handy to achieve different insights for

different wireless and network parameters on throughput performance. Utilization

of an appropriate interference model is very crucial during the development of an

analytical model because the power of the received signal differs from one user to
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Figure 1.15: Collision created by the AP and users.

another user due to path loss, fading and shadowing in the most WLAN communi-

cation environments. So, the utilization of the physical interference model plays a

vital role in developing a throughput model. For making the throughput model more

realistic, one also needs to consider two essential features of the wireless medium,

the fading and shadowing effect.

In light of above discussion, it is evident that we need to revisit the random ac-

cess based joint uplink-downlink MAC protocol for WLANs which can employ all the

available resources at the same time and can be efficiently adopted with MU-MIMO

technique while considering practical interference model. Besides, designing analyt-

ical model while considering the path loss, fading and shadowing effect will make

the model more realistic. Finally, the model having realistic wireless characteristics

to determine the throughput of the WLAN system employing MAC protocol helps

to realize different insights and importance of the protocol.

1.9 Contributions

In this thesis work, a single channel and single rate WLAN is considered. We

employ the physical interference model with path loss, Rayleigh fading and log-

normal shadowing of the wireless channel. Motivating from the work [24] where the

throughput comparison between SU-MIMO and MU-MIMO technique for uplink is

shown by varying transmission probability, we also investigate the performance of

our proposed protocol with varying transmission probability. Our contributions in

this paper are as follows.

• We propose a carrier sensing based uplink-downlink MAC protocol exploiting

full benefits of MU-MIMO technique.
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• We model a discrete time Markov chain of a WLAN under the proposed MAC

protocol and develop an analytical model to compute the throughput of a

MU-MIMO WLAN considering path loss, Rayleigh fading, and log-normal

shadowing.

• The analytical model is verified via simulation.

• We compare the performance of the proposed MAC protocol compared with

conventional MU-MIMO MAC and Uni-MUMAC protocol[38]. We demon-

strate that our proposed protocol provides significant throughput improvement

than the conventional MU-MIMO MAC protocol. Besides, the throughput

gain under the proposed protocol has little improvement than Uni-MUMAC

protocol.

• We also analyze the impact of the proposed MAC protocol with some of the

wireless channel and network parameters and get some interesting insights

which prove performance enhancement of our protocol than conventional MU-

MIMO MAC and Uni-MUMAC protocol.

1.10 Thesis Organization

The rest of thesis paper is arranged as follows. Chapter 2 contains the review of

related previous works on MU-MIMO based uplink, downlink, and integrated uplink-

downlink MAC protocols. The review of related works on modeling of throughput

under MAC protocols is also provided here. Furthermore, the ZF scheme used in

this thesis for pre-coding and decoding process along with its use in interference

model are described here. The proposed MAC protocol is described in details along

with the description of the frames structure in Chapter 3. Different advantages and

disadvantages of the proposed protocol are also included in this chapter. In Chapter

4, the system model and transmission policies of different packets are described.

A discrete time Markov chain based model of a WLAN under the proposed MAC

protocol along with the analytical model for throughput determination for MU-

MIMO WLAN are also described here. In Chapter 5, we verify the analytical model

via simulation. Performance comparisons between the proposed, CSMA MU-MIMO

based MAC and Uni-MUMAC protocol, based on different network and wireless

parameters are described in Chapter 6. Finally, Chapter 7 draws the conclusion of

the work along with the possible future drive for research.



Chapter 2

Background and Related Work

In this chapter, we provide an overview of the MAC protocols designed for MU-

MIMO WLANs. We also review the analytical developed for computing throughput

in WLANs. The ZF scheme for MIMO decoding and pre-coding process along with

the utilization of interference model on them are described in this chapter.

2.1 MU-MIMO MAC Protocols

MAC protocols for MU-MIMO WLANs can be categorized into three types: uplink,

downlink, and integrated uplink-downlink protocols. In the following, we briefly

describe the MAC protocols according to categories of MAC protocol.

2.1.1 Uplink Protocols

There are a good number of proposals of MAC protocol on multiple packets recep-

tion to exploit the benefits of MU-MIMO technique, where control frames are used

to maintain coordination among stations in uplink. In [25], Barghi et al. describe a

MAC protocol which supports Multi-Packet Reception (MPR) to receive two con-

current frames by using a waiting time window tw at the AP. The authors in [26]

propose a MAC protocol for WLANs by introducing Two-Round RTS Contention

(TRRC) to facilitate MPR capability. In [27], the authors propose two contention

rounds based MAC protocol with modified RTS frame. The novelty of this protocol

lies in first contention round where the AP broadcasts MU-RTS frame (RTS frame

with added antenna information) to all the stations after getting a RTS packet from

any station to inform other stations about the remaining spatial streams, that can

be processed by the AP. A MAC protocol is proposed in [28] which prolongs the

contention rounds from two to multiple rounds utilizing a simple threshold based

stopping algorithm. The algorithm makes a trade-off between channel utilization

and contention overhead for choosing an optimal time to stop the contention pro-
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cess and start the transmissions. Zhou et al. in [29] present a multi-contention

based MAC protocol which has two modes: timeout and without timeout. Data

transmission phase is initiated as soon as the AP retrieves Mrandom (the maximum

allowed number of stations that can transmit simultaneously) RTS packets success-

fully one after another in the case of without timeout mode. In the timeout mode,

the AP dose not wait longer than Ttimeout time regardless of the number of successful

RTS packets reception, then starts transmission process. The AP sends two types

of modified CTS frames to the stations, (i) Pending CTS (PCTS) is used to notify

RTS transmitting stations and (ii) Final CTS (FCTS) is used to inform the stations

to start the data transmission process.

2.1.2 Downlink Protocols

In [30], the authors propose a distributed MU-MAC protocol with extended RT-

S/CTS frames where the AP transmits multiple data packets simultaneously. By

exchanging RTS/CTS frames, the CSI is achieved. Kartsakli et al. in [31] present

four scheduling schemes for concurrent transmissions where the users send CTS

packets for scheduling. The first one is the MU-Basic scheme that is considered

as a reference; the second one is the MU-Deterministic scheme which guarantees

collision-free CTS transmissions; the third is the MU-Probabilistic scheme that

splits the contention window into slots and nodes randomly select a slot for the

CTS transmission, which may lead to collisions and the fourth scheme named the

MU-Threshold Selective which is like the third one. The dissimilarity between the

third and fourth scheme is due to a SINR threshold which permits the nodes hav-

ing only good channel condition in the contention phase. A space division multiple

access (SDMA) enhanced MAC protocol is proposed for downlink transmission in

[32] which supports MU-MIMO technique with some minor changes in DCF. CSI is

extracted from the training sequence included in CTS preamble. The authors in [33]

investigate the performance of MU-MIMO based downlink with packet aggregation

and the system throughput and packet delay are also explored with the help of the

buffer size and the number of antennas at the AP.

2.1.3 Integrated Uplink and Downlink Protocols

Only a very few works were done on MAC protocols with both uplink and downlink

access is considered. In [34], a MAC protocol is proposed with the facility of oppor-

tunistic medium access as well as multiuser MIMO techniques (MAC-OMA/MM)

in Multi-channel Multi-radio WLANs. The stations are informed to begin transmis-

sions using a Group CTS message after a RTS/CTS exchange in the uplink. In the

downlink, a Group RTS is used to notify the selected stations and they respond one
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after another with CTS packets before the AP transmits to them simultaneously.

Most interesting part is the use of different channels for uplink and downlink so

that they can transmit concurrently and a common channel is used for exchang-

ing information about the packet status and the set of available channels for next

transmissions. The authors in [35] propose a Multi-user based MAC protocol, which

supports both Multi-Packet Transmission (MPT) and MPR in downlink and up-

link, respectively which applies OFDM as the preamble for CSI acquisition. Kim

et al. in [36] present a back-to-back MU-MIMO based joint transmission method

where the AP transmits a special frame Ready to Receive (RTR) immediately after

a successful downlink transmission to inform the wireless nodes about the starting

of the uplink transmission. The limitation of the protocol is the starting of uplink

activities are only allowed after the downlink one, which may be unacceptable in

general cases. An experimental multi-point to multi-point MIMO system is pro-

posed in [37] where both uplink and downlink are implemented in software-defined

radio platforms. Considering leader concept for both uplink and downlink medium

access, they propose synchronization mechanism for both uplink and downlink phase

by adopting trigger frame broadcasting by the leader who first won the channel con-

tention. Then, the co-senders send preambles orderly as stated in the trigger frame

for the CSI estimation. The authors in [38] devise a joint MAC protocol called Uni-

MUMAC which is suitable for IEEE 802.11ac WLANs. It is a combined work of

their previous published work [27] and [32] where slight modification is brought in

frame extension. They use a Group Identifier (Group-ID) field introduced in IEEE

802.11ac physical layer frame instead of receiver address field in case of CTS and

ACK frame.

2.2 Throughput Modeling in WLANs

Researchers show a lot of interest on modeling throughput as it is one of the crucial

parameters for performance measurement in WLANs. There are numerous studies

which give analytical models of throughput for WLANs by modeling CSMA MAC

protocols as Markov chains. The pioneer work of G. Bianchi in [20], gives an an-

alytical model for throughput of IEEE 802.11 based WLANs under the protocol

interference model based on DTMC. Like [20], throughput modeling in [38],[39],[49]

consider the protocol interference model. There are very few works that consider the

physical interference model for modeling the throughput in WLANs. The authors

in [40] only consider Rayleigh fading under physical interference model. Path loss

and Rayleigh fading are both considered in the analytical analysis under physical

interference model in [41]. In [42]-[44], the authors use only path loss under the

physical interference model to model the throughput while the studies in [45]-[47],
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consider fading and shadowing of the wireless channel in addition to path loss for

CSMA based wireless networks.

There are a number of studies that propose not only MU-MIMO based MAC

protocols but also provide the analytical model of throughputs. In [30],[38],[39],

the authors extend the Markov chain model in [20] to model the throughput for

their proposed MAC protocols. In [48], the authors develop an analytical model of

throughput using Markov chain for asynchronous MPR. In [49], the authors develop

an analytical model of throughput for asynchronous uplink transmissions based on

the Bianchi Markov chain model [20].

2.3 MU-MIMO Decoding and Pre-coding Model

We consider that the AP consists of a receiver which employs the ZF decoding

scheme [50] as described below to retrieve at most M data packets concurrently for

facilitating MU-MIMO technique. The AP has a transmitter which has a pre-coder

also utilizes the ZF scheme [51] for avoiding inter-user interference at the users for

downlink data packet transmission.

2.3.1 ZF Decoding Scheme

Here, the ZF decoding scheme is described for determining SNR of receiving signal.

The channel gain between transmitter antenna i to a receiver antenna j is denoted

by hij and expressed as,

hij =
√
gijh

′
ij (2.1)

where gij is the path loss between the two antennas and h′ij is an independent zero

mean, complex Gaussian random variable with unit variance and with Rayleigh

fading. gij can be expressed as

gij =

(
rij
r0

)−η
(2.2)

where rij is the distance between transmitter and receiver antenna and r0 is the far

field crossover distance.

As stated earlier, N users are transmitting concurrently each through one an-

tenna and AP has M antennas. The channel matrix can be expressed as H =

[h1,h2, .....,hN ] where hi = (h1i, h2i, ...., hMi)
T denotes the channel gain vector from

the i-th transmitter antenna to the M antennas of AP. The received signal at the

AP can be written as

y = Hs + n (2.3)
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where s = (s1, s2, ...sM)T and y = (y1, y2, ...., yM)T represent the transmitted and

received signal vectors, respectively and n is a complex Gaussian vector with zero

mean which represent the combination of interference and inherent other noises. A

ZF receiver can extract data successfully if number of received data streamsM ′ ≤M .

A ZF receiver multiplies the receiver signal y by a pseudo-inverse matrix [52]. This

pseudo-inverse matrix is denoted as G and can be expressed as

G = H† = (HHH)−1HH (2.4)

where H† denotes the pseudo-inverse matrix of H and HH is a Hermitian matrix

which is the conjugate transpose of matrix H .

The output of the ZF receiver is given by

ŝ = Gy = H†(Hs + n) = s + z (2.5)

where z = H†n is considered as noise. According to [53], the covariance matrix of

z, Kz is obtained as

Kz = E[zz∗] = H†(H†)HE[nn∗] = (HHH)−1N0 (2.6)

According to [52], from the definition of co-variance matrix Kz, we can obtain

E[zizi
∗] = E[|zi|2] = kii = (HHH)−1

ii N0 (2.7)

[A]ii is the element in i-th row and i-th column. According to [50],[53], the post

detection SNR for the i-th data symbol, γi can be expressed as,

γi =
E[|si|2]

E[|zi|2]
=

E[|si|2]

[(HHH)−1]iiN0

=
γ0

[(HHH)−1]ii
(2.8)

where, γ0 = E[|si|2]
N0

is the SNR of the transmitted i-th stream. Now, equation 2.8

can be expressed as

γi = γ0x (2.9)

where x is a Chi-square distributed random variable with D degree of freedom. The

probability distribution function (PDF) of γi is given as

fD(γi) =

exp

(
− γi

giiγ0

)
(M −N)!(giiγ0)M−N+1

(
γi
giiγ0

)M−N
(2.10)
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2.3.2 ZF Pre-coding Scheme

In the ZF pre-coding scheme, the transmitted signal is multiplied with precoding

matrix and utilize inverse of H , H† to nullify the inter-user interference at the

receiver/users [51].

2.3.3 Interference Model for MIMO Decoding/Pre-coding

The power of the received signal differs from one user to another due to path loss,

fading and shadowing in most WLAN communication environments. For that rea-

son, in physical interference model, the decoding of a desired signal is accomplished

by considering rest of the ongoing signals as interference. Decoding success is proba-

bilistic, and the success or failure of a signal transmission can be expressed in terms

of a bit/packet error probability (BER) which depends on the SINR. For a certain

acceptable BER, the SINR found from the MIMO decoder has to exceed an appro-

priate threshold. According to this model, a transmission is treated as successful if

the received SINR is greater than a required threshold [21], [54].

For a given modulation and coding scheme, BER can be expressed as a function

of giiγ0 as described in the previous section. We assume that a certain BER is

required to provide a certain quality of service and hence, for a data stream i, the

value of giiγ0 must be greater from a certain threshold. This threshold is denoted by

β. So for successful reception of the i-th data stream at the receiver, the following

relation is required

giiγ0 ≥ β (2.11)

Using γ0 = E[|si|2]
N0

, we can rewrite the above equation as

giiE[|si|2]

N0

≥ β (2.12)

which indicates the condition for successful reception of the i-th data stream where

E[|si|2] = Ptr for our system.

In this work, we consider path loss, Rayleigh fading and log-normal shadowing in

physical interference model (described in Chapter 4) and all the users in the WLAN

are assumed to use the same modulation and coding scheme for all types of packet

transmission, hence data rate is denoted as R and the SINR required for successful

decoding of a signal is β, that means SINR > β.
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2.4 Summary

In this chapter, the literature related with the thesis work have been reviewed.

There are many proposals of MU-MIMO based MAC proposals for both uplink and

downlink. However, the proposals of joint uplink-downlink based MAC proposals

are very limited. Most of the previous works on throughput modeling consider error

free channel or only fading in their analytical model under the conventional CS-

MA/CA MAC protocol. To the best of our knowledge, the throughput modeling

of a MU-MIMO aware integrated uplink and downlink MAC protocol with consid-

eration of path loss, fading and shadowing along with physical interference model

has not been done yet. In this thesis, a joint uplink and downlink MAC protocol is

presented and also an analytical model is developed to investigate throughput per-

formance of the MAC protocol. We consider path loss, fading and shadowing under

physical interference model while developing the analytical model which is regarded

as more practical than protocol interference model. Moreover, the ZF based MIMO

decoding and pre-coding scheme are discussed here. The condition for successful

packet transmission based on interference model is also provided in this chapter.



Chapter 3

Proposed MAC Protocol

In this chapter, we describe the proposed MU-MIMO MAC protocol along with

the structure of the control frames. Different operations of the proposed MAC

protocol with various transmission conditions are also presented. The advantages

and disadvantages of the proposed MAC protocol are also provided in this chapter.

3.1 Overview of the Proposed MAC Protocol

We consider joint uplink and downlink transmission scheme where multiple round

contentions in uplink are used. We develop the protocol by combining the uplink

protocols in [26], [29] and downlink protocols in [30], [32] with necessary modifi-

cations such that the problem occurred due to capture effect during uplink and

downlink accesses is solved.

There are several assumptions in our proposed protocol such as the time is di-

vided into mini-slots and the data packet sizes of all the users and the AP are

considered to be equal. The transmit power for all the nodes and the AP is consid-

ered to be very high compared to the carrier sensing threshold (CST). Perfect carrier

sensing is also assumed such that if a node transmits, all the other nodes sense the

channel as busy although fading and shadowing are present in the channel. In our

protocol, the AP and all users access the medium with a certain probability when

the channel is free. If the AP wins the channel then it completes the whole downlink

process. Otherwise, if any user wins the channel then the uplink process is initiated

and continued until finishing of the whole uplink process. We assume that the users

and the AP use half-duplex antenna system, i.e. they cannot transmit and receive

simultaneously.
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3.2 Frame Structure

In this section, we describe the PHY and MAC layer frame structure used in the

proposed protocol on the basis of IEEE 802.11ac [13] specification.

3.2.1 PHY Frame Structure

The frame structure for physical layer (PHY) of IEEE 802.11ac is illustrated in

Fig. 3.1, where VHT PLCP, PPDU, and MPDU stand for Very High Throughput

Physical Layer Convergence Protocol, PLCP Protocol Data Unit, and MAC Protocol

Data Unit, respectively. It depicts from the frame structure that PPDU consists

of the PHY preamble and MPDUs. IEEE 802.11ac states that transmission of

all MPDUs must be in Aggregated-MPDU (A-MPDU) format, where aggregated

MPDUs are divided with MPDU delimiters. After preamble field, a service field and

a tail field are attached to the A-MPDU. The PHY preamble consists of 3 legacy

fields for the backward compatibility (i.e., L-STF, L-LTF, and L-SIG) and some

newly introduced VHT fields [13].

Figure 3.1: PHY frame format of IEEE 802.11ac [38].

Introducing these VHT fields by IEEE 802.11ac to help WLANs in achieving

better performance. A Group Identifier (Group-ID) field is included in VHT Sig-

nal Field-A (VHT-SIG-A), which is used to inform the targeted stations about the

followed MU-MIMO transmission, the order and the position of each stations’ cor-

responding stream. A complete Group-ID table is created and circulated by the

AP and will be recomputed as stations associate or de-associate to the AP. Since

the number of stations’ combinations can exceed the available number of Group-ID

in a large basic service set, and the down/up-link channel may be different. Thus,

we assume a single Group-ID like in [38], can refer to multiple transmission sets

along with other PHY preamble features that could be used to resolve the intended
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stations which indicate that there will be always at least one proper Group-ID entry

that can be mapped to the intended transmission set [55].

VHT Long Training Field (VHT-LTF) can accommodate an orthogonal train-

ing sequence that is familiar by both the transmitter and the receiver to estimate

the MIMO channel. For estimating the channel precisely, the number of VHT-LTF

fields should not be less than the number of transmitted spatial streams. The legacy

and VHT-SIG-A fields adopt the low rate modulation scheme to make the preamble

understandable to all stations, while the rest VHT fields and A-MPDU are trans-

mitted using the VHT modulation scheme. In this thesis work, a single modulation

is considered for all frames’ transmissions to simplify the simulation.

3.2.2 MAC Frame Structure

The control frames of the proposed protocol follow standard structure of RTS and

CTS frames with some modifications. The standard structure of RTS and CTS

frame are shown in Fig. 3.2 and 3.3, respectively. All the frame modifications are

confined to the AP side.

In uplink, the requests from the users are taken by using the conventional RTS

frame. The modified control frames in the uplink process are U-CTS (Uplink CTS)

and U-ACK (Uplink ACK) and they have the identical frame structure. Only the

receiver address field is removed and replaced by the Group-ID field as used in the

IEEE 802.11ac PHY frame. We use a new frame reception confirmation (RC) frame

which is same as CTS frame. The U-CTS frame is utilized to notify stations the

beginning of the data transmission and U-ACK is used to indicate the successful

reception of data. The RC frame is used to notify a user about the successful

reception of RTS frame by the AP among the contending stations.

In the downlink, the modified control frame is D-RTS (Downlink RTS) which has

two parts: dummy and information. The size of the dummy part is exactly same as

the RTS packet. The information part consists of the addresses, timing and header

information, are also equal to the size of standard RTS frame. Like U-CTS and U-

ACK, the AP can also utilize the Group-ID field in the D-RTS frame to notify the

selected receiving users. So D-RTS frame has double size compared to the standard

RTS frame. In downlink process, we use the conventional CTS and ACK frames to

response the AP by the users.
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Figure 3.2: Frame structure of standard RTS packet [38].

Figure 3.3: Frame structure of standard CTS packet [38].

3.3 Medium Access Strategy

If a node is in the idle state (they do not transmit/receive/wait) and wants to send

data packet(s), it needs to sense the medium in each mini-slot. A node does not try

to transmit if the channel is found busy in a mini-slot. If the status of the channel is

found to be free, the users try to send a RTS packet with a transmission probability

p and the AP tries to send a modified RTS packet (D-RTS) including the Group-ID

which indicates targeted M users with transmission probability pa. It is possible for

more than one user to launch transmission of their RTS packets to the AP because

they try to send RTS packets with a transmission probability p. If a user sends a

RTS packet, it waits for a RC packet. If a user receives a RC packet from the AP,

it waits to receive a U-CTS packet for a certain period of time. If any user sends a

RTS packet but dose not receive a RC packet after SIFS time, it will enter into idle

mode and try to access the medium as before. So interference model described later

predicts the success or failure of a RTS packet transmission because the AP cannot

utilize MIMO technique to decode due to the absence of the CSIs of the users. If the

AP receives a RTS packet, it performs the “Uplink Process” described in the next

sub-section.

If the AP gets the access of the channel before any of the users, it randomly

selects M users to which it wants to send data packets and then sends a D-RTS

packet including the addresses and the CTS packet transmission times for each of

the M users. Like uplink, the determination of the success or failure of D-RTS (sent

by the AP) reception by the users solely depends on interference model described

later. In this case, the users and the AP perform the “Downlink Process” described

in the next sub-section.
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However, if any user and the AP get the access of the medium at the same time,

then the AP transmits D-RTS packet and hence, the AP is unable to receive any

RTS packets transmitted by the users because the AP uses the half duplex system.

Moreover, the D-RTS transmission will be always successful because collision will

happen between RTS packets and the dummy part of D-RTS packet and hence the

information part of the D-RTS packet is free from the collision.

3.3.1 Uplink Transmission Process

(U1) A user waits for a RC after sending RTS packet. The AP transmits a RC

packet to the user after a SIFS time when it receives a RTS packet from the

user. A user which received a RC packet waits for a certain period of time to

receive a U-CTS packet.

(U2) The waiting time is taken remarkably large so that during this period the AP

can retrieve M RTS packets. If the AP is unable to receive M RTS packets

during the waiting time of the first RTS transmitting user, it will take attempt

to transmit U-CTS packet to the users from which it gets RTS packets.

(U3) If any user has transmitted RTS packet but does not receive RC packet after

SIFS time, it will enter into idle mode and try again to access the medium to

send RTS packet.

(U4) We consider that after receiving M RTS packets from M users, the AP sends

U-CTS packet to each M users including the addresses of all the M users. We

also consider that the AP updates the CSIs of the M users by receiving M

RTS packets from them.

(U5) A user will send a data packet if it receives a U-CTS packet. On the contrary, a

user will not transmit any data packet if it does not get any U-CTS packet and

try to access the medium again for sending RTS packet based on the method

described previously.

(U6) The AP will decode the data packets using the ZF MIMO decoding with the

CSIs of the users. The AP will transmit a common U-ACK packet to the users

after a SIFS time after getting the data packets. If a user gets the U-ACK

packet, it will try to send a RTS packet for next data packet according to the

described method.

3.3.2 Downlink Transmission Process

(D1) The AP waits for CTS packets for a time equal to M(LCTS + SIFS) after

sending a D-RTS packet, where LCTS is the transmission time of a CTS packet.
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The users included in the Group-ID transmit CTS packets individually and

sequentially as the indicated order to the AP with adding a SIFS time. If

any user does not send CTS packet that means it cannot able to extract the

D-RTS packet. We consider that when AP receives a CTS packet from a user,

it updates CSI of the user.

(D2) If the AP does not receive any CTS packet during the waiting time, it will

enter into idle mode and again try to access the medium to transmit D-RTS

packet.

(D3) The AP transmits data packets to the users simultaneously from which it

receives CTS packets by using ZF pre-coding.

(D4) The users employ the ZF decoding to decode the data packets. If a user can

decode the data packet, it transmits ACK packet after a SIFS time and then

it tries to access the channel for uplink transmission.

(D5) The AP uses the ZF MIMO decoding to decode the ACK packets transmitted

by the users and then tries to access the channel.

3.3.3 Illustration of the Protocol

Fig. 3.4 portrays the proposed MAC protocol with M = 3, where A, B, C and D

are 4 users in a WLAN with one AP. A mini-slot without any shadow means that a

node senses the medium as free in that mini-slot, but the users and the AP do not

get access to send RTS and D-RTS packet, respectively in that mini-slot. A mini-

slot with dark shadow indicates that in that mini-slot, the user senses the medium

as busy. Cross-striped mini-slot of a user refers that the user has already received

RC packet and it is waiting for U-CTS packet. The solid and dotted rectangles

mean the transmission and reception of different types of packets. Different types of

transmissions are described below for better understanding of our proposed protocol.

3.3.3.1 Successful Uplink Transmissions

It is illustrated in Fig. 3.4 that the users A, C, and D transmit their RTS packets,

get RC packets and expect for U-CTS packet. The users A and D get U-CTS packet

while the user B does not get any U-CTS packet. The users A and D transmit

their DATA packets and get U-ACK packet from the AP. The users B and C try to

transmit their RTS packets for the next data packet transmission after completing

this chunk of packet transmissions. We consider that during a chunk of packet

transmission, the channel state of a user is unchanged.
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3.3.3.2 Successful Downlink Transmissions

In downlink, we can see from Fig. 3.4 that the AP transmits D-RTS packet to

users A, B and D and the AP is waiting for CTS packets. The users A and B send

their CTS packets to the AP and the user D does not send CTS packet because of

unsuccessful reception of D-RTS packet. The users A and B receive DATA packets

and they send ACK packets to the AP to notify about the reception of the data

packet.

3.3.3.3 Collision between the AP and Users

The collision of RTS frames will happen when both user and the AP get the access

to the channel and try to send their respective RTS packet. Fig. 3.5 illustrates

this situation where both user B and the AP transmit RTS and D-RTS packet,

respectively. In this case, RTS packet transmission of the user B will be unsuccessful

due to half-duplex nature of the receiver but D-RTS packet transmission will be

successful. Because the dummy portion in the packet which will collide with the

RTS packet sent from the user but the information part of a D-RTS packet is free

from interference. Therefore, the AP initiates the downlink process. It signifies that

if the AP gets the access to the channel, it completes the downlink process whether

users access the channel or not, which will help to decrease the overhead and save

the power of the AP (explained in Chapter 1).

Figure 3.5: Illustration of collision of the AP and users’ RTS packet transmission.
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3.4 Advantages and Disadvantages of the Proposed

Protocol

There are several advantages of our proposed protocol. They are as follows:

• Our proposed protocol facilitates MU-MIMO technique in both uplink and

downlink transmissions.

• The frame size of the D-RTS which includes targeted users addresses is same

as a standard RTS frame. Same goes for U-CTS and U-ACK packet. So

total transmission time is decreased. As a result, overhead is decreased and

throughput is improved.

• Our protocol extracts CSIs in each uplink and downlink phase before data

reception or transmission, respectively, which will help to perform the de/pre-

coding process efficiently.

• This protocol addresses the issue created by collision due to joint access by both

the users and the AP to the channel at the same time, very efficiently by using

D-RTS packet in downlink. Most of the joint uplink-downlink MAC proposals

tackle it by spending the waiting time of the AP with no data transmission

which will degrade the performance of the protocol.

There are also some disadvantages of our proposed protocol. They are as follows:

• Exhaustive search of users to select for data transmission in uplink may cause

overhead.

• Utilization of RC packets to inform successful RTS transmitted users will in-

crease the overhead.

3.5 Summary

The proposed integrated uplink and downlink protocol has been described in this

chapter. Multiple contention based user selection is incorporated in uplink so users

get more opportunity to participate in selection process for data transmission. Syn-

chronization of stations for data transmission to the AP is ensured through control

packet (U-CTS). The AP also transmits multiple packets simultaneously to the users

in downlink. Despite having some disadvantages, our proposed protocol has inter-

esting features. The frame size of modified RTS and CTS packet remains same

compared to basic RTS and CTS frame. Our protocol introduces a crucial and ef-

fective way to counter the issue created for accessing the channel by both the AP

and users at the same time which will help to enhance throughput.



Chapter 4

System Model and Throughput

Modeling

In this chapter, we develop the analytical model of total throughput of a WLAN

system under the proposed MAC protocol in presence of path loss, Rayleigh fading

and log-normal shadowing. We consider that the sizes of all kinds of the CTS and

ACK packets are the same and also same goes for all the RC and DATA packets.

We assume that D-RTS packet is double in size than the RTS packet. The SIFS

time is assumed to be equal to one mini-slot.

4.1 Description of System Model

4.1.1 Network Configuration

We consider a MU-MIMO WLAN with one AP and N users. The AP consists of M

antennas and each user has a single antenna. The users are distributed randomly in

a circle of unity radius surrounded to the AP located at the center as shown in Fig.

4.1. The position of a user is (r, θ). The probability density functions (PDFs) of r

and θ are considered as

fr(r) = 2r, 0 ≤ r ≤ 1 (4.1)

and

fθ(θ) =
1

2π
, 0 ≤ θ ≤ 2π (4.2)

respectively. All the nodes are assumed to be half-duplex, i.e., a node cannot trans-

mit and receive simultaneously. We assume that the transmit power of the each

antenna of the AP is Ptr. The transmit power of the users is also assumed to be Ptr.

Radiations from all the antennas are assumed to be omni-directional. We consider

both uplink and downlink communication, i.e., the users send data packets to the

AP and the AP sends data to the users. We assume that all the nodes in the WLAN
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are saturated, i.e., they always have data packets to send.

Figure 4.1: The considered WLAN scenario consists of an AP with M antennas and
single-antenna users.

4.1.2 Wireless Propagation Model

The wireless propagation becomes more realistic by considering attenuation, fad-

ing and shadowing. In our system, attenuation, Rayleigh fading and log-normal

distributed random variable for shadowing are taken into consideration. So, the

received power of a receiver from a transmitter at distance r is given as

Pr = F 2eξ
(
r

r0

)−η
Ptr (4.3)

where, F is a Rayleigh distributed random variable with unit power, eξ is for shad-

owing with Gaussian distributed ξ with zero mean and variance σ2 , η is the path

loss exponent and ro is the far field crossover distance. Ptr and η will be assumed

constant for all users where ξ and F is considered to be independent from user to

user as well as from one data packet transmission to another. The PDFs of ξ and

F are given as

fξ(ξ) = (e
−ξ2

2σ2 )/
√

2πσ (4.4)

and

fF (x) = 2xe−x
2

(4.5)

respectively.
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4.2 Interference Model

The interference models for different packets for both uplink and downlink trans-

missions are stated below:

4.2.1 Transmission of RTS Packet by the Users

Let a set of users y are transmitting their RTS packets to the AP at a time. Accord-

ing to the MAC protocol, the transmissions of the RTS packets begin at the same

time and end simultaneously. According to the physical interference model, the

SINR at the AP for the RTS transmission of user d ∈ y from the RTS transmitting

user-set can be expressed as

SINRd =
P d
r∑

i∈y\d P
i
r +No

(4.6)

where, P i
r is the received power by the AP from a user i and No is the background

noise power. The RTS packet transmission of the user d is successful for the trans-

mitting user-set y if
P d
r∑

i∈y\d P
i
r +No

> β. (4.7)

4.2.2 Transmission of D-RTS Packet by the AP

Let the AP is transmitting a D-RTS packet to M users at a time. The transmissions

of the D-RTS packet begin at the same time and end simultaneously. When AP sends

a D-RTS packet to a set of users then a user does not experience interference for

transmission to the other users because of utilizing the ZF pre-coding at the AP.

The SINR at a user d′ ∈ N for a D-RTS transmission from the AP can be expressed

as

SINRd′ =
P d′
r

No

(4.8)

where, P d′
r is the received power by the user d′ from the AP and No is the background

noise power. The D-RTS packet transmission to the user d′ is successful if

P d′
r

No

> β. (4.9)
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4.2.3 Transmission of RC, U-CTS, DATA and U-ACK Pack-

ets by the AP

The AP transmits the data packets with ZF pre-coding and hence, there is no inter-

ference for the data packet transmissions. Further, there is no interference for the

transmissions of RC, U-CTS and U-ACK packets by the AP. For simplicity of mod-

eling, we assume that all the RC, DATA, U-CTS and U-ACK packet transmissions

by the AP are successful.

4.2.4 Transmission of CTS, DATA and ACK Packets by the

Users

The AP uses the ZF MIMO decoding for the DATA and ACK packets sent by the

users and hence, there is no interference for the DATA and ACK packets. Since

CTS packets are transmitted by the users in different times, their receptions are not

hampered by interference. Thus, transmissions of CTS, DATA and ACK packets

are assumed to always be successful.

4.3 Model of the WLAN System using Discrete

Time Markov Chain

The proposed MAC protocol of the WLAN system can be modeled as a discrete time

Markov chain where the duration of each state of the Markov chain is equal to a mini-

slot. We assume that, the set of users are denoted by N and the users are arranged

in ascending order according to arbitrary number e.g., N = {1, 2, ...., N}. Let, the

power set of user set N excluding the null set is P ′(N ). We consider that (i) the

transmission time of a RTS packet including one SIFS time is LRTS mini-slots and the

set LRTS = {1, 2, ..., LRTS}, (ii) the transmission time of a D-RTS packet including

one SIFS time is LD−RTS mini-slots and the set LD−RTS = {1, 2, ..., LD−RTS}, (iii)

the transmission time of M CTS packets including M SIFS times is LCTS mini-

slots and the set LCTS = {1, 2, ..., LCTS}, (iv) the transmission time of a RC packet

including one SIFS time is LRC mini-slots and the set LRC = {1, 2, ..., LRC}, (v) the

total transmission time for transmitting U-CTS packet by the AP, DATA packets

by M users and U-ACK packet by the AP including three SIFS times is LDT mini-

slots and the set LDT = {1, 2, ..., LDT} and (vi) the total transmission time for

transmitting DATA packets by the AP and ACK packets by the users including

two SIFS times is LDT ′ mini-slots and the set LDT ′ = {1, 2, ..., LDT ′}. For better

understanding of model, we first take M = 3 and later the model is extended for

general case. The states of the DTMC for M = 3 are defined as follows.
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1. S0: all the nodes are in idle state

2. (RTm, l) ∀m ∈ P ′(N ),∀l ∈ LRTS: the users of user-set m are transmitting

the l-th mini-slot RTS packets and the other nodes find the medium as busy

3. (Sd, l) ∀d ∈ N ,∀l ∈ LRC : RTS packet transmitted by the user d is success-

fully received by the AP and it is sending the l-th mini-slot RC packet

4. Sd ∀d ∈ N : the user d is waiting for U-CTS packet and all the other nodes

are in idle state

5. (Sd, RTn, l) ∀d ∈ N ,∀n ∈ P ′(N\d), ∀l ∈ LRTS: the user d is waiting for

U-CTS packet, the users of user-set n are transmitting the l-th mini-slot RTS

packets and other nodes find the medium as busy

6. (Sd,e, l) ∀d ∈ N , ∀e ∈ N\d, ∀l ∈ LRC : the user d is waiting for U-CTS

packet, RTS packet transmitted by the user e is successfully received by the

AP and the AP is sending the l-th mini-slot RC packet to the user e

7. Sd,e ∀d ∈ N ,∀e ∈ N\d: the users d and e are waiting for U-CTS packet and

all the other nodes are in idle state

8. (Sd,e, RTk, l) ∀d ∈ N , ∀e ∈ N\d,∀k ∈ P ′(N\{d, e}),∀l ∈ LRTS: the users d

and e are waiting for U-CTS packet, the users of user-set k are transmitting

the l-th mini-slot RTS packets and other nodes find the medium as busy

9. (Sd,e,f , l) ∀d ∈ N ,∀e ∈ N\d,∀f ∈ N\{d, e},∀l ∈ LRC : the users d and e are

waiting for U-CTS packet, RTS packet transmitted by the user f is successfully

received by the AP and the AP is sending the l-th mini-slot RC packet to the

user f

10. (Sd,e,f , DTd,e,f , l) ∀d ∈ N , ∀e ∈ N\d,∀f ∈ N\{d, e}, ∀l ∈ LDT : the users d,

e and f are requested to transmit their DATA packets and they are transmit-

ting/receiving the l-th mini-slot U-CTS, DATA and U-ACK packets

11. (RTd′,e′,f ′ , l) ∀d′ ∈ N , ∀e′ ∈ N\d′,∀f ′ ∈ N\{d′, e′}, ∀l ∈ LD−RTS: the AP is

transmitting the l-th mini-slot D-RTS packet to the users d′, e′ and f ′ and the

other users find the medium as busy

12. (Sd′ , l) d′ ∈ N , ∀l ∈ LCTS: the user d′ receives D-RTS packet successfully

from the AP and it is transmitting l-th mini-slot CTS packet to the AP

13. (Sd′,e′ , l) ∀d′ ∈ N ,∀e′ ∈ N\d′, ∀l ∈ LCTS: D-RTS packet transmitted from

the AP is successfully received by the users d′ and e′ and they are transmitting

l-th mini-slot CTS packets to the AP
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14. (Sd′,e′,f ′ , l) ∀d′ ∈ N ,∀e′ ∈ N\d′,∀f ′ ∈ N\{d′, e′}, ∀l ∈ LCTS: the users

d′, e′ and f ′ receive D-RTS packet successfully from the AP and they are

transmitting l-th mini-slot CTS packets to the AP

15. (Sd′ , DT
′
d′ , l) d′ ∈ N , ∀l ∈ LDT ′ : the AP is transmitting DATA packet to the

user d′ and after successful reception of DATA packet, the user d′ is transmit-

ting l-th mini-slot ACK packet to the AP

16. (Sd′,e′ , DT
′
d′,e′ , l) ∀d′ ∈ N ,∀e′ ∈ N\d′, ∀l ∈ LDT ′ : DATA packets are trans-

mitted by the AP to the users d′ and e′ and after successful reception of DATA

packets, the users d′ and e′ are transmitting l-th mini-slot ACK packets

17. (Sd′,e′,f ′ , DT
′
d′,e′,f ′ , l) ∀d′ ∈ N ,∀e′ ∈ N\d′,∀f ′ ∈ N\{d′, e′}, ∀l ∈ LDT ′ : the

AP is transmitting DATA packets to the users d′, e′ and f ′ and after successful

reception of DATA packets, they are transmitting l-th mini-slot ACK packets

to the AP

In uplink, when RTS packets are transmitted by a set of users simultaneously,

one of the transmission may be successful. The success of a transmission depends

on its power level among the powers from other users received at the AP. Let the

probability of RTS packet transmission for the user d ∈ m is successful be P c
m,d.

Further, let P c
m be the probability that one of the RTS transmission of the users in

the user-set m is successful, i.e.,
∑

d∈m P
c
m,d = P c

m.

In downlink, AP transmits D-RTS packet to M users and it can be successfully

received by the users based on their respective SNR. We assume that the probability

of receiving RTS packet successfully by at least one user and two users are P cp
1 and

P cp
2 , respectively. P s

1 , P s
2 and P s

3 are the probabilities, for receiving D-RTS packet

successfully by exactly one, two and three users respectively. Moreover, Ps is the

probability of one D-RTS packet reception is successful and this probability is useful

to calculate above-mentioned probabilities. In Table I and II, we illustrate the

transition probability ps1,s2 from a state s1 to a state s2 of the Markov chain for

uplink and downlink, respectively with considering M = 3.
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Table 4.1: Transition probability ps1,s2 from a state s1 to a state s2 for uplink

SN. State s1 State s2 State Detail ps1,s2
1 S0 (RTm, 1) ∀m ∈ P ′(N ) p|m|(1− p)N−|m|

(1− pa)

2 (RTm, l) (RTm, l + 1)
∀m ∈ P ′(N ), ∀l ∈
LR\ LRTS

1

3 (RTm, LRTS) S0 ∀m ∈ P ′(N ) 1− P c
m

4 (RTm, LRTS) (Sd, 1) ∀m ∈ P ′(N ),∀d ∈ m P c
m,d

5 (Sd, l) (Sd, l + 1) ∀d ∈ N , l ∈ LRC\ LRC 1

6 (Sd, LRC) Sd ∀d ∈ N 1

7 Sd (Sd, RTn, 1) ∀d ∈ N , ∀n ∈ P ′(N\d) p|n|(1−p)N−|n|−1

8 (Sd, RTn, l) (Sd, RTn, l + 1)
∀d ∈ N , ∀n ∈
P ′(N\d), ∀l ∈
LRTS\ LRTS

1

9 (Sd, RTn, LRTS) Sd ∀d ∈ N , ∀n ∈ P ′(N\d) 1− P c
n

10 (Sd, RTn, LRTS) (Sd,e, 1)
∀d ∈ N , ∀n ∈

P ′(N\d), ∀e ∈ N\d P c
n,e

11 (Sd,e, l) (Sd,e, l + 1)
∀d ∈ N ,∀e ∈ N\d,∀l ∈

LRC\ LRC
1

12 (Sd,e, LRC) Sd,e ∀d ∈ N ,∀e ∈ N\d 1

13 Sd,e (Sd,e, RTk, 1)
∀d ∈ N , ∀e ∈ N\d,∀k ∈

P ′(N\{d, e}) p|k|(1−p)N−|k|−2

14 (Sd,e, RTk, l) (Sd,e, RTk, l+1)
∀d ∈ N , ∀e ∈ N\d,∀k ∈
P ′(N\{d, e}),∀l ∈
LRTS\ LRTS

1

15 (Sd,e, RTk, LRTS) Sd,e
∀d ∈ N , ∀e ∈ N\d,∀k ∈

P ′(N\{d, e}) 1− P c
k

16 (Sd,e, RTk, LRTS) (Sd,e,f , 1)
∀d ∈ N ,∀e ∈ N\d,∀f ∈

N\{d, e}, ∀k ∈
P ′(N\{d, e})

P c
k,f

17 (Sd,e,f , l) (Sd,e,f , l + 1)
∀d ∈ N ,∀e ∈ N\d,∀f ∈

N\{d, e}, ∀l ∈
LRC\ LRC

1

18 (Sd,e,f , LRC) (Sd,e,f , DTd,e,f , 1)
∀d ∈ N ,∀e ∈ N\d,∀f ∈

N\{d, e} 1

19 (Sd,e,f , DTd,e,f , l)
(Sd,e,f , DTd,e,f , l+

1)

∀d ∈ N ,∀e ∈ N\d,∀f ∈
N\{d, e}, ∀l ∈
LDT\ LDT

1

20 (Sd,e,f , DTd,e,f , S0
∀d ∈ N ,∀e ∈ N\d,∀f ∈

N\{d, e} 1

LDT )



43

Table 4.2: Transition probability ps1,s2 from a state s1 to a state s2 for downlink

SN. State s1 State s2 State Detail ps1,s2

1 S0 (RTd′,e′,f ′ , 1)
∀d′ ∈ N ,∀e′ ∈

N\d′,∀f ′ ∈ N\{d′, e′} 1/
(
N
3

)
pa

2 (RTd′,e′,f ′ , 1) (RTd′,e′,f ′ , l + 1)

∀d′ ∈ N ,∀e′ ∈
N\d′,∀f ′ ∈
N\{d′, e′}, ∀l ∈
LD−RTS\ LD−RTS

1

3 (RTd′,e′,f ′ , LD−RTS) S0
∀d′ ∈ N ,∀e′ ∈

N\d′,∀f ′ ∈ N\{d′, e′} (1− Ps)3

4 (RTd′,e′,f ′ , LRTS) (Sd′ , 1)

∀d′ ∈ N ,∀e′ ∈
N\d′,∀f ′ ∈
N\{d′, e′}, ∀l ∈
LD−RTS\ LD−RTS

P cp
1

5 (Sd′ , 1) (S ′d, l + 1) d′ ∈ N , ∀l ∈ LCTS\ LCTS 1

6 (Sd′ , LCTS) (Sd′,e′ , 1) {d′, e′} ∈ N P cp
2

7 (Sd′,e′ , 1) (Sd′,e′ , l + 1)
∀d′ ∈ N ,∀e′ ∈

N\d′, ∀l ∈ LCTS\ LCTS
1

8 (Sd′,e′ , LCTS) (Sd′,e′,f ′ , 1) ∀d′ ∈ N ,∀e′ ∈ N\d′ P s
3

9 (Sd′,e′,f ′ , 1) (Sd′,e′,f ′ , l + 1)

∀d′ ∈ N ,∀e′ ∈
N\d′,∀f ′ ∈
N\{d′, e′}, ∀l ∈
LCTS\ LCTS

1

10 (Sd′,e′,f ′ , LCTS) (Sd′,e′,f ′ , DT
′
d′,e′,f ′ , 1)

∀d′ ∈ N ,∀e′ ∈
N\d′,∀f ′ ∈ N\{d′, e′} 1

11 (Sd′,e′,f ′ , DT
′
d′,e′,f ′ , 1) (Sd′,e′,f ′ , DT

′
d′,e′,f ′ ,

∀d′ ∈ N ,∀e′ ∈
N\d′,∀f ′ ∈
N\{d′, e′}, ∀l ∈
LDT ′\ LDT ′

1

l + 1)

12 (Sd′,e′,f ′ , DT
′
d′,e′,f ′ , S0

∀d′ ∈ N ,∀e′ ∈
N\d′,∀f ′ ∈ N\{d′, e′} 1

LDT ′)

13 (Sd′,e′ , LCTS) (Sd′,e′ , DT
′
d′,e′ , 1) ∀d′ ∈ N ,∀e′ ∈ N\d′ P s

2

14 (Sd′,e′ , DT
′
d′,e′ , 1)

(Sd′,e′ , DT
′
d′,e′ , l +

1)
∀d′ ∈ N ,∀e′ ∈

N\d′, ∀l ∈ LDT ′\ LDT ′
1

15 (Sd′,e′ , DT
′
d′,e′ , LDT ′) S0 ∀d′ ∈ N ,∀e′ ∈ N\d′ 1

16 (Sd′ , LCTS) (Sd′ , DT
′
d′ , 1) d′ ∈ N P s

1

17 (Sd′ , DT
′
d′ , 1) (Sd′ , DT

′
d′ , l + 1) d′ ∈ N , ∀l ∈ LDT ′\ LDT ′ 1

18 (Sd′ , DT
′
d′ , LDT ′) S0 d′ ∈ N 1
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4.4 Analysis of the Markov Chain

Let, ψ(s) is the stationary probability of a state s. The total throughput of a WLAN

system depends on the stationary probabilities of the data transmission states. Here,

we are going to calculate stationary probabilities for every stage under the modeled

Markov chain for both uplink and downlink transmissions.

4.4.1 Markov Chain Analysis for Uplink Transmission

The Markov chain for uplink is illustrated in Fig. 4.2. From the transition proba-

bilities of serial number 1 in Table 4.1, we obtain∑
m∈P ′(N )

ψ(RTm, 1) = ψ(S0)
∑

m∈P ′(N )

p|m|(1− p)N−|m|(1− pa)

= ψ(S0)(1− pa)[1− (1− p)N ]. (4.10)

We can find from the transition probabilities of serial number 4 shown in Table 4.1

that ∑
d∈N

ψ(Sd, 1) =
∑

d∈N ,m∈P ′(N )

ψ(RTm, LRTS)P c
m,d. (4.11)

By using transition probabilities of serial numbers 1, 2 and 4 shown in Table 4.1, we

obtain

ψ(RTm, LRTS) = ψ(RTm, l) = ψ(RTm, 1). (4.12)

So we can modify equation (4.11) using equation (4.12) as∑
d∈N

ψ(Sd, 1) =
∑

m∈P ′(N )

ψ(RTm, 1)P c
m

= ψ(S0)(1− pa)
∑

m∈P ′(N )

p|m|(1− p)N−|m|P c
m

= ψ(S0)(1− pa)KN (4.13)

where,

KN =
∑

m∈P ′(N )

p|m|(1− p)N−|m|P c
m. (4.14)

The balance equation for state Sd can be expressed as

ψ(Sd) = ψ(Sd, LRC) + ψ(Sd)(1− p)N−1 +
∑

n∈P ′(N\d)

ψ(Sd, RTn, LRTS)(1− P c
n)

= ψ(Sd, 1) + ψ(Sd)(1− p)N−1 + ψ(Sd)
∑

n∈P ′(N\d)

p|n|(1− p)N−|n|−1(1− P c
n).

(4.15)
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After some mathematical manipulation, from equation (4.15) we can find

ψ(Sd) =
ψ(Sd, 1)

KN−1

(4.16)

where,

KN−1 =
∑

n∈P ′(N\d)

p|n|(1− p)N−|n|−1P c
n. (4.17)

It can be shown by putting value of equation (4.13) into equation (4.16) that

∑
d∈N

ψ(Sd) =

∑
d∈N ψ(Sd, 1)

KN−1

=
ψ(S0)KN(1− pa)

KN−1

. (4.18)

From the transition probabilities shown in serial number 7 of Table 4.1 and equation

(4.18), we get∑
d∈N ,n∈P ′(N\d)

ψ(Sd, RTn, 1) =
∑

d∈N ,n∈P ′(N\d)

p|n|(1− p)N−|n|−1ψ(Sd)

=
[1− (1− p)N−1]ψ(S0)KN(1− pa)

KN−1

. (4.19)

Now we can obtain from the transition probabilities shown in serial numbers 7, 8

and 10 in Table 4.1 and equations (4.18) and (4.19),∑
d∈N ,e∈N\d

ψ(Sd,e, 1) =
∑

d∈N ,e∈N\d,n∈P ′(N\d)

ψ(Sd, RTn, LRTS)P c
n,e

=
∑

d∈N ,n∈P ′(N\d)

ψ(Sd, RTn, 1)P c
n

=
∑

d∈N ,n∈P ′(N\d)

p|n|(1− p)N−|n|−1P c
nψ(Sd)

= KN−1 ×
ψ(S0)KN(1− pa)

KN−1

= KNψ(S0)(1− pa). (4.20)
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The balance equation for state Sd,e can be written as

ψ(Sd,e) = ψ(Sd,e, LRC) + ψ(Sd,e)(1− p)N−2

+
∑

k∈P ′(N\{d,e})

ψ(Sd,e, RTk, LRTS)(1− P c
r )

= ψ(Sd,e, LRC) + ψ(Sd,e)(1− p)N−2

+ ψ(Sd,e)
∑

k∈P ′(N\{d,e})

p|k|(1− p)N−|k|−2 × (1− P c
k )

=
ψ(Sd,e, 1)

KN−2

(4.21)

where,

KN−2 =
∑

k∈P ′(N\{d,e})

p|k|(1− p)N−|k|−2P c
k . (4.22)

From equations (4.20) and (4.21), it can be shown that

∑
d∈N ,k∈N\d

ψ(Sd,e) =
ψ(S0)KN(1− pa)

KN−2

. (4.23)

From the transition probabilities shown in serial number 13 of Table 4.1 and equation

(4.23), we can write ∑
d∈N ,e∈N\d,k∈P ′(N\{d,e})

ψ(Sd,e, RTk, 1)

=
∑

d∈N ,e∈N\d,k∈P ′(N\{d,e})

p|k|(1− p)N−|k|−2ψ(Sd,e)

=
[1− (1− p)N−2]ψ(S0)KN(1− pa)

KN−2

. (4.24)

Using the transition probabilities shown in serial numbers 13, 14 and 16 of Table

4.1 and equations (4.22) and (4.23), we get∑
d∈N ,e∈N\d,f∈N\{d,e}

ψ(Sd,e,f , 1)

=
∑

d∈N ,e∈N\d,f∈N\{d,e},k∈P ′(N\{d,e})

ψ(Sd,e, RTk, LRTS)P c
k,f

=
∑

d∈N ,e∈P ′(N\d),k∈P ′(N\{d,e})

ψ(Sd,e, RTk, 1)P c
k

=
∑

d∈N ,e∈N\d,k∈P ′(N\{d,e})

p|k|(1− p)N−|k|−2P c
kψ(Sd,e)

= KNψ(S0)(1− pa). (4.25)
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4.4.2 Markov Chain Analysis for Downlink Transmission

In downlink, the AP can choose any users set between
(
N
M

)
. If we assume equal

probability of choosing one of the set of users, the probability of choosing any user-

set would be 1/
(
N
M

)
. So we find unity after taking summation of state probabilities

for all paths. The Markov chain for downlink is illustrated in Fig. 4.3 for M = 3.

From the transition probabilities shown in serial number 1 of Table 4.2, we can

write ∑
∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(RTd′,e′,f ′ , 1) = ψ(S0)
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

1(
N
3

)pa
= ψ(S0)pa. (4.26)

Using the transition probabilities of serial numbers 2, 3 and 4 of Table 4.2 and

equation (4.26), we get∑
∀d′∈N

ψ(Sd′ , 1) =
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(RTd′,e′,f ′ , LRTS)P cp
1

=
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(RTd′,e′,f ′ , 1)P cp
1

= ψ(S0)paP
cp
1 . (4.27)

From the transition probabilities of serial number 6 of Table 4.2 and by using equa-

tion (4.27),we can find∑
∀d′∈N ,∀e′∈N\d′

ψ(Sd′,e′ , 1) =
∑
∀d′∈N

ψ(Sd′ , LCTS)P cp
2

=
∑
∀d′∈N

ψ(Sd′ , 1)P cp
2

= ψ(S0)paP
cp
1 P

cp
2 . (4.28)

Now we can obtain from the transition probabilities of serial number 8 of Table 4.2

as well as from equation (4.28) that∑
∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(Sd′,e′,f ′ , 1) =
∑

∀d′∈N ,∀e′∈N\d′
ψ(Sd′,e′ , LCTS)P cp

3

= ψ(S0)paP
cp
1 P

cp
2 P

s
3 . (4.29)

From equation (4.27) and the transition probabilities of serial number 16 of Table
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4.2, we get ∑
∀d′∈N

ψ(Sd′ , DT
′
d′ , 1) =

∑
d′∈N

ψ(Sd′ , LCTS)P s
1

=
∑
∀d′∈N

ψ(Sd′ , 1)P s
1

= ψ(S0)paP
cp
1 P

s
1 . (4.30)

Using the transition probabilities of serial number 13 of Table 4.2 and equation

(4.28), we can find∑
∀d′∈N ,∀e′∈N\d′

ψ(Sd′,e′ , DT
′
d′,e′ , 1) =

∑
∀d′∈N ,∀e′∈N\d′

ψ(Sd′,e′ , LCTS)P s
2

=
∑

∀d′∈N ,∀e′∈N\d′
ψ(Sd′,e′ , 1)P s

2

= ψ(S0)paP
cp
1 P

cp
2 P

s
2 . (4.31)

By using the transition probabilities of serial number 10 of Table 4.2 along with help

of equation (4.29), we get ∑
∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(Sd′,e′,f ′ , DT
′
d′,e′,f ′ , 1)

=
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(Sd′,e′,f ′ , LCTS)

=
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(Sd′,e′,f ′ , 1)

= ψ(S0)paP
cp
1 P

cp
2 P

s
3 . (4.32)

4.4.3 Throughput Model

The total throughput of the users in the WLAN under the proposed MAC protocol

with M = 3 is given by

Ωup = 3ρupR
∑

d∈N ,e∈N\d,f∈N\{d,e},l∈LDT

ψ(Sd,e,f , DTd,e,f , l)

= 3ρupRLDT
∑

d∈N ,e∈N\d,f∈N\{d,e}

ψ(Sd,e,f , DTd,e,f , 1) (4.33)

where ρup is the efficiency for uplink transmission, defined as ρup = Ldt
LDT

with the

transmission time of a DATA packet for uplink to be Ldt in mini-slots. From the

transition probabilities of serial numbers 17 and 18 shown in Table 4.1, we can write

ψ(Sd,e,f , DTd,e,f , 1) = ψ(Sd,e,f , 1). (4.34)
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So we can rewrite equation (4.33) according to equation (4.34) as

Ωup = 3ρupRLDT
∑

d∈N ,e∈N\d,f∈N\{d,e}

ψ(Sd,e,f , 1). (4.35)

For general case, the total throughput of the users can be found from equation (4.35)

by using equation (4.25) as

Ωup = ρupRMLDTKNψ(So)(1− pa) (4.36)

where the value of ψ(S0) can be obtained as [See Appendix A]

ψ(S0) ≈
[
M − (M − 1)pa + LRTSM [1− (1− p)N ](1− pa)

+(MLRC + LDT )KN(1− pa) + (LD−RTS +MLCTS + LDT ′)pa

]−1

. (4.37)

For M = 3, the total throughput obtained by the AP is given as

Ωdn = ρdnR{
∑

d′∈N , ∀l∈LDT ′

ψ(Sd′ , DT
′
d′ , l) +

∑
∀d′∈N ,∀e′∈N\d′, ∀l∈LDT ′

ψ(Sd′,e′ , DT
′
d′,e′ , l)

+
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}, ∀l∈LDT ′

ψ(Sd′,e′,f ′ , DT
′
d′,e′,f ′ , l)}

= ρdnRLDT ′{
∑
d′∈N

ψ(Sd′ , DT
′
d′ , 1) + 2

∑
∀d′∈N ,∀e′∈N\d′

ψ(Sd′,e′ , DT
′
d′,e′ , 1)

+ 3
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(Sd′,e′,f ′ , DT
′
d′,e′,f ′ , 1)} (4.38)

By using equations (4.30), (4.31) and (4.32) into equation (4.38), we can get

Ωdn = ρdnRLDT ′ψ(S0)paP
cp
1 {P s

1 + 2P cp
2 P

s
2 + 3P cp

2 P
s
3 } (4.39)

where the efficiency for downlink transmission is ρdn, defined as ρdn =
Ldt′
LDT ′

with the

transmission time of a DATA packet for downlink to be Ldt′ in mini-slots. We find

that P cp
1 {P s

1 + 2P cp
2 P

s
2 + 3P cp

2 P
cp
3 } ≈ 3 [See Appendix B]. So equation (4.39) can be

expressed as

Ωdn ≈ 3ρdnRLDT ′ψ(S0)pa. (4.40)

For general case, the total throughput of the AP can be expressed as

Ωdn = MρdnRLDT ′ψ(S0)pa. (4.41)
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4.5 Computation of KN

So far, we develop the analytical model for determining the total throughput of the

users as well as the AP. However, to calculate the total throughput, KN needs to

be computed. From equation (4.14), it is clear that we need to calculate P c
m for

computing KN . P c
m is the capture probability when the users of the user-set m

transmit RTS packets simultaneously. Let rd, ξd and Fd are the distance, shadowing

and fading parameter, respectively for a user d ∈ N . We intend to compute the

total throughput by averaging over positions of the users. The value of KN can be

computed after finding P c
m for all m in P ′(N ). So by using equation (4.7), we have

Pm(rd) = P

[
P d
r > β

∑
i∈y\d

P i
r +No

]

= P

[
F 2
d > β

∑
i∈y\d

F 2
d e

ξi−ξd
(
ri
rd

)−η]

= P

[
F 2
d > β

∑
i∈m\d

bi,dx
2
i

]
(4.42)

where only the dependence on distance rd is expressed and bi,d = eξi−ξd
(
ri
rd

)−η
. No

is omitted here because we assume transmitted power is appreciably greater than

noise power.

Conditioning on ri and ξi for all i ∈ m, the probability that the transmission of

the user d ∈ m is successful is given as

P c
m,d =

∫ ∞
0

∫ ∞
0

...

∫ ∞
0

P (F 2
d > β

∑
i∈m\d

bi,dx
2
i )
∏
i∈m\d

(2xi)exp(−
∑
i∈m\d

x2
i )
∏
i∈m\d

dxi

=

∫ ∞
0

∫ ∞
0

...

∫ ∞
0

exp(−β
∑
i∈m\d

bi,dx
2
r)
∏
r∈m\d

(2xr)exp(−
∑
r∈m\d

x2
r)
∏
r∈m\d

dxi

=
∏
i∈m\d

1

1 + βbi,d
. (4.43)

Averaging over ∀ξi and ∀ri where i ∈ m\d, P c
m,d can be expressed as

P c
m,d = G

|m|−1
d (4.44)

where,

Gd =

∫ ∞
−∞

∫ 1

0

1

1 + βbi,d
fr(ri)fξ(ξi)dridξi. (4.45)
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Further, averaging over ξd and rd, the average value of P c
m,d can be found as

P
c

m,d =

∫ 1

0

∫ ∞
−∞

G
|m|−1
d fr(rd)fξ(ξd)drddξd. (4.46)

Since, the success probability of all the RTS transmitting users are equal, the value

of P c
m can be computed as

P c
m = |m|P c

m,d. (4.47)

4.6 Summary

In this chapter, we have described the system model which considers different wire-

less and network parameters for our analytical analysis. Here, path loss, Rayleigh

fading, and log-normal shadowing are considered which affect the received signal(s).

The ZF scheme has been utilized in both pre-coding and decoding process for tak-

ing the benefit of MU-MIMO technique. The physical interference model has been

adopted to decide the success of a RTS/D-RTS packet transmission by checking its

SINR, which must be greater than a certain threshold. Rest of the control packets

along with DATA packet transmissions are always considered successful. Further-

more, discrete time Markov chain has been used to model a WLAN system under

the proposed MAC protocol. Finally, we have calculated the stationary probabilities

of all states which lead to the development of the analytical model for calculating

the total throughput of the users and the AP.
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Chapter 5

Verification of Developed

Analytical Model

In this chapter, the process for making a simulator is described, which is utilized to

validate our analytical model. The necessary settings and parameters used in the

simulator are also provided. The impact of transmission probability on throughput

under the proposed method is also discussed here.

5.1 Model Verification

5.1.1 Network Setup and Assumptions

For validation of our analytical model, it is necessary to compare the results pro-

duced from the analytical model developed in Chapter 4 with the simulation results.

In the simulation, a WLAN system consists of an AP with 20 users is considered.

This WLAN system is used to compute the total throughput under different con-

figurations of WLAN parameters. Due to the freedom of configuring the WLAN

and channel parameters, MATLAB is used for building the custom simulator to get

the simulation results. The value of P c
m for each m ∈ P ′(N ) is calculated using the

Gauss-Hermit quadrature [56] under different configurations of WLAN parameters.

Besides the value of P c
m is considered same for two transmitting user-sets m1 and

m2 if |m1| = |m2| for averaging over the positions of the users. The value of Ps is

numerically calculated with the help of MATLAB software. Three different modu-

lation and coding schemes are considered with their corresponding threshold value,

β which is shown in Table 5.1. The path loss component, η is considered to be 4

for indoor WLAN environment in the simulation. The duration of different packets

used in simulation along with other parameters are listed in Table 5.2.
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5.1.2 Simulator Set up

For averaging over the positions of 20 users, 300 instances of WLANs are considered.

The distance of a user from the AP is determined as
√
Z for a WLAN instance where

Z is a uniform random variable between (0,1). The angle between a user and the

AP is defined as Z × 2π for an instance. Traffic has saturation condition which is

ensured by considering that the nodes always have packets to send.

To implement perfect carrier sensing, we consider all the other nodes except the

transmitting and receiving nodes stay in the current state during the transmission.

If an idle node finds the medium as free in a mini-slot, its decision on RTS packet

transmission is determined by generating a random variable with Bernoulli distribu-

tion. Note that the parameter of Bernoulli distribution of a node is the transmission

probability of that node, i.e., p for each user and pa for the AP.

If the outcomes of random variables for a set of users are greater than zero and the

random variable for the AP gives no outcome, then simulator enters into the uplink

mode. In uplink, more than one user may transmit RTS packet simultaneously ac-

cording to our proposed MAC protocol. When a set of users start transmitting RTS

packets, their received power at the AP are determined by independently generated

shadowing and fading parameters based on their distributions. The AP determines

a successful RTS transmitted user with the help of SINR of the user. If the SINR

of a user is greater than the threshold SINR, AP receives the RTS packet success-

fully and sends a RC packet to the user after a mini-slot. The AP receives packets

without comparing its SINR with the threshold SINR if only one user sends RTS

packet because interference is absent and we consider the transmit power is very

high compared to noise. If one user is successful from these above-mentioned pro-

cess then simulator again tries to find M − 1 successful RTS transmitting users and

also sends RC packets after finding them. Otherwise, the simulator enters into the

idle mode which means users, as well as the AP, contend to access the channel. After

accumulation of M RTS packets, the AP sends U-CTS packet to notify RC packet

received users to start data transmission. We consider that the received power level

from each user at the AP remains same during RTS to DATA packet transmission.

All the DATA packet transmissions are considered to be successful and the AP sends

Table 5.1: Values of β for different R

Data Rate(Mbps) SINR, β(dB)
2 6.4

5.5 9.4
11 12.4
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Table 5.2: Simulation parameters

A mini-slot, Φ 20 µs
SIFS time 1 mini-slot
LRTS 7 mini-slots
LD−RTS 15 mini-slots
LRC 6 mini-slots

LACK/LU−ACK 6 mini-slots
LCTS/LU−CTS 6 mini-slots

Ldt/Ldt′ 500 mini-slots
Waiting time for CTS 5000 mini-slots

Ptr 12 watts
ro 0.01 m

a U-ACK packet to inform the users from which it receives the DATA packet. Like

DATA packet, we also assume U-ACK packet transmission is successful.

If the outcome of the random variable for the AP is one then the simulator en-

ters into the downlink mode. In this phase, AP selects M users uniformly from

N users. After that, AP sends a D-RTS packet to the selected M users and their

received power at the users are determined by generating the shadowing and fading

parameters of the packet transmissions independently. According to our protocol,

there is no interference in downlink. So users can successfully receive D-RTS packet

sent from the AP if received signal SNR is greater than the threshold SINR. Af-

ter successful reception of D-RTS packet, users send CTS packets to the AP. The

waiting time for the AP is M × (one CTS packet time + one SIFS time ) after

transmitting D-RTS packet. During this time, the AP completes the reception of

CTS packets from the targeted stations. Likewise, the received power level from the

AP at each user remains unchanged during D-RTS to DATA packet transmission.

All the DATA packet transmissions are considered to be successful. The users who

receive DATA packets successfully send an ACK packet to inform the AP. ACK

packet transmissions are also considered successful.

On the other hand, if the outcomes for all the nodes are zero which indicates

that the AP or any user is unable to access the channel, then a slot time is added

with simulation time. After that, simulator enters into the idle mode.

5.1.3 Determination of Total Throughput

We conduct our simulation for two types of antenna configurations, M = 4 and

M = 8. We consider the simulation time of a WLAN instance to be 100 s. We set

the downlink access probability, pa = Np. The total number of successful DATA
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packet reception by the AP is calculated at the end of all instances and the total

throughput of the users in uplink is computed as
NpkΦRLdt

Tsm
where Tsm is the total

number of simulation time and Nup is the total number of the packets received by

the AP. For downlink, the total number of the successful DATA packet, transmitted

by the AP is also calculated at the end of all instances and the total throughput is

computed as NdnΦRLdt
Tsm

where Ndn is the total number of the packets sent by the AP.

5.1.4 Validation of Model

Fig. 5.1 to Fig. 5.5 show the comparison between simulated and analytical results

for different wireless channel parameters. The abbreviations“ana” , “simu”, “up”and

“dn” in the figures stand for analytical result, simulated result, uplink and downlink

respectively. From all these figures, it is evident that the simulated results are well

fitted with the analytical results for different configurations of the wireless channel.

We also observe the performance of the proposed protocol for different configurations

of the wireless channel. It is found that the maximum percentage difference between

analytical and simulation results for all considered configurations are below 2% and

6% for M = 4 and M = 8, respectively. The possible reason for this difference is

due to the fact that, we do not consider about SIFS time in analytical analysis but

in simulation, SIFS time has been taken into account. Hence, the simulated result

validates the model developed analytically in this work.
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Figure 5.1: (a) Uplink and (b) Downlink throughput comparison between the ana-
lytical and simulation results with β = 6.4dB and σ = 6dB for M = 4 and M = 8.

5.1.5 Effect of Transmission Probability

It is illustrated in Fig. 5.1 to Fig. 5.5 that after a certain value of p, the throughput

for uplink decreases and on the other hand, the throughput for downlink is incre-

mental in nature. We define this value of p as optimum transmission probability,
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Figure 5.2: (a) Uplink and (b) Downlink throughput comparison between the ana-
lytical and simulation results with β = 9.4dB and σ = 0dB for M = 4 and M = 8.
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Figure 5.3: (a) Uplink and (b) Downlink throughput comparison between the ana-
lytical and simulation results with β = 9.4dB and σ = 6dB for M = 4 and M = 8.

poptimal. At this transmission probability, maximum throughput is found for uplink.

After optimum transmission probability, the collision between users will be increased

with increase in p, so the time needed for accumulating M RTS packets increases

in uplink phase which results in the decrease of throughput. Besides, throughput is

increased after poptimal in downlink. The possible reason for this nature is that the

probability for accessing medium for the AP, pa is N times higher than p. For this

reason, the AP can access more to the channel with higher probability. Moreover,

the probability of receiving D-RTS packet by the M users successfully is high due

to the absence of interference.
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Figure 5.4: (a) Uplink and (b) Downlink throughput comparison between the an-
alytical and simulation results with β = 9.4dB and σ = 10dB for M = 4 and
M = 8.
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Figure 5.5: (a) Uplink and (b) Downlink throughput comparison between the an-
alytical and simulation results with β = 12.4dB and σ = 6dB for M = 4 and
M = 8.

5.2 Summary

The verification process is needed to validate our analytical model. For that pur-

pose, we have to compare the results from analytical analysis with simulation results.

We have built a custom simulator written in MATLAB for achieving simulation re-

sults. We choose MATLAB due to its flexibility for configuring WLAN and channel

parameters. Comparison of throughput between simulation and analytical results

for different wireless configurations depict the validation of our analytical model.

Results show that the uplink throughput has the highest value in optimum trans-

mission probability. After that transmission probability, throughput is decreased

due to the increase of collisions between the users. On the other hand, the downlink
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throughput is increased after the optimum transmission probability because the AP

can access more to the channel due to higher transmission probability. Additionally,

the success for D-RTS transmission by the AP is high because of the absence of

interference.



Chapter 6

Performance Analysis of Proposed

MAC Protocol

In this chapter, we compare the performances of the proposed protocol with CSMA

RTS/CTS MU-MIMO and Uni-MUMAC protocol to find out different insights of

the proposed protocol on basis of different wireless and network parameters.

6.1 Description of the Baseline MAC and Uni-

MUMAC Protocol

We observe the throughput performance of the proposed protocol compared with

and Uni-MUMAC protocol to realize the improvements made by the proposed MAC

protocol. CSMA RTS/CTS MU-MIMO protocol is considered as the baseline pro-

tocol in this thesis work. Here, these protocols are described below in brief.

6.1.1 Baseline MAC Protocol

In the baseline protocol, an idle node senses the medium in each mini-slot. If a node

finds the medium as free, it accesses the medium with same probability as in the

proposed MAC protocol. In uplink, when the number of the RTS transmitting users

is less than or equal to M , the AP selects all RTS packet transmitted users to send

a common CTS packet. Because we consider employment of MIMO technique in

receiving RTS packets by using ZF decoder so that the AP can easily receive them

successfully. But if the number of the RTS transmitting users are greater than M ,

the AP calculates SINR of the M strongest signals considering the other signals as

interference. If the SINR of a RTS packet is higher than the threshold β, the RTS

packet is considered as successful. The AP then transmits a common CTS packet

to the users from which it successfully receives RTS packet(s). A common CTS
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packet received users send DATA packet and after receiving them, the AP transmits

a common ACK packet to notify the users. When the AP gets the access to the

channel, the “downlink process” is started which is same as in the proposed MAC

protocol except the ACK packets are transmitted in different time for notifying the

AP about DATA packet reception.

6.1.2 Uni-MUMAC Protocol

In this protocol, all the idle nodes are sensing the channel to access. According to this

protocol, users selection are completed within two contention rounds in uplink phase.

If any user wins in the 1st contention round by sending RTS packet successfully to

the AP, the AP broadcasts an Ant-CTS packet. The functions of the Ant-CTS

packet are to inform the user about the successful reception of the RTS packet

and to notify other users about the number of available antennas at the AP. This

packet also indicates the beginning of 2nd contention round. In the 2nd contention

round, users participate in the contention which have packets to send. The AP

sends notification packet only once after receiving first RTS packet successfully.

After that, the AP does not send any more notification packet to inform users about

the successful reception of RTS packets. After accumulating M RTS packets, the

AP transmits a G-CTS packet for starting DATA packet transmission by the RTS

transmitted users. If the AP cannot receive a RTS packet from any user, the AP

will not start the 2nd contention round. Then users again try to access the channel

for transmitting RTS packets. When the AP gets the access, the “downlink process”

is initiated which is also similar as in our proposed MAC protocol.

6.2 Advantages of the Proposed Protocol

MATLAB is again used to develop the simulator for both the baseline and Uni-

MUMAC protocol, with the same parameters used in the simulator of the proposed

protocol except LRC = 0 and LD−RTS = LRTS are considered. The process of ac-

cessing the medium for both users and the AP is same. Comparison of throughput

performances between proposed, baseline and Uni-MUMAC protocols for both up-

link and downlink transmissions are shown in Fig. 6.1 and 6.2 for M = 4 and M = 8,

respectively.

The uplink throughput of Uni-MUMAC is higher than proposed protocol while

baseline throughput is lower compared to the proposed one, as shown in Fig. 6.1(a)

and 6.2(a). The throughput under the baseline protocol has a lower value than the

proposed one in uplink because data reception of the AP is higher under the proposed

protocol than the baseline one. This happens because the number of users sending
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DATA packets to the AP may vary up to M according to the baseline protocol. On

the contrary, according to our proposed protocol, M users send DATA packets to

the AP every time. At lower transmission probability, the throughput in downlink

under the baseline protocol is higher than the proposed protocol. The reduction

of medium accessing time of the AP under the proposed protocol is responsible for

that. It occurs because the AP has to wait for more time to collect M RTS packets

due to the low participating rate of the users to transmit RTS packets. But the

scenario is changed with the increase in transmission probability. For the case of

Uni-MUMAC protocol, throughput in uplink is greater than the proposed protocol

because of using RC packet by our proposed protocol to notify about the successful

reception of RTS packet by the AP for each successful user. This increases overhead

during the uplink transmission process. But in the case of Uni-MUMAC protocol,

the AP stops sending the notification to the users after sending notification for first

successful RTS reception.

It is clear from Fig. 6.1(b) and 6.2(b) that the downlink throughput of the

proposed protocol is greater than the two other protocols. A significant difference

between downlink throughputs is also created for higher transmission probabilities

because the time needed to complete whole downlink phase under proposed protocol

is less than the baseline protocol. The reason being that the ACK packets are sent

from DATA packet recipient users together at the same time in proposed protocol

whereas they are sent consecutively from DATA packet recipient users according

to the baseline protocol. However, the throughput in downlink is lower than the

proposed one because according to our protocol, the AP transmits DATA packets

to the M users when it gets the access. This process is unaffected even if users get

the access with the AP to the channel at the same time. But Uni-MUMAC protocol

tackles this joint access issue by waiting for M × (one CTS packet time + one SIFS

time) without any data transmission. This will lead to an increase in overhead of

the system and decrease in the throughput.

Now, we want to observe the throughput improvement under the proposed MAC

protocol with respect to the baseline MAC and Uni-MUMAC protocol based on

% Throughput Gain. The percentage throughput gain of our proposed protocol

compared to the baseline protocol which is defined as

Gainb = 100× λp − λb
λb

and the percentage throughput gain of our proposed protocol compared to Uni-
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Figure 6.1: (a) Uplink and (b) Downlink throughput comparison of the proposed,
baseline and Uni-MUMAC protocols with β = 9.4dB and σ = 6dB for M = 4, when
pa = Np.
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Figure 6.2: (a) Uplink and (b) Downlink throughput comparison of the proposed,
baseline and Uni-MUMAC protocols with β = 9.4dB and σ = 6dB for M = 8, when
pa = Np.

MUMAC protocol is defined as

Gainu = 100× λp − λu
λu

where, λp, λb and λu stands for the throughput under proposed, baseline and Uni-

MUMAC protocols, respectively. These two gains are illustrated in Fig. 6.3 for

both M = 4 and M = 8, respectively. From the Fig. 6.3(a), it is evident that

the proposed MAC protocol provides a significant throughput gain compared to the

baseline protocol in uplink and it is increased with increasing number of antennas.

However, there is no improvement in uplink throughput under the proposed pro-

tocol compared to Uni-MUMAC protocol. Fig. 6.3(b) indicates that our proposed

protocol improves the downlink throughput compared to both the baseline and Uni-
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MUMAC protocols and the gains are increased with the increase of transmission

probability. However, Fig. 6.4 depicts the percentage gains comparison for total

throughput. From this figure, it is obvious that the proposed MAC protocol gives a

significant throughput gain compared to the baseline protocol and a little improve-

ment compared to the Uni-MUMAC protocol. Finally, the throughput gains are

increased by increasing the number of antennas in the AP.
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Figure 6.3: Percentage gains comparison for (a) uplink and (b) downlink with β =
9.4dB and σ = 6dB for M = 4 and M = 8, when pa = Np.
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Figure 6.4: Percentage gains comparison for total throughput with β = 9.4dB and
σ = 6dB for M = 4 and M = 8, when pa = Np.

6.2.1 Effect of Access probability

Fig. 6.5 depicts the effect of access probability on both uplink and downlink through-

put for our proposed protocol. The throughput for uplink decreases with the increase

of the access probability of the AP, which is shown in Fig. 6.5(a). On the other
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hand, it is clearly evident from Fig. 6.5(b) that with the increase of the access

probability of the AP, the downlink throughput increases. It happens because the

AP can access the channel more with increasing probability. So time staying in

the downlink phase is increasing with the increase of access probability of the AP.

For this reason, the time for staying in uplink phase is also decreasing so the uplink

throughput is decreased because the users cannot access the channel more with lower

probability compared to the AP. Furthermore, Fig. 6.6 shows the effect of access

probability on both uplink and downlink throughputs for proposed, the baseline and

Uni-MUMAC protocols when the AP accesses the medium with fixed probability.

Here, the throughput of uplink increases with the increase in uplink access probabil-

ity which is true for all these protocols, shown in Fig. 6.6(a). However, Fig. 6.6(b)

shows that the throughput of downlink decreases for all protocols with increase in

access probability of user. It happens because with fixed access probability of the

AP, users can access more to the channel. So the time staying in uplink phase is

increasing. For this reason, the downlink throughput is decreasing.
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Figure 6.5: Effect of access probability on (a) uplink and (b) downlink throughput
under the proposed protocol for β = 9.4dB and σ = 6.4dB when M = 4.

6.2.2 Effect of Shadowing

Fig. 6.7 represents the throughput performances for both uplink and downlink

under proposed, baseline and Uni-MUMAC protocol for different values of σ with

M = 4. There is minimal change in both uplink and downlink throughput for all

three protocols for varying the values of σ as shown in Fig. 6.7 and their throughputs

decrease with the increase of σ. The reason for showing a small change in uplink

throughput under our proposed and Uni-MUMAC protocol due to shadowing is

due to considering physical interference model to choose M users each time for

data transmission. So these protocols select users with good SINR regardless of
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Figure 6.6: (a) Uplink and (b) Downlink throughput comparison of the proposed,
baseline and Uni-MUMAC protocol for β = 9.4dB and σ = 6.4dB when M = 4 and
pa = 0.2.

the condition of the users’ signal affected due to shadowing. Uplink throughput

under the baseline protocol also shows small change due to shadowing because we

consider employing MIMO in RTS packets reception. Thus the AP can facilitate

up to M users for sending DATA packets. Besides, physical interference model is

applied when the RTS transmitting users are greater than M . But it is highly

unlikely to have more than M RTS transmitting users due to lower transmission

probability. The impact of the shadowing on uplink throughputs are shown in Fig.

6.7(a). For downlink case, the effect of shadowing on throughput is not significant

for all protocols which is illustrated in Fig. 6.7(b) because of taking the account the

absence of interference.
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Figure 6.7: (a) Uplink and (b) Downlink throughput comparison of the proposed,
baseline and Uni-MUMAC protocols with β = 9.4dB and varying σ for M = 4,
when pa = Np.
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6.2.3 Effect of Transmission Rate

The impacts of different transmission rate on throughputs for our proposed protocol

with respect to the baseline and Uni-MUMAC protocol are illustrated in Fig. 6.8

for M = 4 through the percentage throughput gain. It is easy to infer from the

figure that throughput gains compared to both baseline and Uni-MUMAC protocol

exhibit decreasing nature when the transmission rate is changed from lower to a

higher rate. With the increase of transmission rate, the SINR requirement is also

increased. For this reason, the percentage throughput gains are reduced with the

higher transmission rate.
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Figure 6.8: Percentage gains comparison for (a) uplink and (b) downlink with σ =
6dB and varying β for M = 4, when pa = Np.

6.2.4 Effect of Number of Users

We calculate the throughput for both uplink and downlink of WLAN system by

changing the number of users under the proposed, baseline and Uni-MUMAC pro-

tocols for both M = 4 and M = 8, respectively. The impact on throughput per-

formance due to the change in the number of users in the system with fixed access

probability for both the AP and the user is shown in Fig. 6.9. Fig. 6.9(a) indicates

that with the increase in the number of users, the uplink throughput increases under

all protocols. It occurs for both the proposed and Uni-MUMAC protocol because

the time taken by the AP to gather M successful RTS transmitted users is increas-

ing with the increase of the number of users in WLANs. The level of interference

is increasing because collisions between RTS transmitted users are increased due

to the increase of participating users in the contention. For the baseline protocol,

with increasing the number of users, the participation of users for transmitting RTS

packets are also increasing in the contention although users try to access the channel
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with lower probability. Therefore, the uplink throughput under the baseline proto-

col is increasing. On the other hand, the downlink throughput decreases for all

protocols with the increase in number of the users, which is shown in Fig. 6.9(b). It

happens because the duration of the AP for staying in downlink phase is decreasing

due to the fact that time taken by the AP for accumulating M RTS transmitted

users is gradually increasing in uplink phase when the number of users is increas-

ing. It is also revealed from Fig. 6.9 that with the increase of M , protocols exhibit

higher throughputs when both the AP and the users access the channel with fixed

probability.
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Figure 6.9: (a) Uplink and (b) Downlink throughput comparison of the proposed,
baseline and Uni-MUMAC protocols with β = 9.4dB and σ = 6dB for M = 4 and
M = 8, when p = 0.01 and pa = 0.2.

6.3 Summary

In this chapter, the performance comparisons between the proposed, MU-MIMO

CSMA based MAC and Uni-MUMAC protocols have been investigated to explore

different insights of the proposed protocol. We have developed simulators for both

baseline and Uni-MUMAC protocols in MATLAB considering almost the same set-

tings as used in the simulator of proposed protocol to find out necessary results.

It is significant from the results that the throughput of the proposed protocol is

remarkably higher than the baseline protocol and also the throughput is increased

with the increase of M . Moreover, the proposed protocol provides better throughput

compared to the Uni-MUMAC protocol. The performance of the proposed proto-

col is also compared as well as analyzed based on different shadowing power, data

transmission rate and numbers of users and found interesting insights from this com-

parison. The impact of shadowing on both uplink and downlink throughput under all

three protocols are not significant. For the increase in transmission rate, throughput
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gains of the proposed protocol are decreased compared to both baseline and Uni-

MUMAC protocol because of increasing SINR threshold. Furthermore, the uplink

throughput for all protocols exhibits increasing nature with the increase in number

of users while their downlink throughputs are decreasing. Moreover, when both the

AP and the users access the channel with fixed probability, both throughputs are

also increased with the increase of M .



Chapter 7

Conclusion and Future Work

7.1 Conclusion

In this thesis, the CSMA-based MAC protocols using MU-MIMO technique are stud-

ied. The conventional CSMA/CA MAC protocol has a weakness of not utilizing all

the antennas for uplink transmission due to random access nature of the users. In

our work, we have presented a MAC protocol which addresses this issue by utilizing

additional control frames and results better utilization of all the available resources.

In the proposed MAC protocol, multiple contention rounds in uplink and simulta-

neous multi-packet transmissions in downlink are considered to explore the benefits

of MU-MIMO technique. There are a few proposals of random access based MAC

protocols where both uplink and downlink transmissions are considered. These pro-

posals have a major limitation in addressing the case when both the AP and the

users access the channel simultaneously which causes performance degradation. Our

protocol has addressed this issue by modifying the control frames.

We have modeled the proposed MAC protocol of the WLAN system as a dis-

crete time Markov chain. We have developed an analytical model for determining

the throughput of the users and the AP with considering path loss, fading and shad-

owing under physical interference model. Note that the physical interference model

is not considered in throughput analysis of the most of the protocols proposed in

the literature. Additionally, fading, shadowing and path loss are the most impor-

tant characteristics of a wireless channel which are not considered in throughput

analysis of MU-MIMO WLANs. So our analysis becomes more realistic due to the

consideration of physical interference model as well as important wireless channel

characteristics.

Throughputs under all three (CSMA/CA, Uni-MUMAC and proposed) MAC

protocols are determined with the help of simulators written in MATLAB tool. The
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developed analytical model under the proposed protocol is verified by comparing

analytical and simulation results. By means of analytical and simulation results, it

is illustrated that the throughput of the proposed protocol is remarkably higher than

the traditional CSMA/CA MAC protocol. Further, our proposed protocol provides

better throughput than the Uni-MUMAC protocol.

We have studied the effect of variations of some channel and network parameters

on the performance of the proposed MAC protocol. We have found that the uplink

and downlink throughputs under the proposed protocol have little change with the

variation of shadowing. However, throughput gains decrease with the increase of

data transmission rate for increasing SINR threshold. We have also found that the

uplink throughput increases and the downlink throughput decreases for increasing

the number of users.

7.2 Future Work

In this thesis, we have focused on designing a MU-MIMO supported MAC protocol

and developed an analytical model for determining the throughput of the users and

the AP of a WLAN. There are several future research scopes worthy for the further

investigation related to this thesis. They are as follows:

(i) Performance analysis through practical implementation of the proposed proto-

col can be carried out. Hardware implementation is one of the major concern

for that. Another important concern is CSI acquisition for achieving the knowl-

edge of channel states. Besides, the study for gaining backward compatibility

of the proposed protocol needs to be performed to co-exist with legacy IEEE

802.11 WLAN systems.

(ii) Delay, fairness, and energy consumption are regarded as vital performance

metrics in any wireless network. Delay is the time of arrival of a packet suc-

cessfully at a node while fairness calculates the fair proportion of available sys-

tem resources among users. Besides, the total energy consumption in wireless

networks is rising at an incredible rate for rapid growth of modern commu-

nication technologies. Thus, these performance metrics under the proposed

protocol can also be studied in MU-MIMO WLANs.

(iii) IEEE 802.11 based MAC protocols utilize multiple transmission rates dynami-

cally based on current wireless channel conditions. We have considered a single

rate system throughout this thesis. So the performance of proposed protocol

can also be investigated for multi-rate WLAN systems.
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(iv) Some MAC protocols use multiple channels along with multiple transmission

rates in WLANs. In the thesis, we consider that both the AP and the users

share a single channel. Thus our proposed protocol may be extended for the

multi-channel system and the behavior of the modified protocol can also be

studied.

(v) The performance of our proposed protocol can be observed for the multi-hop

system. Routing and power allocation for the users need to be addressed under

the proposed protocol to cope up with the multi-hop system. Joint design of

the physical, medium access and network layers of a wireless network can also

be considered to investigate the performance improvement under the proposed

protocol.

(vi) We use ZF scheme for both pre-coding and decoding purpose. Perhaps, dif-

ferent types of pre-coding/decoding schemes like MMSE, SIC, and BD can be

employed to explore the performance variation of the proposed protocol.

(vii) The network traffic is assumed to be saturated for modeling the throughput

and all the performance studies consider the saturation condition. There-

fore, the performance of the proposed protocol can be investigated for the

non-saturated condition. Nowadays, the demand for uplink throughput is es-

calating in amazing rate with the increase of using cloud-based applications.

Hence, the configurations of the medium access rate of the AP and the users

for balanced uplink and downlink traffic under the proposed protocol can be

analyzed.
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Appendix A

Computation of ψ(S0)

We can obtain the expression in (A.1) due to the fact that
∑

s ψ(s) = 1. We

observe from the transition probabilities of Table I and Table II that the steady

state probabilities of all the sates are equal for (i) transmitting RTS packets by a

set of users or receiving D-RTS packet by a set of users, (ii) receiving RC packet

by a user, (iii) transmitting CTS packets by a set of users, (iv) transmitting DATA

packets to a set of users or receiving DATA packets from a set of users and (v)

receiving ACK packets from a set of users.

Based on the above information, equation (A.1) can be expressed as equation

(A.2). By using equations (4.10), (4.13), (4.18)-(4.20), (4.23)-(4.32), equation (A.2)

can be written as equation (A.3). After some mathematical manipulation, we can

get equation (A.4) from equation (A.3). We can express equation (A.4) into equation

(A.5) by using the facts P s
1 + P cp

2 = 1 and P s
3 + P s

2 = 1 (from Fig. 4.3). If N �M

and p is small, then KN ≈ KN−1 ≈ KN−2 and (1− p)N ≈ (1− p)N−1 ≈ (1− p)N−2.

Moreover, we find out P cp
1 {3−2P s

1−P s
2 +P s

1P
s
2 } ≈ 3 and P cp

1 {P s
1 +P cp

2 (P s
2 +P s

3 )} ≈ 1

[See Appendix B]. By using the above mentioned facts, equation (A.5) can be

expressed as (A.6) and after some arrangements equation (A.6) will be like equation

(A.7). Now, for general case, the expression of ψ(S0) can be written as equation

(4.37) from equation (A.7).
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ψ(S0) +
∑

∀m∈P ′(N ), ∀l∈LRTS

ψ(RTm, l) +
∑

∀d∈N ,l∈LRC

ψ(Sd, l) +
∑
∀d∈N

ψ(Sd)+∑
∀d∈N ,∀n∈P ′(N\d), ∀l∈LRTS

ψ(Sd, RTn, l) +
∑

∀d∈N ,∀e∈N\d,∀l∈LRC

ψ(Sd,e, l) +
∑

∀d∈N ,∀e∈N\d

ψ(Sd,e)

+
∑

∀d∈N ,∀e∈N\d,∀k∈P ′(N\{d,e}),∀l∈LRTS

ψ(Sd,e, RTk, l) +
∑

∀d∈N ,∀e∈N\d,∀f∈N\{d,e},∀l∈LRC

ψ(Sd,e,f , l)

+
∑

∀d∈N ,∀e∈N\d,∀f∈N\{d,e},∀l∈LDT

ψ(Sd,e,f , DTd,e,f , l) +
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}, ∀l∈LD−RTS

ψ(RTd′,e′,f ′ , l) +
∑

∀d′∈N , ∀l∈LCTS

ψ(Sd′ , l) +
∑

∀d′∈N ,∀e′∈N\d′, ∀l∈LCTS

ψ(Sd′,e′ , l)+∑
∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}, ∀l∈LCTS

ψ(Sd′,e′,f ′ , l) +
∑

∀d′∈N , ∀l∈LDT ′

ψ(Sd′ , DT
′
d′ , l)+∑

∀d′∈N ,∀e′∈N\d′, ∀l∈LDT ′

ψ(Sd′,e′ , DT
′
d′,e′ , l) +

∑
∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}, ∀l∈LDT ′

ψ(Sd′,e′,f ′ , DT
′
d′,e′,f ′ , l) = 1. (A.1)

ψ(S0) + LRTS
∑

∀m∈P ′(N )

ψ(RTm, 1) + LRC
∑
∀d∈N

ψ(Sd, 1) +
∑
∀d∈N

ψ(Sd) + LRTS∑
∀d∈N ,∀n∈P ′(N\d)

ψ(Sd, RTn, 1) + LRC
∑

∀d∈N ,∀e∈N\d

ψ(Sd,e, 1) +
∑

∀d∈N ,∀e∈N\d

ψ(Sd,e) + LRTS∑
∀d∈N ,∀e∈N\d,∀k∈P ′(N\{d,e})

ψ(Sd,e, RTk, 1) + LRC
∑

∀d∈N ,∀e∈N\d,∀f∈N\{d,e}

ψ(Sd,e,f , 1) + LDT∑
∀d∈N ,∀e∈N\d,∀f∈N\{d,e}

ψ(Sd,e,f , DTd,e,f , 1) + LD−RTS
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(RTd′,e′,f ′ , 1)

+ LCTS
∑
∀d′∈N

ψ(Sd′ , 1) + LCTS
∑

∀d′∈N ,∀e′∈N\d′
ψ(Sd′,e′ , 1) + LCTS

∑
∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(Sd′,e′,f ′ , 1) + LDT ′
∑
∀d′∈N

ψ(Sd′ , DT
′
d′ , 1) + LDT ′

∑
∀d′∈N ,∀e′∈N\d′

ψ(Sd′,e′ , DT
′
d′,e′ , 1)

+ LDT ′
∑

∀d′∈N ,∀e′∈N\d′,∀f ′∈N\{d′,e′}

ψ(Sd′,e′,f ′ , DT
′
d′,e′,f ′ , 1) = 1. (A.2)
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ψ(S0) + LRTSψ(S0)(1− pa)[1− (1− p)N ] + LRCψ(S0)(1− pa)KN +
ψ(S0)KN(1− pa)

KN−1

+ LRTS
[1− (1− p)N−1]ψ(S0)KN(1− pa)

KN−1

+ LRCKNψ(S0)(1− pa) +
ψ(S0)KN(1− pa)

KN−2

+ LRTS
[1− (1− p)N−2]ψ(S0)KN(1− pa)

KN−2

+ (LRC + LDT )KNψ(S0)(1− pa) + LD−RTS

ψ(S0)pa + LCTS + LCTSψ(S0)paP
cp
1 P

cp
2 + (LCTS + LDT ′)ψ(S0)pa

P cp
1 P

cp
2 P

cp
3 + LDT ′ψ(S0)paP

cp
1 P

s
1 + LDT ′ψ(S0)paP

cp
1 P

cp
2 P

s
2 = 1. (A.3)

ψ(S0)

[
1 + LRTS{(1− pa)[1− (1− p)N ] +

[1− (1− p)N−1]KN(1− pa)
KN−1

+
[1− (1− p)N−2]KN(1− pa)

KN−2

}+ 3LRC(1− pa)KN +
KN(1− pa)
KN−1

+
KN(1− pa)
KN−2

+

LDTKN(1− pa) + LCTSpaP
cp
1 {1 + P cp

2 + P cp
2 P

cp
3 }+ LDT ′paP

cp
1

{P s
1 + P cp

2 P
s
2 + P cp

2 P
cp
3 }+ paLD−RTS

]
= 1. (A.4)

ψ(S0)

[
1 + LRTS{(1− pa)[1− (1− p)N ] + pa +

[1− (1− p)N−1]KN(1− pa)
KN−1

+
[1− (1− p)N−2]KN(1− pa)

KN−2

}+ 3LRC(1− pa)KN +
KN(1− pa)
KN−1

+
KN(1− pa)
KN−2

+ LDTKN(1− pa) + LCTSpaP
cp
1 {3− 2P s

1 − P s
2 + P s

1P
s
2 }+ LDT ′pa

P cp
1 {P s

1 + P cp
2 (P s

2 + P cp
3 )}+ paLD−RTS

]
= 1. (A.5)

ψ(S0)

[
3− 2pa + LRTS{3(1− pa)[1− (1− p)N ] + 2pa}+ 3LRC(1− pa)KN+

LDTKN(1− pa) + 3LCTSpa + LDT ′pa + paLD−RTS

]
≈ 1. (A.6)

ψ(S0) ≈ [3− 2pa + LRTS{3(1− pa)[1− (1− p)N ] + 2pa}+ (3LRC + LDT )

(1− pa)KN + (3LCTS + LDT ′)pa + paLD−RTS

]−1

. (A.7)
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Computation of P
cp
1 , P

cp
2 , P s1 , P s2

and P s3

At first we need to find out the probability for one RTS reception is successful for

calculating above mentioned probabilities. We assume that all links are independent.

So the probability for receiving D-RTS packet successfully by the user d′ can be

calculated by using equation (4.9) as

Ps = P

[
P d′
r

No

> β

]
= P

[
P d′

r > βNo

]
= P

[
F 2
d′e

ξd′

(
rd′

r0

)−η
Ptr > βNo

]
= P

[
F 2
d′ > βNoe

−ξd′
(
rd′

r0

)η
1

Ptr

]

=

1∫
r=0

∞∫
ξ=−∞

cdf

(
βNoe

−ξd′
(
rd′

r0

)η
1

Ptr

)
fξ(ξd′)fr(rd′)drd′dξd′

=

1∫
r=0

∞∫
ξ=−∞

exp

(
−
(
βNoe

−ξd′
(
rd′

r0

)η
1

Ptr

)2)
1√
2πσ

exp

(
−ξ2

2σ2

)
2rd′drd′dξd′ .

(B.1)

Now, the probability for receiving D-RTS packet successfully by exactly one user
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can be found using as

P s
1 =

(
M

1

)
Ps(1− Ps)M−1

=

(
3

1

)
Ps(1− Ps)3−1

= 3Ps(1− Ps)2. (B.2)

The probability for receiving D-RTS packet successfully by exactly two users can be

expressed as

P s
2 =

(
M

2

)
P 2
s (1− Ps)M−2

=

(
3

2

)
P 2
s (1− Ps)3−2

= 3P 2
s (1− Ps). (B.3)

Besides, the probability for D-receiving RTS packet successfully by all three users

can be obtained

P s
3 =

(
M

3

)
P 3
s (1− Ps)M−3

=

(
3

3

)
P 3
s (1− Ps)3−3

= P 3
s . (B.4)

Now, the probability for receiving D-RTS packet successfully by at least one user

can be expressed as

P cp
1 = 1− P

[
No success

]
= 1− (1− Ps)M

= 1− (1− Ps)3. (B.5)

In addition, the probability for receiving D-RTS packet successfully by at least two

user will be

P cp
2 = 1− P

[
No success

]
− P

[
Exactly one RTS is successful

]
= 1− (1− Ps)M −

(
M

1

)
Ps(1− Ps)M−1

= 1− (1− Ps)3 −
(

3

1

)
Ps(1− Ps)3−1

= 4P 2
s − 2P 3

s . (B.6)
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It is found that the value of Ps from equation (B.1) is close to unity. By observing

equations (B.2)-(B.6), we find that the probabilities P s
1 , P

s
2 � 1 while P s

1 < P s
2 ,

P s
3 < P s, P s

3 > P s
2 , P cp

1 ≈ 1 and P cp
1 > P cp

2 .

Now, the term P cp
1 {P s

1 +2P cp
2 P

s
2 +3P cp

2 P
cp
3 } from equation (4.38) can be expressed

using the fact P s
3 + P s

2 = 1 (from Fig. 4.3) as

P cp
1 {P s

1 + 2P cp
2 P

s
2 + 3P cp

2 P
cp
3 } = P cp

1 {P s
1 + P cp

2 (2P s
2 + 3P cp

3 )}

= P cp
1 {P s

1 + P cp
2 (2[1− P s

3 ] + 3P cp
3 )}

= P cp
1 {P s

1 + P cp
2 (2 + P cp

3 )}. (B.7)

By using the above mentioned information about the probabilities, we can write

{P s
1 + P cp

2 (2 + P cp
3 )} ≈ 3. So the right side of equation (B.7) can be approximated

by 3.

However, the term P cp
1 {3−2P s

1 −P s
2 +P s

1P
s
2 } from equation (A.5) can be written

by using the fact P s
3 + P s

2 = 1 (from Fig. 4.3) as

P cp
1 {3− 2P s

1 − P s
2 + P s

1P
s
2 } = P cp

1 {3− 2P s
1 + P s

1 (P s
2 − 1)}

≈ P cp
1 {3− 2P s

1 − P s
2 }

≈ P cp
1 {3− (2P s

1 + P s
2 )}. (B.8)

Though (2P s
1 +P s

2 )� 1 so the right side of equation (B.8) can be approximated by

3.

Furthermore, the term P cp
1 {P s

1 + P cp
2 (P s

2 + P s
3 )} from equation (A.5) can be can

be approximated by 1 using the facts P s
1 +P cp

2 = 1 and P s
3 +P s

2 = 1 (from Fig. 4.3).


