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A,bst.,.ct

The trend towards higher pres~ur~ ratio and compa~t turbomachin~s with a reduced number
, '

of stage~ lead~ to a co~id~rable increase of aerodynamic loading of the airfoil cascades. Thereby

th~ velocities relative to the bla~~~ increase to transonic and supersonic spyeds ?TIdshock~waves
occur within the ahfoit t1lSc~pe.Ut.ese shock waves could interact with the airfoil surface boundary

lay~r and can, cause ut1s~ady boundaty layer sep~ation. In faCt, Shockwave-boundary-Iayer
;, I ' . .

interllctions (SBLIs)occurwhen a shockwave and a boundarylayerconvergeand since both can be fo~ndin
almostevery s~persQnicflow, theseiJ1.teractions~recommonplace.Themost obviousway forthem to arise is
for an externallygeneratedshockwave to impingeonto a surfaceon Whichthere is a boundary layer.In the'
transonicregill1e,shock ~aves are formedat th~,Qownstreamedge of an embeddedsupersonicregion; where '
these shocks come close to the surface, a sad is produced, In any SBLI, the shock imposes an intense
adverse pressure grad~ent on the bound~ layer, which causes it to thicken and possibly also to
separate. SBL! alsq causes flow unsteadiness. Shock induced oscillations (SIO), aerodynamic:
instllbilities, high cycle fatigt!.~failure (HeF), non-synchronous vibration (NSV), aeroacoustic noise
and so on are the detrimental cons~quences of this unsteady shock wave boundary layer interaction. '

On transonic wings, it increases the drag, and has the potential to cause flow unsteadiness

and buffet. In h~ersqnic fl~ght, SBL! can be disastrous becaus~ at high Mach numbers, it has the

potential to cause intense localized heating th~t can be severe enough to destroy a vehicle. Because

of its si~fi~ance for many practical applications, SBL! is the focus of numerous studies spanning ,

several decades .
• '! ' •

Many of the iq.vestig~tions lIaye been dealt considering an isolated airfoil in transonic flows~

However, little information ~s available OQ the aerodynamics of airfoil cascades. The goal of the '
present research' is to analyze and to understand the transonic flow phenomena in a circular arc

airfoil cascade using experiments and numerical computation. Experimental tests were conducted to

investigate the behavior of passage shock waves with the shock induced boundary layer separation
in a supersonic wind tunnel flow facility. Further, a Reynolds averaged Navier- Stokes (RANS)
solver was us~ to provide airfoil surface pressures, overall perfonnance from wake characteristics
and 'so on. Parti~ular attention is to be paid on the erpbedded shock wave structure and an accurate
simulation of ,the shock boundary lflyer interaction. The experim~nt was performed for un staggered
case and the numerical studies were performed for stagger or setting angle 0° to 20°. The results
show that the self-excited shock wave oscillations occur in the cascade passage for a pressure ratio
of 0,75 in both unstaggered and staggered case. Fluctuating pressure histories are recorded at
different locatio:psin the !flow field. PSD from FFT calculation of the data is used to find the
principal frequency of the unsteady behaviour. A frequency of 976 H~ is found to be the dominating
frequency.It is observed that for all the cases, the flow field remains undisturbed from leading edge

to x/c=O.50, as in that portion no shock wave is observed on the airfoil surfaces. For diff~rent stagger
angle, peak RMS of pressure oscillation (prmlqo) is calculated and its location is identified. Flow
separation occ~rs at a distance after the shock wave. Separation points and separation lengths are

als9 calculated. Wave dra~s contribution is much higher than viscous drag at high speed
compres~ible flow. W~ve drag coefficients are also calculated for different flow conditions.
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List of symbols

chord length qf the airfoil, mm
, 'j

Mach number
pressure ratio
root mean sqtFe
tim~ periop of shock wave oscillation, s
ins~taneoU& time, s
streiun wise coordinate, mm
norm~l coordil1ate, mm
~tatic pres~ure, Pa
shocklocation,mm
~ngle of attac~, 0

stagger angle, 0

d~sity, kg;m3

coefficient of drag
frf9,uency, Hz
Grayitational flccelera~i()n,mls2

yelocity in x~direction, m/~
Velocity in y,.d;irectiqq,pYs
Velocity vectpf;,mls

. ' .
Dynamic ris~sfty, Ns/m2

Turbulent :v~scosity,~s/m2
Shear stress, Nj~2

!
Conservative flux vector
Inviscid flux vector. . ,
Energy flux vector (trallsfer of energy ner unit cross-sectional area per unit time)I . . . . .
Surface ¥ea, m2 . .
Thermal ~,bn~uctivity,(W/m.K)
Reduced Frequency

I

free stream condition
1

back condition. ,
shockwave. . I

coordinate index
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CHAPTER!
INTRODUCTION

! '

1.1 BACKGROUND

Aerodynamic problems may be classified into two categories by the flow environme~t ~ external'

,flow and internal flow. An external flow is a flow over the outside sqrface of an object. In case of

external flow boundary layers develop 'freely, without constraints imposed by adjacent surfaces.

Accordingly, there will always exist a region of the flow outside the boundary layer in which

velocity, temperature gradients are negligible. COlIlJI!.onexamples are the flow over a flat plate, flow

around curved surfaces such as !l sphere, cylinder, ~irfQil, or tUJ1bineblade, air flowing around an

airplane and water flowing arpund the sqbmarines.

Internlil flQw is li ~ind QfflQW'in wh~chtl].efluid is confined QY lisqrflice, For m~myfluid devices Qf '

engineering importance, internal flow, plays a vital role. Hence, the boundary layer is unable. to

develop without eventually being cpnstrainttd. Examples include jet engines or other propulsion
, "

systems, fl~d machinery such as ~ompre~sors, turbines and pumps, duct flows, flow passing

thrOlJgh nozzle,s, diffusers, and combustors. Laminar flow through a circular pipe is the simplest

exan)ple of internal flo~, w/lereas ~urbulert flow in :and betwe~n the blade, rows of turbines and

co~pressors is probably the most Qomple~ form of internal flows. By their very nature, the stator

and rotor blades are of complex sh~pe",both curved and tWisted, so their main flow field may be

fully three dimensional. They are hard to ~alyze even without the added complexity of turbulence.

Furth~rmore, turbomachines flow n~ture is periodically unsteady. This periodic unsteadiness is the

essential Jnechanism for high tlffi~iency energy exchange between a rotor and a continuously'

flowing fl~d stream. Only in recenr years the instruments and techniques have been developed so

that turbulence may b~ properly studied in turbomachines flows. Internal flow exhibits a rich array

of fluid dynamic !behavior not en~untered in external flow. Further, during the last few decades

many research works have been completed on external flow and a little information is available

about internal flow. For the good understanding of flow behavior between the blades of the

turbomachines it is very imp9rtant to study the inteTQalflow.

Gas turbine eqgines are a major part of propulsion systems of different aircrafts. For high mass flow
:1

rlite lind hi~h preS~tlTerlitio mqlt~~sta,gea.xilil-flow cQ~pressor is used in gliS turbine engine. Since

airfoils are employed in accelera~g and diffusing the air in ~ compressor, much of the theory and. '~. .
research concerning the flow in axial compressors are based on studies of isolated airfoils. The

\ nomenclature and methods of describing compressor blade shapes are almost identical to that of

aircraft wings. R,esearch in ~ial c,0plpressors involves the m4tual effect of one blade on the other.



::;

Th\.ls, sev~ral blades are placed ip fl row to simul~te a compressor rotor or stator. Such a row is

called a cascade.

In modem high speed turbo-machineries and aeronautical applications such as transonic airfoil

cascades, propulsion nozzles both supsonic apd supersonic conditiqns are present. As a result, shock
I'

w'tve elllerges in the' flow field and flow separation occurs on the airfoil cascade surfaces.
. ' l' . •

Interilction of the shock wave with the boundary layer makes the flow field unsteady and complex.

The bQlllldary l~yer is ~\.lbj~Gte<lto an intense adverse pressure gradient that is imposed by the shock

which ipcreases the thickness of the bo~ndary layer. The shock must propagate through a

multilayered viscous and inviscid flow structure. W'q.enthe flow is not laminar, the production of

turbulence is enhanced, which ampl~fies the viscous dissipation and leads to a substantial rise in the

drag of cascade and incre~e the intel11alflow losses. The adv~rse pressure gradient distorts the

boundary-layer velocity proi;j.le,-causing it to become less full. This produces an increase in the

displacement ~ffect that influen~ys ,the n~ighbouring inviscid flow. The interaction, experienced
, ' I

through a viscous~.inviscid coupling, can greatly affect the ,flow past a transonic airfoil cascade.

These ConslYQltencesare exacerbated when the shock is strong enough to separate the boundary
- '

lay~r, which can lead to dralllatil? changes in the' entire flow field structure. Shock,induced

separation may trigger large-scide unsteadiness, leading to buffeting on wings, buzz for air-intakes,

orunsteady sid~ loads in nozzles, AI! of these conditions are likely to limit a machine's perfonnance

and, if they are strong rnough, can cause structural damage. Since the l,lllderlyingmechanism of this

phenomenon is not fully r~vealeq, understl\illding and controlling this shock boundary layer '

separation is ~ecessary.

1.2 SI{OCK WAVE

In transonic flow occurrence of shock wave is one of the prime concern. Shock wave is literally a

thin layer having a drastic press4Teqifference in the two opposite sides. Shock wave generation is an

isentropic nrocess which incorporates a sudden rise in pre~sure at the downstream. When the Mach
• I ' ,. •

number approaches to a higher ivalue, ail' is no longer considered as incompressible. Due to this

compressibility effect ofthe air, there is a variation of density as well as pressure. This'pressure rise

leads to the fonnation of shock wave.

The type of shock wave generated in a transonic airfoil cascade depends on some parameters such as

free steam Mach number. geollletry of the ~olid body, angle of attack, gap to chord ratio etc. TIle
generated shock wave may be nonnal, oblique, A-shock or bow shock etc. The ,flow field becomes

unstable with shock waye generatioq and a wave drag is added with the viscous drag.

2
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1.3 FLOW FIELD DEVELOPMENT IN COMPRESSOR CASCADE

Compressor is one of the most important components .of a jet engine. Cascade refers to a series of .

blades which are arranged in certain repetitive fashion. Cascade is basically, a series of stationary or

rotary blades. One might wonder why should we bother about a set of stationary and rotary blades

and how does it help us in our analysis of compressor which primarily comprises of rotor (figure ..

1.1) and stator. How can we gain any beneficial information form a series or set of blades? In fact, .

cascade plays a very significant role in our understanding of compressor and the performance

behavior of a series of blades.

Usually in a compressor, the blades are arranged along on a disc or a drum, where as in a iinear

cascade blades are arranged in a straight line in one plane. In a rotor or stator, the blades a~e not

really arranged in a linear fashion b4t are arranged on a rotary frame. That is .one of the differences

between cascade and the actuill blades.

Cascade gives us some better understanding of a set of blades which are used in a similar fashion to

that of compressors but in a f!1uchmore simplistic way.

Figure. 1.1 Low pressure and high pressure compressor of a jet engine
(Eurofighter- Typhoon-engine-EJ200)

The idea of using cascades was developed long ago. In the early days when compressors were

actually being developed and designed in the initial stages 60-70 years ago. During 1930s to 1940s

cascades came to be of use for very simple testing and analyzing of compressor. Cascades are used

even in turbine. But here we are focusing on compressor cascades. It was long back that these test

methods were developed and they have been used ever since. It's still being used very popularly in

today.

3



But the differ~nce between the significance of cas~ade today and what it was 40-50 years ago is

different. In tod;iy's technology a lot of significance is given to numerical' analysis or computational

analysis with the development and use of computational tools like CFO. So, the significance of

cascade pfoba\)ly has slightly ,lower than what it was many years ago. Bl,lt it does have a lot of
• • c

~
f
i'
I

I.
I
I
['1
I
I
r

significance because there is lot of uncertainty even till ,date, on some of the jet' one get from

computational analysis. So cascade is still used for validation of some of these computational tools.

Cascade cons~st~an array of blades which are arranged in a certqin fashIon. These blades are

representative of the blqdes which would be used in an actual compressor. The difference is that
I

usually cascades have blades which are 2D, which means that they usually are like airfoils sections

which are extruded. U~like an axial cOJllpreSS0fwhere the blades are not necessarily 20 where the

blades may have ~ twi~t an? the blades can take 3D shapes, which is not tme for a cascade.

Cascade qasicallyl relates Jr tries to gives us some information in fact a lot of information on how

does a given set of blades behav~ in terms of the pressure riseon the blade surfaces. The cp
distribution on the blade surface as well ~ the loss~s that ate encollntered in tDtal pressure rise

because of frictional effects and so ~n, that is at the trailing edge of these blades. And how do these

parameters change for a given tumiQg of the blades.

For example, if we need to design a new ~eries of blades which are to be used in an actual

compressor. One of the Ways to do that is to design the blades, fabricate the blades as it is and then

test them iT].an actual test facility. The amount of time, effort and money that is required for testing

actqal compressor blades in all actual geometry is sl,lbstantiaI.Therefore, we would like to first take

a look at simplistic arialysis which can tell us whether the blade is likely to perform well when it is

actually implemented in:a compressor. So cascade is one such way wherein we can get very quick

results, very quick tum around from the simple experiments and at the same time they give a lot of

insigqt in to the performance of these blades.

Cascade analysis can give us how the blades are going to perform as we keep changing the inflow

angle that is known as incidence angle and what is the total pressure loss at this kind of blade :

geometry. Th~~e are the informations cascade analysis can provide us. That plays a very significant'
\

role in detailed design and analysis of compressor blades. So it is necessary that we first have a

simplistic and a.quicker experiment which can give us a lot of details and that can help us alotin
1

our understanding of the p~rformance behavior of these blades. That is one of the aspect or beauty of

cascade analysis. CiiScade blades are usually mounted on a tum table which means whole set of

blades can be rOf<:!.ttxlaboljt a given axis. P:.swe rotate these set of blades we are basically .changing

the incidence or the angle at which the flow is actually entering the cascade.

On the blade surface what we bflsic~lly tn~asure are the static pressures on both the suction surface

and pressure surface. When these cascade blades are fabricated or manufactured they usually have

these pressure tabs embedded on the bla~e surface. This will help us in giving some idea about the

static pressure distribution Qn these blades and cpdistribution give us information about th~ loading

4
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of the blade, how much force or how much work can this blade do on the flow. That is an indication
t' - •

of pressure rise which cascade can give us.

Internal flow through airfoil cascade (series of airfoil arranged together) .is similar to the flow

passing throug~ the converging div!yrgingnozzle as in both of the cases shock wave boundary layer .

interactions (SBLIs) occurs in the regions of supersonic and subsonic flows. Typically, such

interactions are characterized by supetsonicflow ahead of the shock wave and subsonic flow

downstream of it [1].

When transonic flow occurs past an airf<;>ilcascade a local supersonic flow region is forrnedknown '.

as superson~c bpbble. Often this super~onic bubble is tenninated by creatiilg a shock wave.' This'

shock wllve adds an additional drag. This additional drag which is called a wave drag increases the

required power input to operate turbo-machines. At. some particular conditions this shock wave

starts to qscillate over the airfoil surface. While oscillating the shock absorbs energy from the
. .

flowing fluid to maintain its oscillation. So this shock oscillation introduces another additional'

power loss. Not only the shock os<,:illationincreases the required input power but also it causes

pressure fluctuation over the airfoil surface which is the source of noise, vibration, fatigue and so on.

Fpr turbo-machines where high speed internal flow over airfoil cascade occurs (such as turbine,

compressor etc.) the self sustained sh~ck oscillation limi~s the performance of the machinery. Thus

researchers are always concerned about the mechanism and control of this self sustained shock

oscillation.

5
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lA SELF SUSTAINED SHOCK WAVE OSCILLATION MECHANISM

Hendrik Tijdeman and B.H.K. Lee have proposed different mechanism of self sustained shock

osciJ1ati()n. These are based on the prqpag;ltion of downstream moving pressure wave and the

upstream moving wav~~ created du~ to the disturbances at the traillng edge (TE). Tijdeman [2]

presented the concept of the disturbance wave and concluded that these waves are created to satisfy

the "Kutta condition" at the trailing edge. He referred this upstream moving wave as "Kutta wave".

In his review paper Lee[17] describ(ld that there is a significant deviation between the time required

to propagate the kutta wave from TE to the shockand the time period of the shock oscillation. TIlen

he concluded Tijdeman's model as incomplete and proposed a close loop mechanism form the shock

oscillation.

UPSTREAM WAVES

--I UNSicAlJY---- -_. -~-__ WilKE
-----~

I
!

.~xs ...-.. -"" r

figure. 1.2 Close loop mechanism of self sustained shock oscillation [17]

The loop starts as the shock oscillation creates the unsteady pressure fluctuation and that causes the

gene,ration of pressure wave at the shock foot This pressure wave moves towards the TE through

the separated flow region and interact with;the disturbances created at the TE as shown in figure ...

1.2. This interaction creates the upstream waves which propagate through the outside of the

separated region. This upstream wave carries the required energy to the shock wave to maintain its
. I

oscillation and then the loop is cOqlpleted. This type of shock oscillation is called self sustained

shock oscillation as ~heshock oscillates without external energy input. The mechanism proposed by

Lee is called as feedback mechanism. The mechanism assumes the flow past the airfoil is fully

separated. Calculation of time periodshow that time required for the pressure wave anq the

ul?streamwav~s to comple~e one cycle is in good agreem~nt with the oscillation time period.

6
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1.5 TYPES OF SHOCK OSCILLATION

There ar~ three types of shock oscillation (figure. 1.3). They are Tijdeman type A, Tijdeman type B

and Tijdeman type C shock oscillation. Among these three categories type A shock oscillation is

continuous but type B and type C are discontinuous oscillation.

H .•• '

.4

Tim~

Type A

(a)
Typ~ C

.~.•...

. Vi .1 ~
0"
0. Shock
~ ' 'g .~ formation
6J (wavelets), ,

I:: .8
.S:.~
tilo
0. .6
~
~
r:/) .~

~

."".....

Shock

\ \
\ \

Type B

Shock

Time
.(b)

t','

Time
(c)

Figure. 1.3 Shock location with time for all three types of shock oscillation [J 7]

When the shock movem~nt has continuou~ oscillation both on upper and lower surface (for
!

symmetrical airfoil) with about 1800 in phase is called type A shock oscillation. If the shock

oscillates in a manner that the upper shock moves forward and eventually vanishes at about half of

the total oscillation time period and the lower surface shock starts to move at about half of the cycle .

and then vanishes at about the end of the cycle is known as the type B shock oscillation. In case of

type B shock oscillation, the shock on both surfaces travel about half of its path as a shock wave and

then returns to its initi~1position as a compression wave. For the type C shock oscillation, the shock

moves from trt-iling ed.geto lead,ing edge direction as a shock w(!,vean<;lthen tUTI)Sinto compression

wavJ and that compression ~ave continues to move forward. Finally, the compression wave passes

the leading ed,geand then the cycle starts again.
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1.6 CASCADE GEOMETRY

A biconvex circular arc airfoil with chord length (c) of 48mm, maximum thickness ofl2% of the
. .' .

chord length has been used in this research. This airfoil is considered as mid.airfoil with uppet and

lower surfaces. Besides, one upper airfoil lower surface and one lower airfoil upper surface are used

to form the cascade geometry. Blade spacing is taken as 0.5c. Airfoil cascade with different stagger

angle (0) 0° to 20° have shown here (figure. 1.4).

•••

O.5c

M",=0.52
a = 0° II!'

Flow '

O.5c

------
~ .::-::---
: e=0-0-'-up-p-e':"-a-irfi-Oi-11owersurface

Y mic!airf()il up~r surf~~"

x

mid airfoii lower surface

lower ai~oil upper surface

--:.-----~
(a)

---- ....• -
----I ,-<...::-. .~>----

IJ e=50

II
II,
U.

t<:::::::::: .~
I
I
I
I

____ l~ --.",>- _~----_-::--
(b)

------ --~---'i~ ~--- ~------~---
I. .,J (J= 10° I,- J (J=150

I I 1 I
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II II

--~- .. k:C: ,~ --"'-, ~ ~I . I .,..-----
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I I
I I
I _.....,.- _
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i
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I

(c)

-----~--;'tt------~
,,-,~ 9=20°
I ,,=i

-- ...~- :!J:=-----::::>-,. ../1 -----
~
c'

I_4~.a.--- ," ---- _
~. - ~ - - -'- - - - -

(e)

(d)

lY . L
x/c =0 ~ x/c =]

___ ~ __iO_x =::::::=-- t =0.12 c

rC=48mm~ t.
Airfoil with chord length, c and thickness,!

(f)

Figure. 1.4 Base lin~ ~irfoil geometry for 9ifferent stagger angle((J)
(a) B=00 (b) (J=So(c}(J=lO° (d) (J=15° (e) 0=20°
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1~7OBJEOTlVE'S

The objectives of this present stq~y ar'f:
, ,

It To develop a computati9nal model to captur~ the unsteady shock wave dynamics around the,

airfoil cascade in tnmsonic internal flow. '

• To investigate the flow field in a transonic circular arc airfoil cascade at different stagger

arygle,Stagger ~ngle will be vari~ frpm 0° to 20° in steps of S°.

lt To eXP,eriw~ntallyinve~tigate the fl9w field in a transonic circular arc airfoil cascade fo~ '

three different approach angles(O°, 5° and ]0°).
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" LITERATURE REVIEW., I < I

McDevitt et al. [1], studi~ the tnmsonfc flpw over an 18110 thick airfoil both experimentally and

numerically. Tfte ~tltdy in~l~d~s inyesp~ation of parameters like surface pressures" streamline, flow

separation' pattbrns anq shadowgraphs. Test results are presented for Reynolds number 1 trillion to ..
I.

17 million, covering laminar to fully developed turbulent flows. With the variation of the airfoil ., .
peak loc~l M~ch number from abq1Jt 1 to 1.4, both weak and strong shock boundary~layer

interactions are observed. f,or a limited range of free str~apt Mach number, the airfoil flow fields are

found to be unste~y which can ~ investig~ed by the in~tantaneous pressure measurements and
. ,

high-speed s~owgraph rnoyie~. The st\,ldyalsq provides comPwison of experiml;mtally determined
.. . ~ ~' , .

and numerically simulated r~sults using a new viscous-tltrbulent co~e. TQe comparisons show the
• I

importap.ce of including an accurate turbulence model. When the shock-boundary-Iayer interaction,

is weak the turbul~nce mod~l employ~~ lffipe{lfSadequate, but when the interaction is strong, and

e,qel)Sive r~~pns Qf sepanlt~on are J'l:t)sent;th~ model is in<!-deq\Jateand needs further deve~opment
" I • r I .

The results su~est that th;~shock-,?oundary-layer interaction phenomena are strongly dependent on
I

Macll number rd Reyqol~s p.umber-

A d~tailed ov~rview of tlWbeh~vior~ of tile transonic flow arQund an oscillating airfoil .has been

discussed by Tijd~man [2]. The SWdy includes experimentcll lWalysis with the exploratory wind-

Mm~l ~t Wgh-s@SQp,icand 1n¥'s~rn~ tlQJ Qn ~ ~nv~ntiQn~1 a.jrfoHwith Qsqillating fl.&Pand. ~

supercritical airfoil oscillatip.g in pitch. In the analysis of the experimental results the study

emphasized ~pon the typical aspects pf ~sonic flow, namely the interaction between the steady

and unsteady flow fields, the periodical motion of the shock waveS and their contribution'to the

overall unsteady air-loads. Special ia~ntion is paid to the behavior of the supercritical airfoil i~ its .
I' I

"shock-free" design cqndition. Moreover, it 1sdiscussed to what e]{tent linearization of the unsteady

transonic flow problem is allowed if the unsteady field is yonsidered as a. small perturbatio~. .
superunposed upon a given mean steady~flow field. Finally, the current status of unsteady transonic

flow theory is reviewed and the present test data are used to evaluate some of the recently developed

calculation methods.l ..

Levy Jr. [3] had described an experimental and computational investigation of the steady and

unsteady transonic flow fields ab0llt a thick airfoil. An operational computer code for solving the

two 9imensional, compressible Navier-Stokes equations for flow over airfoils' was modified to

include soiid-wall, slip-flqw boundary conditions. Steady and unsteady flow-fields about an 18%

thick circular arc ~rfoil a~Mach numbers of 0.720, 0.754 and 0.783 and a chord Reynolds number

of II xl 06 are predicted ~d compared with experimental results. From the comparisons it is

Qb~~rv~d.~~t ~~ pr~~~y~ ~<:i skin-frictiQri c;listribytiQnsshQW'imprQv~ w~ment when test.'
I .
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section wall boundaries W-e incluqed in the' computations. Steady,.flow results were good in

quantitative agreement with experimental data for flow conditions which res~1t in relatively smal~

regioqs of syparated flow. For flQws ~ith larger region~ of separated flow, improvements ill,

turbulence modeling are r~uired. The results suggest use of computer codes with proper boundary,
conditions, an improved tool with proper turpulence models. It can be seen that Navier~Stokes type

computer codes are cap~bl~ of reprpd~cing tile time-~epeh~ent aspects of unsteady turbulent flows '

invQlving w~ ang ~trQng shQQkWa,vt')Qoungary-hlyer in~eractions, Th~t') res\llts hl,ld mspireQ' .

confidence that once turbulence models are developed with which the improved computer codes can

predict experimental steady-flow results, the codes can then be used to study the time-dependent' ,
• • f'

aspects ofU!lslfady flows and hence provide insight into unsteady aerodynamic phenomena such as, .,

buffeting, iclet:buzz, and rqtating helicopter blades. '
, ,

Tijdeman and Seebass [4] had added different information to understand the transonic flow past'

oscillating airfoils. By that time, the recent studies have provided results essential for the design of '" ',~
I '

~onic aircraft. The main limitations of these experiments were their failure, for the most part, t9'

dupiicate full scale Reynolds numbrrs and an inability to duplicate free flight conditions due to wind' "

tunnel wall interfer~ce. E~perimental studie:;, both in progress and planned for the future, would be

more nearly at full-scale Reynold~ number, and eventually these Reynolds numbers would ..be

obtained with minimum wall intefference in new facilities now under development.'. .

Parallelingthis progress had been !l rapid deyelopment of reliable, and in the small pertiJrbation
• I

apPT,oximation, efficient n~erical algorithms for the computation of inviscid flows. Numerical '

results from these methods were in qualitativ~ agreement with the experimental observations, with

the main discrepancies in quantitative prediction as a consequence oithe inviscid appro~imation.

For steady flows coupled iQviscid~boundary layer calculations of uns~parated flows had obtained

quantitative agreement with experimeqtal measurements. He had expected this to be true for

~~4yflQws in ~~ n~r futl,u't'),Tht') n\lmt')ric~l simula~ion Qf \lDste~dy st')parat~d flows Was

demonstrably possible, but the two orders of magnitude improvement in computer speed that was

projected for a special-purpose aerodynamic computer would be essential for this simulation to have

practical consequences. It was the authors' opinion that the satisfactory prediction of unsteady

airIoads for aeroelastic applications was within reach. This could be accomplished by "tuningll
,

inviscid boundary conditio~ to model an experimentally determined steady flow and then

computing its unsteady response using an inviscid small-perturbation algorithm. Thus, the time was

ripe to start with the incorporation of the new methods in aero elastic practice as recently

demonstrated by Ashley (1979). Of course, the use of two-dimensional methods is justified only for

large aspect-ratio wings. To treat the low aspect-ratio configuration the next, and not difficult, step

had to be made, namely, the development of prediction methods for three-dimensional flows.

II
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Gronland et al. [5] piscussed the accU11lcyone can obtain in predictions of unsteady transonic flows

by a modem CFD method using a ~ime accurate Reynolds-averaged Navier-Stokes solver. The test

case used in the study is an 1~% thick biconvex, two dimensionaJ airfoil. Experiments have revealed

that this geometry had shOWeda strong oscillatory flow in a certain regimes, often referred to as
I

buffet. Sensitivity to numerical and physical modeling was assessed through repeated computations

with various spatial and temporal discretization, numerical schemes and different types of

turbu.lenc~ mQclel~.The cQITela.tionbetwe~n the airfoil in a free flight and in a wind turinel

environment was also investigated. It had shown that modem CFD methods can indeed predict the

compJex buff~t phenomena with reasonable accuracy. This work highlights some of the most critical

aspects of physical and numerical modeling of buffet. It was also shown that lift and drag on the

airfoil differs considerably between the free flight and wind tunnel environments.
I

McDevitt et aI. [6] continued the early study and extends the original test program to include effects. .'~ .

of angle of attack, effects of leadmg ?Jld trailing-edge splitter plates, additional unsteady pressure

flucf\Jati9n (buffetwg) me¥urernents and flow~field shadowgraphs, and application of an oil-film
! ' " 'I

tec~ique to display separated-wake str~am1ines. Detailed comparisons of computed and measured

pressure distribution for st~ady ~nd unsteady flows, using a recent computer code representative of
,

cuqent meth()dol~gy, are includ~. It was found that th~ numerical solutions are often

fundam~ntally ,incorrect iri that only "strong" (Shock-polar terminology) shocks are captured,
I
I

whe~eas e?,per.imentally,both strong a.qdweak shock waves appear.

Li et al, [7], experimentally investi~ted the effects of diver~ent trailin~ edges and Gurney flaps on a

sqpercritical airfoil at a Mac~ number M = 0.1 and a Reynolds number Re= 3.l5x105based on the
, ,

airfoil chord length; The effects of GUrney flaps with height h = 0.5%, 1.0%. and 2.0% chord length,

respectively. The r~ults revealed that, ip cqrnparison with the divergent trailing edge, the gurney
, ' " f

flaps had significant effects on imprpving the aerodynamics characteristics of the tested suwrcritical

airfQil, ang even on th~ a.irfoilwith diyergent tt:ailing edge, When the Gurney flaps were utilized, the

lift coefficient,"maximum 11ftcoefficient and the maximum lift-to-drag ratio of both supercritical and

divergent trailing edge airfoils were greatly increased. The lift-enhancing effects on Gurney flaps

under high-speed circumstances mainly came from its ability of shifting backward the shock on the,
upper surface. ~oreover, the installation of Gurney flaps will increase wave drag and base-pressure

drag, but at the same time, the pressure on the lower surface of the airfoils was increased which lead. .
to an increased rear-body loaqing, and the position of the shock of pressure on the upper surface was

greatly shifted bllckward, the superspnic region is thus enlarged, which led to an increased suction.

Both the increments of pressure on the lower surface and suction on the upper surface resulted in a

total lift increllSe. As the lift did not increase with, the drag linearity, the lift-to-drag ratio increase,

~d aerodynamics characteristics iIn,provrment were obtained under some circumstances.

Alfanp et al. [~] had work~ with external or internal transonic flows using a standard k-e turbulence
model relying on the Bou~~inesq assumption. The study states a linear dependence of the turbulent

!
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stresses on the mean shear stress, does 'not allow the successful prediction of unsteady flow

phenomena such as self-sustained shock oscillations, because of an excessive production of

turbulent kinetic energy. A weak non-linear correction that makes the eddy viscosity coefficient

dynilfllical and a so-called PANS ~proach that modifies the dissipation rate equation allow to.

improve the standard model so as to predict the appearance of self ~sustained shock oscilJations over
I

an airfoil and in a diffuser. ~e computed cases and the results obtained regarding both external and .

interna,l ~rQd~amics, highlight th~ n~~d. fQr a. tn,le re~ea.rch effQrt for th~ ~fficient a.n~ adapted.

simulation ~f low-frequency self-induced transonic flow oscillations. A clear limitation of this work

is the assessment of the PANS approach on bi-dimensional grids only. Hybrid turbulence modeling

may strongly depend on the chosen turbulence model. Clearly, the evolutions of the work will be

strongly dependent of the currently intense research effort in hybrid turbulence modeling. Due to the
I .

low main frequencies and high Reynolds numbers involved, which prohibit any affordable Large

Eddy Simulations attempts, hybrid turbulence modeling however appears as a real future ne~d for

the transonic flows.

Raghunathan e~al. [9] had reviewed th~ understanding ofperiodiy transonic flow briefly. The effects ', . .
ofboundary.,layer Transition, non-afiiabatic wall conditions and modifications to the airfoils surface, , .
geometry at the shock interactions pn periodic transonic flow are discussed. Through the mE~thods

I

presented, it is proposed t1l~t.the frlflu~n9Yof the periodic motion can be pre9icted with reasonable

accuracy, put 1:l)ereare limitations on the prediction of the buffet boundaries associated with periodic .
t ,'I

transonic flows. Several methods have been proposed by which the periodic motion may be virtually

eliminated, most relevaq.tly by altering the po~ition of transition fix, contouring the airfoils surface .
, .

or adding a perforated surface and a cavity in -qteregion of shock interaction. In addition, it has been, .

shown that heat transfer can hllVea significant effect on buffet. The paper has reviewed the current

understanding of periodic ~sonic;: flow over circular, NACA0012 and supercritical airfoils and the

1,l~~Qf<i~vi~ tQ <?QntrQIt4f{p~riQ<ii~mQtiQn,

In the numerical investigation of Chen et al. [10] various fundamental mechanisms dictating the

intricate flow phenomena, including moving. shock wave behaviors, turbulent boundary layer

characteristics, kinematics of coherent structures and dynamical processes in flow evolution, have

been studied systematically. A feedback model is developed to predict the self-sustained shock wave

motions repeated alternately along the upper ~d lower surfaces of the airfoil, which is a key issue,

associated with the complex flow phenomena. Based on the moving shock wave characteristics,

three typical flow regimes are c1as~ifiedas attached boundary layer, moving shock wave, turbulent

boundary laYer interaction and intermittent boundary layer separation. The turbulent statistical

quaritities have been analyzed in detail, and different behaviors are found in the three flow regimes.

Some quantities e.g. pressure-dilatation correlation and dilatational dissipation, have exhibited that

the compressibility effect is enhanced because of the shock wave boundary layer interaction.

Further, the kinematics of ~herent yertical structures and the dynamical processes in flow evolution

13
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are analyzed. Tile speed of downstream-propagating pressure waves in the separated boundary layer

is consistent with the convection spe~d of the ~oherent vertical structures. The multi-layer structures

of the separated shear layer and the moving shock wave are reasonably captured using .instantaneous

Lamb vector divergence and curl, and the underlying dynamical processes are clarified. In addition, .

the proper orthogonal decomposition analysis of the fluctuating pressure and the separated shear

layers fu the trailin~-edge region. The results obtained in this study provide physical insight into the

un"e~~"ing of~e me~h~i~ms relevlll1t~Qthi~ cQmplex flow.

Catal~o and Tognaccini [11] apalyzed the incompressible flow at Reynolds number 6.0x 104 around

the Selig-Donovan 7003 airfoil. The airfoil performances have been computed by the Reynolds

averaged Navier-Stokes equations and large eddy simulations. The airfoil stall and preliminary post-. .
stall have been obtained by the both methods. Some limitations of RANS turbulence models fo~

low~Reynolds number flows have been overcome by the k-O)SST-LR model, a recent modification

of the well-known SST model. Large-eddy simulations have also been performed for a more detail, .
analysis of the results. The relevance in the stall mechanism of the laminar separation bubble arising

on the airfoil is highlighted. The stall occ~ when the laminar bubble present in the leading edge

zone and a separated region forming on the central part of the airfoil join together. The k-O)SST-LR

model returns the same stall mechanism as the large eddy simulation. Flows at low-Reynolds

n~mbers can be simulated qy the RANS methods, but the choice of the turbulence model is crucial.

The k-<.OSST-LR mod~1has ~rovided results in good agreement with the large eddy simulation and

the available experimental data. Time accurate URANS simulations are performed at high angles of
. . I'

attack in order to achieve converged steady-stale results. The main conclusion of this paper is that

flows at low-Reynolds number arid th~ peculiar phenomenon of the laminar separation bubbles can

be simulated by the RANS approach. As the angle of attack increases and a converged solution is .
. , ' f ' -

not easily recovered, time;~ccurate URANS simulations qeed to be performed. The choices of the

twb4len~e m04el a.nd Qf a,proper ~~i~on IQ~l,l~Qnin the model itself resulted crucial. The k~O), .

SST-LR model and an empirical criterion for the transition location have provided satisfactory

results at least for the test-case presented in this paper.

Hasan et a1. [12] had discussed the shock induced oscillation around an airfoil in transonic internal

flow fields are often observed due to compl~x shock wave boundary layer interaction. However, in,
a~tual flow where fmite amount of wa~r vapor is present in the air, the rapid expansion of the flow

may give rise to non-equilibrium condensation. Effects of condensing moist air on unsteady shock

induced oscilJation were nu~erically !itudied for total back pressure to reservoir pressure ratios of

0.73-0.65. Results showed that in case with condensing moist air flows, the root mean square of the

shock induced' pressure oscilJation and the oscillation frequency were reduced significantly compare

with those without the non-equilibrium condensation. However, there was an increase of total

pressure loss for condensing moist air flows.

14
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In the paper of Xiong et at. [13], the performance of four different turbulence models in addressing

shock wave-boundary layer instabilities is investigated. The problem chosen for this goal is a

transonic flow over a 10% thick circular arc airfoil in a channel. The self-excited shock motion over
I .' ' , '

the circular arc ~irfoil has been investigated before experimentally and those results are used as. a

benchmark for the current study. Unsteady RANS and DES methods in combination with different

• oj turbulence models are use9' All the method can successfully predict the overall shock oscillatory

QehClviQr. Yet there l:U'~minor differences in frequency prediction. Another reason for choosing. this

problem is to better understand the physics governing the problem. It is found that the shock .

oscillation frequency strongJy depends on mean shock wave location. All the turbulence models:

successfully capture the oscillatory behavior of the flow in a certain pressure range, even though the

pressure does not completely match the experiments. S-A model seems to be under-predicting the

~scillation frequcmcy in comparison to the other methods. Also perfect match between shockwave

location and frequency was observed. It seems that to have the numerical solution match the
I I, I '

experiments, special attentiqn must be paid to predict the shock wave location precisely on the . .

~irfoil. This in tum signifies the inlet profile boundary .condition as a potent field. for future studies.

At the current stage the m~~ls are qapaple qfpredicting trends observed in experiment correctly. It

is also shown that k-O)SST unlike S-A f\Jrbulence model can achieve results as accurate as DES

model. Also three dimensjQl1alCOlllPutationof this problem can be very important since all the two

qimensiQnal computations' predict oscill~tion frequencies 'Vhich are 50 to 100 percent higher than

the expeqmental results. This means that there might be three dimensional mechanisms that govern

the o.scillation frequency.

Bendiksen [14] reviewed unsteady m,nsonic floW theory and classical results from the non-linear

asymptotic theory are combined with new resylts from computational fluid dynamics. The emphasis

is on appl~catjon to the field of aerqelasticity and on clarifying the limitations of linearizedtbeories

in prQblem~invQlving mix~ s\lQ$Qni~-$l,lpe~Qnicflows. The inherent differences between non-

linear transonic aerodynamics and linear subsonic and supersonic aerodynamics are considered from

atheoretical and computational standpoint, and the practical implications' of these differences in
,

formulating suitable aerodynamics models for aeroelastic stability calculations are discussed.

Transonic similarity principles are reviewed and their relevance in understanding flutter, divergence,

and control reversal phenomena of transonic aircraft is illustrated through practical example.

Transonic flutter is rich in non-linear dynamic phenomena that cannot simply be modeled with ideas

based on linear aerodynamics. Superficially, the dynamics may appear to the non.linear behaviors of

classical mechanical systems, but there are important mathematical and physical differences. First,

aero-elastic systems are essentially non-COflservative involving circulatory. forces and cannot be

modeled' simply as dissipative mechanical spring-mass-damper systems, with a damping that

becomes negative as the flutter boundary are crossed. Second, in the transonic case entropy

production at the moving shocks introduces a type of irreversibility that is not found in the
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corresponding mechanical system, and which results in entropy and vorticity waves being convected

downstream, affecting the global aerodynamics solution and possibly also the stability of the fluid .
" '. . .

structure system. In transonic flutter, non-uniformities on the time scale affect 'stability' by

destroying time invariance.

Yagiz et al.[15] had discussed the predictability of weakening the shock wave and hereby reducing

the wave drag in transonic flight regime using flow control devices such as two-dimensional contour. . :;

bump, inqiviqu~1 j~t aCWator, ~q ~Isq the hylJrid control which control devices tqgether, and

thereby to gain the desired improvements in aerodynamic performance of air-vehicle. To validate'

the numerical study, an efficient gradient based numerical study, a natural laminar flow airfoil,

Rae5243, is chosen and then comparisons with experimental data have been made before the

optimization technique is used to optimize ~D bump parw:neters including the length, the ~aximum

height, the bump position via shock location, and the crest position via bump and also the jet

actuation parameters such as mass flow coefficient. Suction/blowing angle, actuation location over

the upper surface of the airfoil. The proc~ss generally consists of using the simulation code to obtain

a flow solution f?r given pimuneters apd then search tp~ optimum parameters to reduce the total .

drag of the airfoil via the optimizer. Most importantly, it is shown that, the optimization yields

3.94% decrease in the total drag and 5.03% increase in lift, varying the design parameters of active

~d passive control devices.

Eleni et aI. [16] had done the analysis of the two dimensional subsonic flow over a National

Advisory COrnplittee for A.~ron~utics(NAC.A) 0012 airfoil at various angles of attack and operating
I

at a Reynolds n~ber of 3x 106 is presented. The flow was obtained by solving the steady-state

governing equatio~s of continuity and momentum conservation combined with one of three

turb~lence models (Spalart ....AllmaraS, Realizable k-£ and k",c.oshear stress transport (SST)) aiming to
. .

the valjdalion of these ~odels, throu&h the comparison of the predictions and the free field

. ~xp~rim~nu.um~Qf~m~~ fqr th~ s11~~~ ~irfqiL The aim of the work wa.~to show the behavior

of the airfoil at these 90o.diqons and to establish a verified solution method. The computational

domain was compose<;lof 80000 cells emerg~ in a ~ctured way takin~ care of the refinement of
th~ grid near the airfoil in order to ~nclose the boundary' layer approach. Calculations were done for

constant air velocity altering only the arlgle of attack for every turbulence model tested. This work

highlighted two areas in computa~ional fl4id dynamics (CFD) that require further investigation:

transition point prediction and turbulenc~ modeling. The laminar to turbulent transition point was

modeled in order to get accurate results for the drag coefficient at various Reynolds numbers. In .

addition, calculations showed that theturbulence models used in commercia] CFD codes does not

give yet accurate res~lts at high angles of attack.

Eventually ~ [17] suggested a phYSIcalmychanism of the periodic shock motion based on the

studyof Tijdeman [2]. The mechanism is explained considering the flow downstream of the shock is

fully separated. The mechanism suggested in this study is described in section 1.2. The complete
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und~rstanding of the m~cha~srris J;esponsible for self-sustainec:i oscillations of the shock waves
I

under wide ranges ,of conditions, such as Mach number, incidence angle, Reynolds number, and'

airfoil geometry has not yet been achievF' A detailed investigation of flow field is carried out for

both symmetrical airfoils at zero incidence and supercritical airfoil at incidence. The results show .

that there are narro~ ranges 9f Mach numbers where shock oscillations can occur on the upper and

lower surfaces ofthe airfoil.

Alsh~bu and Qlivi~r (l~] ~xperimentally investigated the wave phenomena around a supercritical

~AC3-11 airfoil in Mach n!Jmbers 0.65 10 0.8 at zero incidence aflgle. Time-resolved shadowgraphs

and Schlieren pi~tures showed pressure wav~s initiated near the trailing edge and propagating :

upstream, where they become apparently weaker near the leading edge. These wave processes were

accompanied by wake fluctuations and vortex generatjon in the boundary layer. The observed waves

were also captured by pressure tra~ducers mounted in the airfoil model. The dominant frequencies

ranged between approximately 0.7 iilld 1.5 kHz. Using statistical analysis of the pressure histories,

wave propagation direction and wave speed were determined. For higher flow Mach numbers, a

strong wave shock interaction was als<;lobserved in which the shock, depending on the shock

strength, was attenuated and degenerated into compression waves.

Zhao etal. [19] performe9 an experimpntal study on shock wave oscillations over SC (2)-0714

supercritical airfoil. The experimeQt was ex~cuted in the NPU NF-6 transonic wind tunnel at free' .

stream Mach number from 0.72 to p.~2.Reynolds number based on the airfoil chord was changed .'

from approximating '3.0 million to 5.0 million with transition strip fixed at 28% chord length. The

result inclu,ded ~pectro~ result at differ~nt x1c position under several angles of attack. Results

showed that rtfduced ftequency had increased from 0.44 to 0,63 when the angle of attack had
. ,

increased. The spectrum graph had some low frequency oscillation appeared. It might be caused by .
: I

backgrou~d turbulence and Uf.\smoothnessof the model surface. The cross-correlation coefficients of

pres~~r~ fl~cttlatiQn~Qf s~ye~l K~lit~ tran~uc~rs on th~ ~pper surfac~ were used to calculate the

pressure wave's propagation upstream within the separation region between the shock wave and the

airfoil trailing edge.

Very recently, the interaction between the shock wave and the turbulent boundary layer was

investigated over OAT15A supercritical airfoil Srator et al. [20]. In agreement with previous results,

it was found that the buffet phenomenon was driven by an unstable global mode of th.e linearized

Navier-Stokes equations. Analysis of the adjoin global mode revealed that the flow was most

receptive to harmonic forcing on the suction side of the profile, within the boundary layer upstrea.m

of the shock foot. An Eigen value'sensitivity analysis showed that a steady stream wise force applied

either in the boundary layer or in the recirculation region, a steady cooling of the boundary layer, or

a steady source of eddy viscosity (a mechanica.Jvortex generator for example) allIed to stabilization

of the buffet mode. Finally, pseudo resonance phenomena have been analyzed by performing a

singular-value decomposition of the globa.J resolvent, which revealed that, besides the low-
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frequency shqck unstea4in~s~! the flow also underwent medium~frequency unsteadiness, linked to

Kelvin-Helmholtz type instability. Such results were reminiscent of the medium- . .frequency

perturbations observed in more traditional shock wave boundary layer interactions.
. '

Qin et al. [21] numerically demonstrated the effectiveness of some active shock control mechanism
I .

such as suction and injection. A brief description of the flow rqodel and the numerical method is

presented including, ip particular, the boundary condition modelling and the numerical treatment for
, I '

~(1rfacem~s transf(:r. Th(: ~ff~ qfsurfl;lce suction, blowing, and local modification of the ~urface

contour (bump) on aerofoil aerodynamic performance have been studied extensively regarding the.

controlloca~on, the mass flow strength and the bump height.

Stanewski [22] investigatep various conventional and novel means of boundary layer and flow
I .

control applied to moderate-to-Iarge aspect ratio wings, delta wings and bodies with the specific

objectives of drag reduction, lift enhancement, separation suppression and the improvement of air-

vehicle control effectiveness. In addition, adaptive wing concepts of varying complexity and

corresponding aerodynamic performance gains were discussed, also giving some examples of

pos~ible structural realizations. Numerous devices for lift enhancement and separation suppression

had been successfully investigated among them trailing-edge devices, such as Gurney flaps,

divergent trailing edges, rever()ed-flow flaps and taps, conventional and sub-boundary-Iayer and air-. , , "

jet vortex generators, and mass~less jets. For sh09k control the contour bump and discrete slot

suction upstream of the shock.,in th~t order-were found to be most effective when drag reduction is

the 'Pain objective. Effectiveness in r~ucing drag was found similar to the much more complex

wing upper-surface adaptatiop..

Li et al. [23] proposed micro-blowing as another flow control technique. The interaction of cross

flows over micro."porous walls composed of micro-channels with the flows through the channels

was simulated by solving the ']'Javier-Stokes equations, and k-ro SST closure model was employed

fqr th~ turbw~nt crq~~flows. Pr~liminary re~}.llt!'iha.dd~monstrated that ~e effects of micro~blowing

on the flow field were limited with~ the viscous sublayer of the cross flows, and the influential zone

was confmed in a small region surrounding the porous zone. The study confirmed that promising

features on frictional drag reduction could he realized by micro-blowing technique. The capacity. of

drag reduction was found to ,,~ proPQrtional to the blowing fractIon. The reduction of frictional drag

could even be achieved with zero plowing, implying that the micro-holes gave little effect to the

surface roughness of the wall, but wFre capable of steepening the velocity profiles, i.e., lessening the

normal velocity gradients near the wall .

Among passive CC!ntroltechniques, micro-ramps, bumps and cavities were demonstrated as
I '

promising control mechanisms [24, 25,26].
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Ashill et al. [26] proposed to control the flow in the region of shock wave by locally altering the

aerofoil or wing boundary cOI1ditions.He proposed to deploy bumps or ramps as variable~geoinetrY

devices. It was found that shock control bump offered significant benefits in controlling flows over

highly swept wings suitable for combat aircraft, providing a reduction in lift dependant drag of up to

16%. '.{1leuse of bumps or ramps il1the region of the shock, either as fixtures or as active devices,

, provided significant reductions in drag typically about 12%. A buffet bump placed downstream of,
I

the ~hock coll1dproviQe significant ~ncre~es in lift cQefficient for buffet onset, while not increasing

drag at cruise conditions.
The optimum size, shape and location of the shock control bump have been investigated in, , ,

References [27, 28]. Patzold et al. analyzed 2d-optimized shock control bumps for the unswept and
swept wing. The finite span SCBs ~nsisted of three regions, a luff side step region, a linear part,
and a leeward step region. Stream wise SCB contours were either determined in a 2d optimization or. ,

individually optimized for the various finite span SCBs. While these SCB contours showed rather
good performance in the unswept case, only around 25% efficiency was achieved with wing ,s'Veep.

For the oblique flow case SeB cpntpUTSwere individually optimized at two span wise locations for
finite ,SCBs with varying span wise, extensions. The SCB-efficiency was significantly increased by
adapting the span wise contoprs. Unlike the unswept case no increased aerodynamic efficiency was :'

observed for span wise small SCBs. The finite span SCB with a width ofpscB = 0.5 c had around 50
to 55 % efficiency. For the~e span \¥ise ,small SCBs the efficitmcy could be increased by reducing,

I

or if so optimizing, the sizes 9f th~ l'!rlf and l~eward srep regions. Tian et aI. studied the effect of ,

shock control bump on supercritical airfoil RAE2822. Based on improving the airfoil's lift-drag

ratio, the study shoWed that, (I) th~ b~st bump crest position was at the position close to 50% of
bump chord, which was almost independent of free stream or pre~shock Mach numbers, but the'

bump height was highly coupled with the crest position, which meant that the higher the bump was,
the more obviQuslyUt~(;r~t po~ition aff~9teQthe ~irfoil lift;-dragratio, and it became more evident,
with the increase of free stream or pre-shock Mach numbers; (2) in case that the lift-drag ratio, of
airfoil with bump was higher than basic airfoil, almost all the optimum distances between bump
crest and shock wave were close to 30% of bump chord; (3) almost all the lift-drcig ratios of airfoil

with bump increased as bump chord length increased, of which this trend became more evident as
bu~p height increased; (4) with the increase of the bump height, almost all the lift-drag ratios of
airfoil with bump decreased at low free stream or pre-shock Mach numbers.
Mazaheri et al. [29J investigated two different strategies for bump optimization. One with constant

angle of attack and the other with constant lift coefficient. They found that the former design

provides an optimum aerodynamic performapce while the latter one provides optimum level flight.,
The survey was conducted for three airfoils through detailed SCB shape optimization processes

employing differential evolution algorithm (DE). All optimization and analysis were mainly

presented for ~rfoil RAE2~22, bllt two other airfoils (i.e. NACA 64AOIOand RAE 5243) were also
I
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studied to show that results are extendable to most transonic airfoils. SWBLI was analyzed
. .

thoroughly for clean and bumped airfoils and it is shown how the p10dified wave structure

origin~ting from upstream of SCB reduces the wave drag while simultaneously improving the

boundary layer velocity profiles downstream of the shock wave. It was shown that how the shock

wave interacts with the boundary layer on the SCB and how the isentropic wave pattern generated

by the SCB weakened t4e sho~k wave and energizes the boundary layer in the recovery region. This I,

prohibited boundary layer growth, and delayed separation. A detailed analysis of the velocity

profiles in the boundary layer was lJsed to compare clean airfoil with constant angle of attack and

constant CL optimized bumped airfoils. The analysis was extended to the structure of the wake :

region, to show how the optimiZed shape, especially the constant CL case, produced more'

symmetric and uniform velocity.

The capability of shock control bump in controlling shock wave oscillation has also been reported

by Hasan and Alam [30]. Self-excited shock induced oscillation (SIO) around an aitfoil was

observed in transonic flows at certain conditions offree stream Mach number and angle of attack. At

these conditions, the inteJ!lction of unsteady shock wave with airfoil boundary layer became

complex ~d caused seyeral detrimental effects such as the f1uctu~ting lift and drag coefficients,

aero acoustic noise and vibration, hiWtcycle fatigue failure cHCF), buffeting and so on. In the study,'
.',l ~ . , ' .

Reynolds Averag~ Navier-Srokes equations had been useq to predict the aerodynamics behavior
: I

over a NASA SC(2) 0714 supercritical airfoil in transonic flow conditions. To suppress the unsteady

aerodynamic behavior, a shock control bump was introduced at the mean' shock position.
\ '

CompJltations had been perfonned at free s1J'eamMach number ofo.n while the angle of attack was
I

varied from 2° to 7°. The fEls~ts obtained from the numerical computation had been validated with

the experimen~l results. Mach contour, lift and drag coefficient, and pressure history over the airfoil

surface had beeq analyzed fpr th~ c~s of bas~line airfoil and airfoil with bump. It is found that, the

bump could control the unsteady SIO in the flow field.

Another promising shock control technique is the shock control cavity which is not well explored

until now. McComick [31] described an experinlental comparison of two passive approaches for

controlling the shock interaction with a turbulent boundary layer: low-profile vortex generators and

a passive cavity (porous wall with a shallow cavity underneath), The experiments were conducted

with a normal shock wave in an axi-sy~etric wind tunnel. The shock strength (M = 1.56-1.65) was

of sufficient magnitude to induce a large separation bubble, thus causing substantial boundary-layer,

19sses. The low-profile vortex, generators were found to significantly suppress the shock-induced

separation and improve the boundary-layer characteristics downstream of the shock. However, the.

suppression of the separation bubble decre~ed the extent of the low total pressure loss region

asso~iated with the lambda foot shock system which results in a lower mass-averaged totat' pressure ','

downstream of the shock. The passive cavity substantially reduced the total pressure loss through

the shock system. (and thus wave ~) by causing a more isentropic compression over a larger.
. "
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lateral ~~ent. However, the boundary-layer losses downstream of the shock were significantly

increased. The two methods offered different advantages and disadvan~es. For example, if wave

drag reduction of an isolated airfoil was required, then the passive cavity approach was favoured.

However,~f a supersonic diffuser was the application then the vortex generator approach was

probably favoured because the shock-induced separation, which usually limits diffuser performance,

was suppressed allowing more subsonic pressure recovery to be obtained.

Smith et al. [32] performed the Reynolds Averaged Navier-Stokes computations of groove

controlled and uncontrolled shock wave boundary layer at a Mach number of 1.29, and the results

validated against experiment. Features of the uncontrolled interaction were accurately captured,

including the upstream influence, static pressure rise, and the effect of shock structure on

downstream total pressure losses. The main features of the groove controlled interaction were also

predicted by the RANS solver and the interaction featured a large lambda type structure with an .

oblique le!1ding leg and a c~ed rear leg separated by a region of expansion. These expansion

waves were a result of bo~~dary layer relaxation over the groove. The expansion waves were .
I

responsible for the curved, nearly normal rear leg of the shock structure, which increased total

preSl;ure losses downstream of the interaction and reduced the beneficial effects of control. Two

pairs of counter rotating vort~ces were detected in the interaction. The origins of one "pairof vortices

was found to be at the leading edge ofthe grooves and was formed due to a roll up fluid bloWn from.
I .

the groove. The second pair of counter rotating vortices was also a result of transpiration from the
I

groove. Blowing from the groove produced a1flow separation, leading to the formation o{a vortex

pair. These vortices y;er~ found to move over the groove at a stream wise location which

corresponded to reduced transpiration from tl1e contr?l. This reduced transpiration was responsible

for ~e relaxation of the ~\lndary layer.

Rowley and Williams [33] reviewed the ~ilYlificantprogress in understanding and controlling cavity

tl!Jw qscillatiqns that ~ made in the past few decades. Early experiments used passive techniques,

open-loop forcing, or closed-loop forcing with only the' broad~st heuristics to guide. the cOntrol

design. In the review closed-loop control had demonstrated the potential for reduction in oscillations

with an order of magnitud~ less power required, and adaptive controllers had demonstrated control

over a range of flow conditions. They suggested that the development of better control-oriented .

models, and the validation of these models with careful experiments and simulations, can help to fill

these gaps in our understanding, and enable the benefits experienced in the laboratory to be

achieved at full scale.

Olsman and Colonius [34] performed two-dimensional direct numerical simulation of the flow over.

a NACA 0018 airfoil with a cavity. The low Reynolds number simulations were validated by means

of flow visualizations carried out in a water channel. From the simulations, it followed that there

were two main regimes of flow inside the cavity. Depending on the angle of attack, the first or the

second shear-layer mode (Rossiter tone) was present. The global effect of the cavity on the flow.
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around the airfoil was the generation of vortices that re~uced flow separation downstream of the

cavity. At high positive angles of atta~k, the flow separates in front of the cavity, and the separated ..

flow interacted with thr cavity, causing the generation of smaller-scale structures and a narrower

wake compared with tlte cas~ when no cavity was present. At certain angles of attack, the numerical

results suggested the possibility of a higher liftAo-drag ratio for the airfoil with cavity compared .

with the airfoil without cavity. The simulations have revealed interesting .flow physics assoCiated •

with the interaction of no less than three different types of instabilities. These are the first- and

second-cavity shear-l~yer modes and separation bubble behavior, which is forced by a shear-layer

oscillation.

Very recently, an investigation for self-excited shock oscillation around a biconvex circular arc

airfQil in transonic internal flows has been performed by Rahman et a1. [35]. The upstream Mach

number is kept at 0.61 while the airfoil was at zero angle of attack. The computa~onal results are

validated with available experimental data. In case of base lineairfoil, the self-excited shock

oscillation is observed for all the cas~s of pressure ratio 0.71 toO.75. The self-excited shock

oscillation disappears and sqock wave remains steady with the introduction of cavity in the airfoil

surfaces for pressure ratio 0.71. AIrtplitude of pressure oscillation in the flow field is reduced in case

: I of airfoil with cavity at pres~ure ratio 0.72 to 0.75.The RMS of pressure oscillation significantly

r~uced throughout the flo~ field in case of airfoil with cavity. However, frequency of shock

oscillation increases for.the case of airfo;l compared to baseline airfoil.

The passive con~ol by surface modification was demonstrated experimentally by Bahi et al. [38].

This study includes experim~ntation of a porous surface and a cavity or plenum underneath. The

control device isinstalled in the region of shock boundary layer interaction. It is suggested that the

pressure rise across the shoc~ wave will results in flow through the cavity. from downstream to the

upstream of the' shock. This is equivalent to a combination of suction of downstream and blowing of
f

upstream. The cavity could also increase the communication of signals across the shock wave. These

effec;ts could lead t~ a rapid thickening of boundary lay~r just ahead of the shock which p~oduces a

system of weaker shock with an extended interaction zone.

Then many researchers studied the effect of surface modification of airfoil to control the shock

oscillations, high sPeed impulsive (IllS) noise etc. Nagamatsu et a1. [39] experimentally studied the

transonic flow over airfoil and investigated tJ:1eeffect of perforated cavity on drag minimization. The

same results were obtained by Raghlmalhan et al. [40], suggesting a secondary reverse flow through

" the ~vity. This study shQws that perforated cavity can be used effectively only for strong shock

wave.

Doerffer et al. [41] investig~ted the effect of perforated cavity on high speed noise reduction for a

high speed helicopter rotor. This study concluded that the perforated cavity can lower the pressure

fluctuation on the airfoil surface and thus the high speed noise is reduced. Yamamoto el al. [42]

investigated a self excited oscillation of transonic flow in a simplifie4 cascade model. The study

22



", t' , '1 Ie

j

'..
I ,~

t

"I
,"

"

includes experimental, numerical ~d theoretical analysis. The results predicted a close loop

mechanism of self sustained oscillation as proposed by Lee (17). The conclusion of this study
i '

include that the flow field, ~smore stable acoustically when the shock wave stands near the trailing

edge because for this case generation of much larger pressure wave is necessary for shock

oscillation.

Hamid et al. (44) studied the internal flow over a 12% thick airfoil and showed that the variation of

flow characteristics and sho~k oscillation is dependent on the downstream pressure of the airfoil.
,

The study shows that a clean biconvex circular arc airfoil (with no control technique) operating at

pressure ratio (ratio of back pressure to upstream total pressure) 0.70 results a discontinuous shock

oscillation which is known ~ Tijdem1U1ty~ B shock oscillation.

Schreiber an~ Starken [45) performed experiments in a supersonic cascade facility to elucidate the

fluid dynamic phenomena and loss mechanism of a strong shock.wave turbulent boundary layer

interaction in a yompressor cascade. The cascade geometry is typical for a transonic fan tip section

that operates with a relative inlet Mach number of 1.5, a flow turning of about 3° and a static

pressure ratio of 2.15. The strong qblique and partly normal blade passage shock-wave with a pre-

shock Mach number lev~1of 1.42 to 1.52 indupes a turbulent boundary layer separation on the blade
I .

suction stpface. Free stream Reynolds number based on chord length was about 2.7xl06
• Cascade

overall performance, blade surfaGe pryssure distribu~ons, Schlieren photographs, .and surface "

visualisations are preseqte~. Petail~ Mach qumber and flow direction profiles of the interaction

region (lambda shock) and the correspon9ing boundary layer have been determined using a Laser-2-
• 'I ~

Focus anemometer. The obtained results indicated that the axial blade passage stream sheet

contractl~n (axial velocityl density ratio) has a significant infl~ence on the mechanism of strong

interaction and the resulting total pressure losses., , '. I

Kusters and Schreiber (46) studied the internal flow through supersonic compressor cascade
, ,

numerically. They applied a 2D multi-blOck Navier-Stokes Solver to a supe~sonie cOmpressor

cascade flow with strong shock-wavelboundary-Iayer interaction. Numerical calculations have been'
, " \

performed on a very fine grid to guarantee suf:qcient resolution of the supersonic/transonic flow
I I . .

field with a complex wave pattern and shock induced boundary layer separation. Investigations are

performed for inlet Mach nuplbers ~m 1.28 to 1.53 and a Reynolds number of2.6xl06
• The results

are compared with those of previous experiments in a supersonic cascade wind tunnel, that provide

profile Mach number distributions, wake traverse data and measured suction surface boundary-layer

profiles ~oughout the strong interaction region. Furthermore, calculated discontinuities of Mach
, .

number and flow directio~ across the shock system at blade passage entrance are compared' with

laser. anemometer data. Finally ,the influence of inlet Mach number and axial stream tube thickness

variation on the shock-wavelboundary-Iayer interaction mechanism and blade performance' is

presented.
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CHAPTER 3
COMPUTATIONAL METHOD

i. j I .' • 'i., I

3.1 BASfCS OF CFD

Computati~nal fluid dypamics constitutes ~ pew third approach in the philosophical study. and
d~velopment of the whole discip~ine of fluid dynamics. The advent of the high speed digital
computer combined with the development of accurate numerical algorithms for solving physical
problems on. these compQters h~ revolutionized the way we practice fluid dynamics today.
Compl.ltational fluiq dynamics is today an eqMI partner with p~e th~orYand bure experiment in the
analysis and solutiqn of fluid ~yJ~mics proble~s. There is no doubt that computational fluid
dyn~ics ~1I continue to pla){this role indefinitely.

ApplYing the ~ndamental laws of m~hanics to a fluid gives ~4e governing equations for a fluid.
Th~Const1rva~onof rt~S equ~ti~n is . '

8V IiV"'V' }i1. Ih.. ....• r7P at +p{ • l P =- ry -+ pg T. V:fij

i t

(3.1 )

(3.2)

)

.....

'YPe,-e,Vis the vel~city y~tfr.
I

TheSe equations along with ~e conservation of energy equatioQ form a set of coupled, non- linear
partial differential eq~ati?nsl It is not possible t9 s~lve thes~ equa;tions analytically for most
epgip~eri.pgprobletns. Howevfr, it is possible ~ obtain approximate computeribased solutions to the
governing equatiqns for a variety of engineering problems. This is the subject matter of
Computatio~al Fluid Dynamics (CFD).

3.2 APPLICATIONS OF CFD. ,. 1
CFO is useful in a wide variety of applications and here we note a few to give an idea'of its use in '
industry.' '

1. CFO can be used to simulate the flow over a vehicle. For instance, it can be used to study
the interaction of propellers or rotors with the aircraft fuselage.

2. The CFD an'~lysis showed the effectiv,eness of a simpler manifold design without the need
fqr field testing. .

3. Bio~medical et)gineering is a rapidly growing field and uses CFD to study the circulatory
and respiratory systems.

4. CFO is attractive to industry since it is more cost-effective than physical testing. However,
0lle must note that complex flow simulations are cnallenging and error-prone and it takes a
lot of engineering expertise to obtain validated solutions. .
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3.3GOVE~G EQUATIONS
The fl1w ih this study is co.nsidered to.be CQmpressible,visfQus, wrbule!1t, and/unsteady. Go.verning

equatio.ns fo.r the present numerical simulatio.ns are the conservatioq o.f mass, conservatio.n o.f

momentum and the energy equatio.ns writtcrn in 2-D coo.rdinate system (x, y). Two. additio.nal

traPSl'!'rt ~quations of stanfiard k-Q) turbulen~e mo.del are included to. mo.del the turbulence in the ..
flo.wfield. The go.yeming equatio.n cap.be written in the fo.lIo.wingvecto.r fo.nn:

(3.3)

Her:eU is the ~nserv~tive flux vector. E and F are the inviscid flux' yecto.rs and R and S are' the
visco.us flux vecto.rs in the x and y directio.ns, respectively. H is the so.urce tenn co.rrespo.ndingto.

turbulence. The flux vecto.r and the ip.yiscid flux terms are defmed by:

P pu pv

pu pu2 +P puv

U=
pv

,E=
puv. pv2+ pF-

E, u(Et +p)
, -

v(E, +p)
, .

pk puk pvk' ,
"

PO) pum pvO)

0 0

, rex 'fxy
~~:

'fxy fyy
. aT aT

U'f +V1' - (-k-.-) U'f -w -(-K-)
R= xx xy O)f S= xy yy By,

( 1', )qk (1'+ 1', )akj.i.+--
O"k ax O"~ By

( J4 ym ( 1', Jamj.i.+-- j.i.+--
O"t» ax . O"t» By

o ~
0
0

H=
0
Gk -~ +Sk

Gt»-Yt»+St»

Ideal gas law: p = pRT

(3.4)

(3.5)

(3.6)

(3.7)
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Here, E, is the total energy, and it can be expressed as:

(3.8)

In above equations, p is the fluid density, cp is the specific heat, T is the temperature, u and v are the

velocity components in x- and y~direction respectively. P is the pressure in the flow field. i is the

stress component and K is the thermal conductivity of the fluid. Il, is the turbulent viscosity.

Moreover, Gk is the generation of turbulence kinetic energy due to mean velocity gradients, Yk is
, 1

the dissipation of turbul~nt kinetic en~rgy due to turbulence, and GOJ is the generation of co. YOJ is,
tqe dissip~tion of 0>. Sk and SOJ are user defmed source terms respectively. Tqe calculation of these

above terms can be found in R~f. [48].

3.4 STRATEGY OF CFD

'J11~~trategy of CFD is to ryplace the continuous problem domain with a di~crete domain using a
grid. In the continuous d()main, each flow variable is defined at every point in the domain. For
instance, the pressure pin tpe continuous ID domain shown in tqe figure below would be given as

P f= P (x), Of ~ < I

In t/1~di~crete domain, each flow yaria1:>leis defm~ only at the grid points. So, in the discrete
domain snown below, th~ pressure w~uld be defined only at the N grid points. .

, PI = P (xJ,i = 1, 2... , N (3.10). ,

Continuous Domain

Coupled PDEs + boundary
conditions in continuous
variables

Discrete Domain

J" I.I~ x
1 Xi N

Grid point
Coupled algebraic eqs. in
discrete variaples

I I
x=1

, .

O~x~1.

Ix=O

\. ;~
Fig. 3.1 Discretization of domain

In a CFD solutipn, one would directly solve for the relevant flow variables only at the grid points.
The values at other locations are deteml.ined by interpolating the values at the grid points.

,!

'\
The governing partial differential equations and boundary conditions are d~fined in terms of the
continuous vati~les such as p, V etc~ One can approximate these in the discrete domain in terms of
the discrete variables PI, Vi etc. The discrete ~ystem is a large set of coupled, algebraic equations in

" , ..
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the di~~rete vari~bles. ~ettmg up the discrete system an~ solving it (which is a matrix inversion
probl~m) involves a very large num,ber of repetitive calculations, a task we humans palI11over to the
digital ~omputer.

This method of deriving the discrete equation using Taylor's series expansions is called the finite,.
difference method. However, most commercial CFD codes use the finite-volume or finite-element
meth~ds which are better suited for Modeling flow past compl~x geometries.

3.5 DISCRErrIZATION USING FINITE VOLUME METHOD

The finite volume method is a method for representing and evaluating partial differential equations

in the form of algebraic equations. Similar to the finite difference method or finite element method, ,

values are calculated at discrt?te places on a meshed geometry. "Finite volume" refers to the small

volume surrounding each node point on a mesh. In the finite volume method, volume integrals in a '
I I ' . "

partial differential equation that contain a diy~rgt1nceterm are converted to sl;1rfaceintegrals, using

the divergence theorem. Th~e terms are then eV!lluated as fluxes at the slllfaces of each finite

volume. Because the flux entering a given volume is identical' to that leaving the adjacent volume,'

thest? method~ are conservative. Another advantage of the fmite, volume method is that it is easily

forrqulated to allow for unstructur~ meshes. The method is use~ in many computational fluid ' '

dynamics packages.

\ ",

-'..:

The int~~l conservatio? eq~tion are written for a.discrete volqme,

~HIUdo+r1kF.dS= IIIQdOOx ' ,,
(3.11 )

ll11dapplied to control vol~e OJ, when the di~cretized equation assocjated with UJ is to be defined.

This equation can be replaced by the discrete form,
, I

(3.12)

Where, the sum of the flux terms refers to all the external sides of the control cell OJ. This is the

gen~ral formulation of the finite volume method, and the user h~s to define, for a selected OJ, how to

esqmate the volume and' cell face areas of the control volume OJand how to approximate the fluxes .
I

at the faces.

The following co~straints on the c~oice of the choice of the OJ volumes for a conservative fmite

volume method have to be satisfied:

1. The sum should cover the whole domain 0;

2. Adjacent 01 may overlap if each internal surface is common to two volumes;
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3. Fluxes along a cell surface have to be computed by formulas independent of the cell iIi

wJlich they are consid~red.

The fIrst term of equation (3.9) represents the time rate of change of the averaged flow variable over

the selected finite volum~. In absen~e of S04fce terms, the fmite volume'fofIllulation expresses that

the v~ation of the average value U over the time interval At is eqlJal to the sum of the fluxes

exchanged between neighbouring cells. For stationary flows the numerical solution is obtained as a

result of balance of all the flUXesente$g the control volume. That is,

(3.13)

•, :

J,

Physically, this equation means that the net volume flow into the control volume is zero. Here is a

rectangular cell shown below.

Cell center

I

--' I,
I

I
I
I
I

r- Ax
I
I
I

I
I

Ir---;a~~_i
Ay
"1 (u1,v1)

~ -------- Or' t •

,
t y faCEf 2
L (u2,V2)

{
i

!

x
Fig~3.t Rectangular control volume

: t ~~ yel,ocity at face is taken to be Vi= ~dt ViJ~Applying the mass conservation equation to the

COfl~olvolume defmed by the cell gives,

(3.14)

(, This is th~ discrete form of the continuity equation for the cell. It is equi~alent to summing up the '

net mass flow into the control volume and setting it to zero. So it ensures that the net mass flow into

the cell is zero i.e. that mass is conserved for the cell. Usually, though not always, the values at the

cell ceqtres are solved for directl~ by inverting the discrete system.

The face values UI, V2, etc. are obtained by suitably interpolating the cell-center values at adjacent

cells. Similarly, one can obtain discrete eq\illtions for the conservation of momentum and 'energy for

the cell. One can readily extend these idea,s to any general cell shape in 2D or' 3D and any

consef\;'ation equation.
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The code finds solutiQn such that mass, momentum, energy and other relevant quantities are
! .

being conserved. for each c~ll. Also, the code directly solves for values of the flow variables at
th~ cell centres; values at other locations are obtained by suitable interpolation.

3.6 SOLVER SETTING

CFD allows to choose one of the two numerical methods:

a) PrC?ssure-basedsolver

b) Density-based solver

The pressure-based approach was developed for low~speed incompressible flows, while the density- .

based approach was mainly used for high-speed compressible flows. However, recently both

methods have been extenqed and reformulated to solve and operate for a wide range of flow
I

conditions beyond their traditional or original intent.

In both IQethods the velocity field is obtained from the momentum equations. In the density based .

appro~~h, the continuity eq~tion is used to obtain the density field while the pressure field. is .

determined frpm the eqUfltion of state. On the other hand, in the pressure-based approach, the. ~ ' "'.'

pressure field is extra<;:tedby solving a pressure or pressure correction equation which is obtained by .'

manipula~g ~ntinuity ~d momeritum equations. Using either method, the present CFD to'ol will

solve the governing in~gral equatiqns for the conservation of mass and momentum, and for energy

and other scalars such as turbulence and chemical species. In present numerical analysis density .
;. \

based s91yer is used. Detail~d solver settings are shown below:

Table 3,1 Viscous ~odel and Solver used

Viscous Model Solver ~etting

Mo~el
,

k-ro (2 equation) Solver Density Based

k~romodel Standard Space 2D

k-ro option N/A Gradient Option Cell-based

Turbulent viscosity none Forml,llation Implicit

Viscous H~ating N/A Time Unsteady. ,

3.6.1 DISCRETIZATION SCHEME
For Density, Momentum, Turbulent Kinetic Energy, Specific Dissipation Rate, Energy equations

have First Order Upwind, Second Order Upwind, QUICK and Third-Order MUS'CL. scheme~. For

all cases Second Order Upwind schemes were selected. When the flow is aligned with the grid (e.g.,

laminar flow in a rectangular duct modelled with a quadrilateralor'hexahedral grid) the first-order

upwind discretization is ~cceptable. When the flow is not aligned with the grid (i.e., when it crosses
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the grid line obliquely), however, first order convective discretization increases the nun:terical

dil?cr~tizationerror (numerical diffusion). For triangular and tetrahedral grids, since the flow is never' .

aligned with the gr~d, generally more accurate results are obtained by using. second-order

discretization. For quad/hex grids, better results using the second-order discretization' is obtained,

especially for complex flows.

3~6.2THE DENSITY BASED ALGORITHM~ ' ' - ,

Density based solver solves the governing equations of continuity, momentum, energy and species

transport simultaneously (coUpled together). Governing equations for turbulence and other scalar

. quantities are solved afterward and sequentially. The steps for density based solver are given below:

Yes

I .
Update PrOpet1iesI

.

~ol"e continuity,
rnomeij,tum, energy

and species equation
sim~ltaneously

I
'. lL

.' ~i1 ~; I

Solve turbulence and
t

other scalar equati9ns

J'" !
'.' ~1' . . ,

I
Converged?

-No

..",

r.f

Fig 3.3 Solution procedure of density based solver
I

The density based coupled solver solves the turbulence equation sequentially after solving the set of

equations of continuity, momentum and energy equations for e!lch node. This density based solver

can be used along with either implicit or expHcit scheme. The implicit scheme forms a set of linear

equations containing all the unknown parameters in all equations for every node. Here each equation

consists of both unknown and existing variables. Meanwhile explicit scheme forms a set of linear

equations consisting only existing variables. In the present study density based coupled solver has. ,
been implied with implicit scheme.

, !"
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3.7 !J1l.JR.JIULENCE ~ODELING
Turbulent flows are characterized by fluctuating velocity fields. These fluctuations mix transported

quantities such as momentum, energy and speqies concentration and cause the transport~ quantities

to fluctuate as we~l. This approach is referred to as Direct Numerical Sinlul;ition (DNS). Another '

approach is large eddy simulation (LES), where large scale structure in the flow IS directly simulated
where as small scales are filtered out. Due to large computational time and computational research "

requirements for DNS ~d to some extent, for LES, these techniques are more or less for research~
oriented applications. Since,these fluctuations can be of small scale and high frequency, they are too'
computationally expensive to simulate directly in practical engineering calculations. So, over the last,
several decades approximate procedures have been developed which allows us to solve turbulent ,
flow fields. The scheme isIbased on averaging of the fluid properties whereby the high frequency
(small scale) fluctuations are removed. These fluctuating terms are then related to the mean flow,

prQP~rtiesby relations, which are known as turbulence models.
Insteild, th.e instantaneous (exact) g9veming equations can be time-averaged, ensemble-averaged, or , \
otherwise manipulated to re~ovt( the small scales, resulting in a modified set of equations that are
computationally less e~pensive to solve. However, the modified equations contain additional

, '

unknO'VJlvariables and turbulence models are ne~ded to determine these variables in terms 'of

known quantiti~s.

A turbulence model is a semi-empirical equation relating the fluctuating correlation to mean flow,
variabl~s with various constants provided from experimental investigations. These models are.
deyeloped based on experimental data obtained from relatively simple flpws under controlled

environment. That in tum limits the range of applicability of turbulence models. When this equation

is expressed as an algebraic equation, it is referred to flS the zero-equation model. When partial
diff~refl.tial equations are uspd, they are referred to as one-equation or two equation models,
depending on the number of PDEs used. Some models employ ordinary differential equations, in '

which case they are referred to as half-equation models. Finally, it is possible to write a partial

differential equation directly for each of the turbulence correlations in which case they compose a

system ofPDEs known as the Reynolds stress equations.

A number of turbulence models are there to match the conditions like

I.Spalart-Allmaras model

2. k-e model

J. k-ro, mo~el

4. J-fmodel

5. Reynolds Stress model (RSM)
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6. petached Eddy SimulatiO,n(DES) moqel
I I. I' ,

~. 7. Large Eddy Simulation (LES) mo~le

3.7.1 k-ro two equations Turbulence Mo~el

Convection of turbulence is not modelled in zero-equation models. Therefore the physical effect of

past history of the flow is not included in simple algebraic models. In order to account for this

physical effect, a transport equatiop b(lSed on Navier-Stokesequation may be derived. When one

such equation is employed, it is referred to as a one-equation model. When two transport equations

are used, it is known as a two~equation model.

Two different models are there for k-ro model. They are

1. Standard

.f

2. Shear Stress Transpo~ (SST)

3.7.1.1 Standard k-ro ¥od~1 ,
This two equation model includes ~:meequation for the turbulent kinetic energy (k), as de~eloped

previously and a second equation for the specific turbulent dissipation rate (ro). The standard k-ro
! -,

model is an empirical mod~l based on model transport equations for the turbulence kinetic energy
, .

(k) and the specif1c dissipation rate (ro), which can also be thought of as the ratio of B to k.

As the k-ro model has been modifie~ over the years, production terms have been added to both thek

and ro eqlflti~ns, whic~ ~~ve ifDprovedthe accuracy of the model for predicting free shear flows.

Th~ turbulen~e kine~c energy, k, aqd the specific dissipation rate, ro, are obtained from the

following transport equations:
I "

o 0 0 ok
..:....(pk)+-,(p/ql;)=- ..(rir-' ,)+Gk""'~+Sk (3.15)
Ot ?xl Ox]' Oxl

o 0 0 Om
-(pw)+-(pwul) =-. -(r.,-)+G., -Y., +S.,
Ot Ox; . Ox] Ox] .

(3.16)

In these equations, Gk represents the generation of turbulence kinetic energy due to mean'velocity

gradients. GO) represents the generation of w. rk and r.,represent the effective diffusivity of k and w,
It respectively. Ykand Yw reprfsent the dissip~tion of k and ro due to turbulence. All of the above terms

are calculi1tedas described below. Skand Sw ar~ user-~efined source terms.

,~.
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3.~TURBULENCE INTENSITY

T~e turbulence intensity, also referred as turbulence level, .is defined as:

;11

;:,

u'
Is-

U (3.17) .

Where u' is the root-mean~square of the turbulent velocity fluctuations and U is the mean velocity
. I . .

(Reynolds avera,ged).

If the turbulent energy (k) is known u' can be computed as:

u's (3.18)

U Canbe computed from the tQreemean velocity components Ux' UjJ and Uz as:

(3.19)

When setting boundary conditions for a CFD simulation it is often Qecessary to estimate the

turbulence intensity at the inlet. To do this accurately it is good to have some form of measurements
. I.'

or previous experience to estimatr. Hrre are a few examRles of common estimations of the incoming

turbulence iJ1.tensity:

(a) High-turbulen~e cases: These cases include high-speed flow inside complex geometries like
heat-exchangers and flQw inside rotating Machinery (Turbines and Compressors). Typically the

turbulence intensity is between 5% and 20%.

(b) Medium-turbulence case: These cases include flow in not-so-complex devices like large pipes,
ventilation flows or low speed flows (low Reynolds number). Typically the turbulence intensity is in

between 1% to 5%.

(c) Low-turbulence case: Th~se cases include flow originating from a fluid that stands still, like
external flow across cars, submarines and aircrafts. Very high-quality wind-tunnels can also reach

really low turbulence levels. Typically the turbulence intensity is very low, well below 1%.

3.9 OPERATING CONDITION

Operating pressure is sign~ficant for incompressible ideal gas flows because it directly determines

the density. Operating pre$sure is less sigqificaqt for (;ompressible flows, The pressure changes in
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such flows are much larger tpan those in incompr~ssible flows, so there ,is no real problem with'

round off error and there is therefore no real need to use gauge pressure: In fact, it is common. "

convention to use absolute pressures in such calculations. Operating pressure has been set to; zero,

making gauge and absolute press?res equivalent.

3.10 BOUNDARY CONDITION
I

Gauge pressure of 101325Pa has been selected which is recommended for reasonable accuracy. The

temperature has been set at 300k: The back pressure has been set at 75993.75 Pa. Stagger angle has

been varied as an indication for different flow cases. The whole study has been done for zero angle

of attack.

A detailed overview of boundary condition is given below:
'fable 3.2 Boundary conditions

Type
,

Inl~t Outlet
,

Wall

Gauge Pressure(Pa) 101325 75993.75

. Temperature(K) - . 300 300
I •

Initial Gauge Pressure (pa) 100000 ---
Direction Specification ,,'

Nonnal to Bou'ndary Normal to Boundary No slip
Method 't

Turbulence Specification' 'I Intensity and Viscosity Inteflsity and Viscosity condition

Method . Rat~o Ratio

Turbulence intensity 5% 5%

Turbulepce Viscosity Ratio 5 5
'.

Wall

t,

, ,

')

Pressure Inlet ••

Wall

Figure. 3.4 Domain Boundaries
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3.11 Courant Number
, I

1

Fpr ANSYS Fluent's denslty-b~ed solver, the main control over the tinle-stepping scheme is the

Courant numb~r (CFL). The time st~p is proportional to the CFL number by the equation,

(3.20)

Where, V is the, cell vol~me, AI is the face cell, and iljax is the maximum of some local .

eigenvalues. Linear stability theory determines a range of permissible values for the CFL (that is, the

range of values for which a given numerical scheme will remain stable). When one specifies a

permissible CFL value, ANSYS Fluent computes an appropriate time step using the equation. In

genel1ll, taking larger time ~teps leads to faster convergence, so it is advantageous t6 set the CFL as

large as possible (within the permissible range). The stability limits of the den~ity-baseci implicit and.
I '

explicit fqrmulations are significaqtly different. The explicit formulation has a more limited range

and requires lower CFL settings than does the density based implicit fOJ1llulation. Appropriate

choices ofCFL for only the density base solver are discussed below.

3.11.1 Courant Numbers for the Density-Based Implicit Formulation
j •. " " ,,:

Linear stability theory sho~s that the density-based implicit formulation is unconditionally stable ..

However, as with the explicit formulation, nonlinearities in the governing equations will often limit

stability. The default CFL for the density-bked implicit formulation is 5.0. It is often possible to:
I

, increas~ the CFL to 10, 20, 100, or even higher, depending on the complexity of the problem. One

may find that a lower CFL is required during start up (when changes in the solution are highly

nonlinear), but it can be incre3$ep as the solution progresses. The coupled AMG solver has the

capability to detect divergence of th~ multi-grid cycles within a given iteration. If this happens, it

•: will automatically reduce the CFL and perform the iteration again, and a message will be printed to

the screen. CFL value 0.9 has been used in this study.

, ,
"

3.12 Material Selection
I

Fluid material is air, which i~ the working fluid in this problem. Here compressibility and variations

of the therm~ physical properties have been made dependent on temperature. Ideal gas law and

intermolecular-force potential Sutherland's law have been set for density and viscosity. While
,

Density and Viscosity have been made temperature dependent, specific heat (cp) and Thermal

Conductivity have b~en l~ft constant. For compressible flows, thermal dependency of the physical

properties is generally recommended. For simplicity, Thermal Conductivity and specific heat (cp)

are assumed to be constant.
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3.12.1 Sutherland's Law'\ t . It

/

In 1893 William SutherlanCl,an Australian physicist, published a relationship between the dynamic ,.
I .

viscosity, f.l, and the absolute temperature, T, of an ideal gas. This formula, often 'called Sutherland's

law, i~ ~ased on kineti~ theory ~f ideal gases and an idealized intermolecular-force' potentilil.

Sutherland's law is still commonly used and most often gives fairly accurate results with an error

less than a few percent over a wide range of temperatures.

Sutherland's three coefficient law has the form:

I

_ ( T )3/2 To + S
P - Po To T + S (3.21)

y Where,
','

p is the viscosity in kg/m-s

"
'~

, I

T is the static temperature ip K

'{O i~ a reference temperarure in K

po is the viscosity at the reference temperature in kg/m-s

S is the effe<:tivetemp~rature in K { Sqtherland constant)

Table 3.3 Constants in Sutherland's law! . .

Gas

Air

To(K)

273.i I

S(K)

110.56

~.,
,~

, ",

3.13 STEADY ANALYS~S

First a steady coqlputation has been performed usi~g steady solver.' The steady computation has

been done to develop Ithe flow field for further unsteady study. The steady computation was

performed until the flow fi~id ~as fully developed. This computation is done as steady solver

requires le~s time than tfle unsteady solver.

3.14 Unsteady Analysis
;., I

The sqlution ~btained from steady. ~C?lveris used for unsteady case as a reference. Second order'

imp~i~itformt!lation has been used for unsteady cases with fixed time stepping method. Time step

size 'has been chosen too{\ sec with 20 iterations per time step.
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.Dlffing the computation the local wessHfe on the airfoil surface was docum~nted. Total 61 points

were 1110nitored'togather the press~re history. Eighteen points were chosen on the mid-airfoil upper

surface, eight~en points on the mid-airfoil lower surface, ten points on the upper airfoil lower

surface, ten points on the lower airfoil upper surface and five points on the wake.

3.15 DISCRETI~TION OF THE I)OMAIN

~.. _. - -.

wall
SOc

Figpre. 3.5 Cq~pu~tional Dqmain

c=48 Illt11

;.,
'.
;

1. Three airfoils haye been ~sed in this stud>, to f~rm the airfoil cascade. For simplicity only four'

surf~ces have been considered. Thf airfoils are Bi-convex circular arc with 12% thicmess. Length

of the chprd c is 0.048 m. Leading Edge (LE) is at (0,0) and Trailing Edge (TE) is at (c,O) in the

coordina~e system.

2. The inlet is at 5c distance left from leading edge. The tunnel dimension is equal to the chord

length (c). The tunnel is extended ~p to 2c distance right from the trailing edge. The outlet is at SOc

distance beyond the end of the tunnel. The outlet tunnel dimension is 51c and spread evenly'on the.

both sige of the airfoil axis.

3. The matter of grid generation is a significant consideration in CFD. The generation of an

appropriate grid or mesh is one thing, the solution of the governing flow eql,lations'over such a grid

is quite another thing. Quadrilateral cells were used for this simple geometry because they can be .

stretched easilY to accoUflt for different flow gradients in different directions; 200 points have been.

taken on each ~urface of the airfoil. Consequently, the cells near the surface have high aspect ratios.:

For viscous flow over the airfoil,' finely spaced grid was constructed to calculate the details of the

flow near the airfoil.
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CHAPTER 4
COMPUTATIONAL RESULTS

4.1 VALIDATION OF NUMERICAL MODEL

The numerical code is validated with the experimental results. At the beginning of this thesis work, .

supersonic wind tunnel facility was not available in our Lab. So we used the available experimental

flow structures for 15% thick circular arc isolated airfoil [12]. A numerical model is made;,, . ,
simulation is first carried out with the same airfoil (15% thick) ~or verification of numerical

schemes. Figure. 4.1(a) shows the Sc~lieren image obtain~ from the experiments of Hasan et al.

[12] for fR = 0.70. The same flow case corresponds to P,R = 0.69 ,¥here PR is the pressure ratio i.e."

ratio of the outlet pressure to inlet pressure in the present study.,

"

. :.: ~; .

, '

.
Experiment [3] P~esent computation

(~ (b)
Figure. f.l Instantan~us flow field with shoc~ waves. (a) Experimental Schlieren photograph [12]

for PR = 0.70 and (b) Mach contour from present computation for PR = 0.69 (l5% thick airfoil).

Figure. 4.1 shows the qualitative comparison of the numerical code used. The numerically obtained

flow field with shock waves is shown' in figure. 4. t (b). It is found that the flow structures are almost

similar with two shock waves, one on the upper and another on the lower surfaces of the airfoil. The'
\ . .

shock on upper surface is closer to trailing edge than the shock on the lower surface. So the

computed flow field is almost identical with the experimental results except the locations of the

shock waves. Later the same numerical model is used for 12% thick circular arc airfoil cascade.
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, , Figure. 4.2 Distribution of time averaged pressure coefficient; E",perim~ntal data fr()m [1]

For quantitative comparison time averaged pressure coefficient is c~)Osidered .and shown in figure.:

4.2. In figure. 4.2 the solid line reRresents the computational results for 15% thick isolated circular ..

" arc airfoil and open circle symbol represents experiptental results of McDevitt et at. [1]. The figure

shows that for most of the flow field the computational res~lts are almost same with. the
. j I .

experimental data. The computational results slightly over predict the value of Cp in the shock

position and the region of the intense shock boundary layer interaction.

The ~ifferences in shock stru~ture ~d pressure coeffifient are obviously due to the complexities in

real flows, the main flow non-unif9rmity and the sidewall boundary layers, whiCh are never taken

into a<::co1;ltltin present 2D numerical computation ..

Validation steps:

Prepare a num~rical Validate the numerical model of
model for 15% thick ---:-- 15% thick isolated airfoil
isol~ted circular arc qualitatively and quantitatively with

airfoil available experimental data
,

Use that model for 12%.
thick circular arc airfoil

cascade

.. '.
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4.2 Flow field contour behavior

' ..

.'

l ..

-O=Odog
- - - - O=5deg
-A-- O=10dog
~ O=15deg-e-- 0 = 20 dog

0.51
~\i

0.5

Internal flow passing through an airfoil cascade is studied numerically for different stagger angle.

The stagger angle is (iefined as the angle between the cascade axial line and. chord line (the line

connecting the leading and trailing edges of the blade). Bi-convex circular airfoil cascade consisting

of three blades is used in this study. Blade thickness is 12% of the chor<;llength. Blades are placed at

0.5c distance apart from e~h other, Angle of attack is 0°. Cascade inlet and exit pressure are k~pt at

101325Paand 75993.75Pa to maintain a Pressure Ratio (PR) of 0.75. The Mach number at c ..

distance ahead of the leading edge of the mid-airfoil is considered as the free stream Mach number .

(M",). For any fixed stagger angle, as the air moves forward (-5c to -e) free stream Mach n':lmber

slightly increases. With the increase in stagger angle, Mach number is slightly decreased along the: .

chord line of the mid-airfoil from -5c to -c as shown in the figure. 4.3.
0.52

I i

0.49
-5 -4 -3 -2 -I

x/c
Figure. 4.3 Variation of free stream Mach number along the chord line of

the mid-airfoil from -5c to -c for different stagger angle

To understand the transonic flow phenomena in the cascade a Reynolds Av~raged Navier-Stokes

(RANS) solver is used. Pressure data is collected on the four different surfaces and at the wake. Four

surfaces are mid-airfoil upper surface, mid-airfoil lower surface, upper airfoil .lower surface and

lower airfoil upper surface. Fig. 4.4 shows'pressure variation with respect to time at x/c=0.71 on the

mi~-airfoil upper surface for ()=()O.It is observed that the press~re distribution is uniform unsteady.

Pressure fluctuates in a cyclic fashion. The frequency of the cycle f is 976Hz and the time period T

i ; is 1.024ms. The enlarged view of the pressure distribution is shown for two cycles on the right side

figure. To analyze the flow, one complete cycle is divided into 8 equal divisions. In these 8 divisions

there are nine time steps as shown in the figure with the letters a, b, c, d, e, f, g, hand i. In numerical

solution time step size is I J.1sand here cycle time period is 1.024ms. So, 1024 iterations are required

to collect data of the one whole cycle. Since the cycle is divided into 8 equal divisions, therefore to

collect data at each time steps data files were saved after 128 iterations.
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Figur~. 4.4 Pressure vs. time distribution (8=0°)

To understand the transonic flow phenomena in the cascade a Reynolds Averaged Navier-Stokes

(RANS) solver is used. Pressure data is collected on the four different surfaces and at the wake. Four

s~rf~ces ~~ mid-airfpil ~pper sur(ace, mid-airfoil lower surface, upper airfoil lower surface and.

lower airfoil upper sirrf~ce, Figu~e. 4.4 shows pressure variation with respect to time at x/c=O.71 on

the mid-airfoil upper surface for 8=00. It is observed that the pressure distribution is uniform

uns~y: Cyclic pressure fluctuation is seen on the airfoil surface. The frequency of the cycle f is

976H,z and the time periop T is 1.02,4rns.The enlarged view of the pressure distribution is shown for
I .

two cycles on the right siqe figure. To analyze the flow, one complete cycle is divided into 8 equal

divisions. In these 8 divisions there are nine time steps as shown in the figure with the letters a, b; c,

d, e, f, g, 'h and i. In numerical solution time step size is 1~s and here cycle time period is 1.024ms.
• I •

So, lO24 iterations are required to collect data of the one whole cycle. Si~ce the cycle is divided into

8 equal divisions, therefore to collect data at each time steps, data files were saved after 128

iterations.

Figures 4.3 to 4.7 represent the numerically obtained Mach contours with shock waves in the flow.
. , .

field. From figures it is observed that in the flow field there are two shock waves, one on the mid-

airfoil upper surface and the other on the mid-airfoil lower surface. The images clearly reveal the

presence of nonnal shock wave over the airfoil surfaces and their oscillation with time.

In figure. 4.5 Mac~ contour is shown for 8=00. Shock wave is present here and shock wave

oscillates with time. At tI'I'=O, shock wave is seen on the mid-airfoil upper surface at x/c=O.73 .

(nearest to TE) and on the mid-airfoil lower surface at x/c=0.56 (distant from TE). In the next time.

step, at tJT=1/8 on the mid-airfoil upper surface the shock wave moves upstream (x/c=O.69) and gain.

strength. On the mid-airfoil lower surface shock wave is disappeared. At tlT=2/8 on the mid-airfoil

upper surface shock wave is seen at x/c=O.65 and its strength gradually decreases. On the mid-airfoil

lower surface there is no shock. At t~3/8 shock wave is found at x/c=O.58 on the mid-airfoil upper

surface (still moving upstream) and ~th lower strength. On the mid-airfo~l lower surface still there
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is no shock. At t!1'=418 on the mid-airfoil upper surface shock is present at x/c=0.56 (distant from.

TE) and on the mid-airfoil lower surface shock wave is again observed at x/c=O.73 (nearest to TE)

with moderate strength. So, at this time step the shock wave is present both on the mid-airfoil upper

surface and lower surfacy. After that ~t 1/T=5/8 shock wave disappears from the mid-ahfoil upper

surface. On the mid-airfoil lower surface shock wave is found at x/c=O.69 with maximum strength.

In the next step, at t/T=618 shock wave is not found on the mid-airfoil upper surface. On mid-airfoil

lower surface shock wave moves upstreaIQ (x/c=O.65) and its strength gradually decreases: At

t/f=7/8 there is no shock on the mid-airfoil upper surface. On the mid-airfoil lower surface shock

wave is seen at x/c=O.58 (still moves upstream). After this time step, the cycle starts again and

repeats in the similar way.

This tYpe of shock pscillation is known as Type-B shock (interrupted shock wave motion). It is.

characterized by the disappearance of the shock wave in the dynamic case during a part of its back

~ard motion. On its way in upstream direction the shock wave reaches its maximum strength as can .

be noticed clearly from size of the shock waves in the successive pictures of figure 4.3.Figure 4.4.:.

4.5, 4.6 and 4.7 represents the flow field mach contour for stagger angle 0=5°,10°,15° and 20°

respectively. In each case, Type-B shock wave oscillation is observed.

In case of 0=0°, on the mid-airfoil upper surface shock moves from x/c= 0.73 to 0.56and.on the

mi~-airfoil lower surface shock moves from x/c=O.73 to 0.56 (same as mid-ajrfoil upper surface).

When the shock is at x/c=O.73 on the mid-airfoil upper surface, shock on the mid-airfoil lower

surface is at x/c=O.56. As the shock on the mid-airfoil upper surface starts to move upstream, on the

lower surface shock disappears. After that when on the mid-airfoil upper surface shock reaches at

x/c=O.56, shock again appears on the mid-airfoil lower surface at x/c=O.73. Similarly, as on the mid.

airfoil lower surface shock starts to move upstream, on the mid-airfoil lower surface shock

dis~ppears.

For 0=5°, op. the mid-airfoil upper surfac~ ~hock moves from x/c=O.742 to 0.53 and on the mid-

airfoil lower surface the shock moves from x/c=O.709 to 0.53 as shown in figure. 4.6. In this case

shock movement increases both on the mid-airfoil upper and mid-airfoil lower surface as compared

with B=00. At tIT=O,shock is prese~t both on the mid-airfoil upper (x/c=O.742) and mid-airfoil lower

surface (x/c=O.56). In the next time step, both on the mid-airfoil upper and lower surface shock wave

moves upstream. Then the shock vanishes on the mid-airfoil lower surface but on the mid-airfoil

upper surface shock still moves upstream which reaches to x/c=O.53 at tIT=O.50. On the mid-airfoil

upper surface there is no shock at tIT=O.625 at that time shock is seen on the mid-airfoil lower

surface atx/c==O.709.On mid-airfoil lower surface up to t/T=l shock wave moves towards upstream.

At tIT= 1 shock re-arises on the mid-airfoil upper surface.

For 0=10° at 1/1'=0, shock is locat~ at x/c=O.742 and 0.556 respectively on the mid-airfoil upper

and mid-,airfoil lower surface (figure. 4.7). In the next time step, shoc~ moves down stream

(x/c=O.784) on 1he mid-airfoil upper surface and shock moves upstream (x/c=O.53) on the mid.
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airfoil lower surface. Then, the shpck on botl1 the mid-airfoil upper and mid-airfoil lower surface

moves upstream. On mid-airfoil lower surface shock vanishes aftert/T=O.25, while shock on the

mid-airfoil upper surface still maintain its upstream movement., Shock on the mid-airfoil upper '

surface gradually moves upstream and at t!T=0.625 it reaches x/e=O.582 . At this time shock is again

seen on t~e mid-airfoil lower surface at x/e=O.69 and it gradually moves upstream. At 0=10°, shock

movem~nt on the mid-airfoil upper surface is observed from x/e=O.784 to 0.582 and on the mid-

airfoil lower surface the ~hockmoves from x/e=O.69 to 0.50.

For 8=15°, at the beginning of the cycle shock wave is seen at x/c=0.771 on the mid~airfoil upper

surface and at x/e=0.53 on the mid-airfoil lower surface (figure. 4.8). In the next time steps, on the

mid-airfoil upper surface s~ock wave gradually moves towards upstream and vanishes after t!T=0.5

(x/e=O.629). On the mid-aiifoil lower surface shock wave moves from x/e=0.53 to 0;50, after that

shock vanishes. At t/T=O.625 shock is reappeared on the mid-airfoil lower surface (x/e=0.65 l) and, '

gradually moves ~pstream.

For 8=20°, t/T=O to O.125 shock moves down stream (x/e=O.77l to 0.784) on mid-airfoil upper

surface an~ on mid-airfoil lower surface shock is found at the same location (x/e=0.50) as shown in

figure. 4.9. 'Q1en shock on the mid-atrfoil upper surface gradually moves upstream and vanishes

~ftyr t/T=O.5 (x1e=O.651).On the mid-airfoil lower surface shock vanishes after t/1'=0.125 (x/c=0.5) ,

and agC!-inseen at t!T=O.Q25at x/e=O.629. From x1e=O.629 shock ~n mid-airfoil lower surface

gradually Qloves upstrearp.

At 8=00, shock moven;tent 011 th~ mid~airfoil \lpper surface is 0.17e. Shock movement on the mid-

airfoil qpper surface incr~es from 0.17e to 0.212e with the increase in stagger angle (0) from 0 to

5, further increase in stagger ~gle results a decrease in shock wave movement on this surface. At
, I

stagger angle )00, 15°,20° shock rriovement on mid-airfoil upper surface is 0.202e, 0.142e, 0.133e
I '

respectively.

At 0° shock movement on ~he mid-airfoil lower surface is equal to upper surface. With the increase

in stagger angle shock movement initially increases and further increase in stagger angle shock

movement decreases. At 5° and )00 shock movement on the mid-airfoil lower surface is 0.17ge and
I

0.19c respectively. At 15° and 20° pn the mid-airfoil lower surface shock movement is 0.151e and

0.12ge respectively.

So, with the increase in stagger angle on the mid-airfoil upper surface shock wave start and end

point moves down stream and on tile mid-airfoil lower sl,lrface shock wave start and end point

moves up stream.
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Figure. 4.5 Mach Contour for stagger angle 8=0°

0.5
x/c

(e) tlT=O.5

0.5

~ 0
;l',

-05

0.5
x/c

(a) t/1'=O
0.5

~ 0
;l',

-05

0.5
x/c

(b) tlT=O.125
0.5

~ 0
;l',

-0.5

05
x/c

(c) tlT=O.25
0.5

~ 0
;l',

-0.5

0.5.
x/c

(d) tIT=O.375
0.5

~ 0
;l',

-0.5



;,' ,_ .1_ ,l),,_ •..I.~.:......

0.5
xlc

(i) t/T=1.0 .

0.5
x/c

(g) t/T=0.75

0.5
xlc

(f) t/T-=O.625

0.5
x/c .

(h) t/T-=O.875

0.5 ~.r"-'

.0.5 -

0.5

-0.5

.0.5

-0.5

0.5

~ 0

'"

-0.5

0.5
x/c

(a) t/T=O
0.5 . - - .- -

~ 0

'"

-0.5

0.5
x/c

(b) t/T-=O.125
0.5

•.f
~ 0

'"

,1 -0.5
I

I 0.5,
~ x/c

(c) t/T-=O.25
o.~

I.

~ 0

'"

-0.5

0.5
x/c

(d) t/T-=O.375

, .~

0.5

-0.5

0.5
x/c

(e) t/T=O.5

Figure. 4;.6Mach contour for stagger angle ()=5°

46



.'

1.5

0.5
x1c

(i) 1/1'=1.0

o 0.5
x1c

(g) 1/1'=0.75

0.5
x/c

(h) t/1'=0.875

-0:5

0.5

0.5
X/C

(t) 1/1'=0.625

0.5

0.5.

-0.5

0.5~

-0.5

-0.5

-0.5

47

Figure. 4.7 M~ch contour for stagger angle 8=10°
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4.3 Cp distribution
'. t .'.

The aerodynamic performance of airfoil cascade c!in be studied by reference to the distribution of

pressure over the airfoil. This distribution is usuallY expressed in terms of the pressure coefficient

(cp).
c = p(x)- p",

P 1
(~)P",l':

cf by definition states the difference between local static pressure and free stream static pressure, .

non-dimensionalized by the free stream dynamic pressure. The shock wave oscillation and its
I

interaction with boundary layer results this differepce in pressure in the airfoil surface. In figure .

4.10 cpdistributions have been shown with respect to x/c, where xlc varies from 0 at the leading edge

to 1.0 at the trailing edge. Here, cp distribution has been depicted at nine different time steps in. a

cycle at two different surfaces (mid-airfoil upper and mid-airfoil lower) for different stagger angle.

From figure. 4.10 it is observed that in each case from x/c=O to 0.50 the value of Cp gradually

decreases. From equation 4.1 it is clear that only p(x) is variable here other parameters are constant.

So, a decrease in Cp value indicates that the local static pressure is also decreasing. From xlc=O to

0.50, the pressure is gradqally decreasing and pressure v~riation is not much which indicates that in
,

this region on airfoil surface there is no such dis14rbance and no shock wave is present. But from

x/c=0.50 to 1.0 pressure variation is present (either small or significant) which is described here in
nine different time steps from tl to 19for different stagger angle.

In fi~re. 4.10(a) left side, Cp decreases linearly from x/c=O to x/c=O.5 which implies that at (}=00on

the mid-airfoil upper surface from leading eqge (LE) to half of the airfoil length pressure falls

~dually throughout the cycle. After x/c=O.5 the variation is noticeable, Cp decreases to the lowest

"alue ~here unsteaqy pressure fluctuation is maximum and where the shock wave exists and after

the shock wave there is sudden rise of local static pressure and thus Cp value increases again. Here,
r

solid line with white circle shows that at time step t1 =tl1'=O shock wave is present at location

xlc=O.73where cp is at its minimum value, also from figure 4.5(a) we can verify it. In the next time

step at t2=tIT=1I8 shock wave moves upstream at xlc=O.69, solid line with black circle has its

minimum value ~lso at the same value of x/c. ~imilarly, for the rest of the time steps of the cycle

shock wave position moves upstream to x/c=O.56 as shown by solid line with white triangle, solid

Ii~e with black triangle and solid line "Yitqwhite diamond. After these time steps the pressure

fluctuations on th~ mid-airfoil upper surface is not stgnificant as shown by solid line with black

diamond, dashed line, dash-dot line. So, in these cases shock wave is also not present on the airfoil

surface. At time steps t6=5/8, t7=6/8, t8=7/8 there is no shock wave, where unsteady pressure .

f!.uctu~tion is n()t sufficient to cause the shock wave. The cycle repeats at t9as shown by the solid

. line with ~r~ss which is merged with solid line with white circle. .

;,..

• I

I ~
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After this, Cp distribution for mid-airfoil lower surface at 0=0° is shown in figure. 4.10(a) right side,
where up to x/c=O.5 variation is similar Le. Cp decreases gradually as we go along x-direction. After.
x/c=O.5, cp decreases to a lowest value and again it increases. The difference between mid-airfoil
j1pP,erand lower surface Cp distribution is that on the upper surface lowest value of Cp isfound where :
shock is at a distant location from leading edge (atx/c=O.73) and time step tJ=t/T=O but on 'the lower
surface the corresponding shock location is same where as time step is t5=t/T=4/8 (solid line with
white diamond). At next time step t6=t/T=5/8 minimum value'of cp is found at x/c=O.69 as shoWnby
~olid line with black diamond where the shock wave occurs. Similarly, at t7, t8, t9(=tJ) time steps
shock wave location moves to upstream as the minimum values of Cp lines moves to left side in the

I .

figure 4.10 (a) right side, and during t2, 13,t4 no shock wave is seen.
Figure 4.10 (b), (c) and 4.10 (d), (e) represents Cp distribution on the mid-airfoil upper and lower
surface respectively for stagger apgle 5°,10°,15° and 20°. In every cases we observe the similar
scenario as described for 0=0°. As we have seen in Mach contour with the increase in stagger angle
on the mid-airfoil upper surface shock wave start and end point moves towards downstream and on
the mid-airfoil lower surface shock wave start and end poillt moves upstream, similarly with the
i,?crease in sta~er angle for different time steps the minimum value of Cp shifts to right side for
uPPfr surfa~ and ieft side for lower surface.
In figure. 4.10 Cp distribution have been shown separately on mid-airfoil upper surface and mid~
airf~illower surface for different stagger angles. Figure. 4.11 and 4.12 shows the Licp distribution
along the chord length for stagger angle 0°, 5°, J00, 15° and 20° respectively. Licp has been
calculated by sutracting the Cp val~e on the mid-airfoil upper surface from the cp value on the mid-
airfoil lower surface in a cycle. To compare the difference in pressure distribution on the mid-airfoil .
upper and miq-airfoillower surface Licpdistributions have been plotted.
Figure. 4.11(a) shows the Licp distribution for stagger angly 0° for nine different time steps. From
this figure, it can be said that even at approach angle 0° and stagger angle 0° upto x/c=O.50 there no
noticable difference in CpoAfter x/c=O.50, there is significant difference in cpoAt time tl, as shown
by solid line with white circle, shock occurs at.xlc=O.73 where Licphas higher positive value Le. Cp is
higher on the mid-airfoil ~pper surface than the mid-airfoil lower surface. At time f2, as shown by

the solid line with black circle, shock occurs at .xIC=O.69. In this case, a small decrease in Licp is
noticed. During t3, t4, t5 shock wave occurs at .xIc=O.65, 0.58 and 0.56 and the Licp distributions
have been shown by solid line white triangle, solid line with black triangle and solid line with white
diamond respectively. During this time Licp gradually decreases but stilI it has certain positive value
which indicates cp has higher value on the mid-airfoil upper surface and shock occurs on this
surface. In the next time steps t6, t7 and t8 Liep has negative values which indicates that cp is higher
on the mid-airfoil lower surface and the shock occurs on the mid-airfoil lower surface.

o From figure. 4.11(a), (b), (c) and 4.12 (d), (e) with the increase in stagger angle from 0° to 20°, the
maximum and minimum values of Licp varies significantly. Initially, at 0°, Licp has a maximum
yalue of 2.0 and minimum value of -2.0 i.e. difference in pressure fluctuations are same in both the
surfaces but at different time (180° phase difference). With the increase in stagger angle, maximum
value of Liep gradually decreases and absolute minimum value gradually increases. Therefore, on the
mid-airfoil upper surface pressure fluctuation decreases and on the mid-airfoil lower surface
pressure fluctuation slightly increases.
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4A UNSTEADY SHOCK POSITION

Sno<f~~~ve characteristics are studied by analyzing the unsteady shock locations on the mid-airfoil
I

upper an~ mid-~rfoil lower surface for stagger angle 0° to 20° at different time steps as shown in

figure. 4.13 'When the unsteady pressure wave got uniform unsteady, we selected two cycles from, ,

them and one cycle was divided illto eight divisions. The shock wave position was selected from the

unsteady pressure da~ points, when the pressure was at its minimum value the corresponding X/C

v~)~ew~ selected ~ shock location x/c for that time step.

In figure. 4.13 shock wave location was shown against time for tnid-airfoil upper surface (solid line

with white circle) ~d mid-~irfoi1 lower surface (solid line with black circle). From the plot it's'

e~id~~t that the shock ,¥a,;e oscillatio? is discontinuous. In figure 4.13 (a) for 8=0°, on mid-airfoil

upper ~urface the cycle starts at t/T=O for which the shock location is at X/c=0.73 (most distant point

from leading edge), as tIT increases to 0.125 the shock occurs at x/c=0.69. In the same way for tIT

=Q.25,0.375 and 0.5 shock occurs at x/c=O.65, 0.58, 0.56 locations respectively. After that the shock

v~i~hes and again starts at tlT=l. Fro~ t/T=O to 0.5 the solid line indicates that'shock wave

continJously moving upstream aqd from tIT=O.5 to I the dotted line indicates that no shock wave is
, ,

present in this region. So, we can see shock is oscillating from trailing edge to leading edge from

x/c=0.73 to x/c=O.56 anq then vap-ishes. In the mid-airfoil lower surface same type of oscillation is

obseryed. At tIT=O shock wave is se~n at 0.56 and after that shock wave vanishes'. Then the shock

w~v~ re-~ppears at tJT;=O.5 when tpe sh09k on the mid-airfoil upper surface is at its last state. At

t/1'=0.5 on the mid-airfoil lower surface shock wave is seen at xlc=0.73 and in the next steps the

shock gradually moves upstream. As the stagger apgle is increased from 0° to 20° the shock wave

type do not change but on the mid-airfoil upper surface shock start position moves downstream

(from 0.73c to 0.7849) ;md shock end position also moves downstream (from 0.56c to 0.65lc). In
I . ••

case of mid-airfoillo~er surface sho~k start Bosition moves upstre~ (from 0.73cto 0.629c) and

shook ~nd position also moves upstream (from 0.56c to 0.5e) as shown in figure. 4.13.
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4.$ Shock ~trength

Figure. 4.14 (lJP/pl) flata collection line and pressure rise across shock wave measurement
i

In the' pr~sent study pressure rise across the shock is taken as the indicator of shock strength.. ,

Pre~sure qse across shoc~ wave is (lJp/Pl). These data are collected along two lines parallel to x-

axis (Line-I and Line-2) passing through ylc=O.I,ylc=-O.I.The pressure rise across shock wave
! .

(IJp/Pl) is measl!l'ed by reading the minimum static pressure just ahead of the shock and the
I

maxim~m su;dden pressure 'rise across the shock as shown in figure. 4.14, right side. Figure. 4.15

represents the pressure rise across the shoqk in two cycles. The figure indicates the initial strength. ,. .

gain of the shock and then reduction of shock strength with time for all cases.. \ ., .

From figure 4.15 (a) it can be noticed that for (}=00when the upper shock vanishes (t/1'>O.5) the'

value ~f IJp/p1for upper shock falls below 0.30. That means the shock wave becomes a compression

wale wren ~~ total press4r~ rise ac~oss it f~lls below 0.30. The same value is taken ror a~l cases.

IJp!lfI=O.30 is a thr~pold value for shock to transform into a compression wave.' ,This threshold

value can vary depending on the type of flow (internal/external), upstream Mach number, airfoil
. ' I .

thi¥kne~, in9idence angle, op~rating condition etc. [37].
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4.6 UNSTEADY PRESSURE DISTRmUTION
'I' •

Shock wave oscillation and its interaction with the boundary layer causes unsteady pressure

fluctuation on the airfoil surfaces named mid-airfoil upper surface, mid-airfoil lower surface; upper

airfoil lower surface and lower airfoil upper surface. To observe the pressure distribution on the

airfoil surfaces eighteen points on mid-airfoil upper surface, eighteen points on the mid~airfoil lower

sur;f~~, ten points' on the upper airfoil lower surface and another ten points on the lower airfoil
, '

upper surface are selected as shqwn in figure. 4.16. Also to see the pressure fluctuation on the wake
I, ' .

1pI0ttterfive points are selected. On the selected coordinate points unsteady pressure data was sav.ed

at lime step size of IJ!S.

~igure. 4.17 to 4.19 represents the pressure distribution 011 the mid-airfoil upper and mid-airfoil

lower surface at three locations ~/c==O.71,0.75 and 0.83. These three points have been selected as in

, these locations pressure fluctuates with higher amplitude. The variation is observed for 8=0° to 20°.
; I

Three cycle is chosen where pressure fluctuation is uniform unsteady. In figure. 4.17 (a) for 8=0°

Jn~ at x/c=Q.71 it is observed t~at pressure fluctuation is maximum on both mid-airloil upper 'andI, .,
lower surface. But when the pressuf~ on the JTIid-airfoilupper surface is at its maximum value then

the pressure on the mid-airfoil IQwer surfac,e is at around its minimum value. After that as, the '

pressure on the mid-ai~foi~ upp~r surface graduall~ decreases, on the mid-airfoil lower surface,

~res~uregradually increases.

Then for different airfoil 'surfaces and wake points s41tic pressure-time histories were plotted as

showq in figure. 4.20 to 4.44 for stagger angle 0° to 20° respec~vely. In each of the cases it was

observed tha~ initially the oscill~on had to undergo a developing phase and after that fluctuation

got uniform unsteady behavior.,
In figure. 4.20 static pressure vs. time curves are plotted for mid-airfoil upper surface (8=0°), where

it is o?served that from lea~ing edge (LE) x/c=O to x/c=O.42 there is very small amount of pressure

'fluctuation. From x/c=O.5 to trailing edge (TE) x/c=l there is significant amount of pressure, '.
I

fluctuation. At x/c=O.5 to x/c==O.71pressure fluctuation gradually rises. At x/c=0.71 pressure'

flucqrntion 'Yith maximum amplitude is noticed whiCh results from unsteady shock movement and

shock induced strong boundary layer separation. From x/c=0.7] to x/c=] amplitude of pressure
j

oscillation again decreases gradually. On the mid-airfoil lower surface pressure fluctuation is similar

to upper surface and here pressure fluctuates with maximum amplitude also at x/c=O .71(figure.,

4.21).all the uPPC?rairfoil lower surface (figure. 4.22) and lower airfoil upper surface-(figure. 4.23)

'PaxiqlUmamplitu~~ of pressure fluctuation is observed at x/c=O.67. Along the wake points (figure.

4.24) the amplitude is nqt s~gnificant as compared to the surface points but here/frequency is higher.
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Fi!Wre, 4.l~ Pressure distribution on mid-airfoil upper and mid-airfoil lower surface (8=10°, 15°)
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F\~ure.4.22 Static pr~~~~fe~ti"1e~ist~ries !n tlte pow fielq around an ~irfoil at diff~rent points on
, the up~r aIrfoIl lower sl!rface for PR=O.75 (stagger angle, 0=0°)
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Figure. 4.23 Static pres~ure.time histories in the flqw field around an airfoil at'd!fferent points on
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Figure. 4.24 Static pressure-time histories in the row field at different points of the wake for PR=0.75
(stagger angle, 8=0°)
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Figure. 4.25 Static press4r~.time histories in the flpvy field aro~nd an airfoil at diff!'lrent points on the mid-airfoil
upper surface for PR=0.75 (stagger angle, 0=5°)
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Figure. 4.27 Static pressure:;time histories in the flow field around an airfoil at different points on the upper airfoil
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figure. 4.33 Static pressur~-tjme histories in th~ qow field arou~d an ~jrfoil at different points on the)ower airfoil
upper surface for'PR=O.75 (stagger angle, 0=10°)
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Figure. 4.36 Static press¥re-tiJre ~i~tori€:!,in ,he fi,pVf field ~rour~ an airfoil at different points 0!1 the mid-airfoil
, lower surface for PR=O.7S (stagger angle, 0=15°)I .
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4.7 FF~

Fro~ unsteady pressure-time hi~tories, it is not fully under~tandable whether these fluctuations are

periodic with some definite fre<Juen~y.Fast Fourier Transformation (EFT) is 90ne with respective

pressure data to fmd whether any domi9ating ftequency exists and to fmd out what it is, FFT is .

an algorithm thCl;tcomput~ the Djscrete Fourier transfonn (DFT) of a seq\lence of data. The

pressure data were in discrete fonn with ~ samplipg frequency of 2x 105 Hz, which is just the inverse

of the time step size of the simulation. Power Spectral Density (PSD) was used to find the principal
I
I .

frequency of pressure fluc}uation, 'rhich was found to be 976Hz (figure. 4.45). Figures 4.45 to 4.54

show the existence of high frequency flu9tuation. The frequency of these fluctu~tions is about 100

kHz. The po~ition of tre points corresp09ding to this qigher frequency in the figures is after ~he re.

atta9hment point.

Reduced frequency chamcteri~s the variation of the flow with time. It is a dimensionless
, \ t. . ' .

number psed in general for the case of 1Jnsteadyaeroliynamics and aero-elastiCio/. It is one of the

pammeters that define the dew~e Qf unsteadiness of the problem, Reduced frequency characterizes
I . ,.

the way a disturbance is felt at other pojnts of the body. Since 1very point of an oscillating body.

diswrqs the flow, one may say that tHe reduced frequency characterizes the mutual influence

br~eeq lhe motions at y~jPjlS points of the pody.

Reduced frequency is denoted by the letter "k" and is given by the expression,

k=fc
I Uoo

(4.2)

f is the frequency pf ~hockw~ve oscittation1 c i~the chord length and u", i~the free stream vrlocity
I

corresponding to different ~tagger angle.

The frequency of shock oscillation is found to be 976 Hz, which gives the reduced frequency equal .

to 0.2670, 0.2672, 0.2678, 0,2688 and 0.2705 respectively for stagger angle 0°,5°, tOO, 15° and 20° .

respectively as shown in the ta!>l~.4.1.

T~ble. 4.1 lt~pc~d frequrncy, ~K)for different Stagger angle, (0) :

~lagger angle, (B)
,

Reduced Frequency, (K)
I

0° 0.2670
5° 0.2672
10°1 , 0.2678
15° I , 0.2688
20d 0.2705
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4.8 p.rm/qo
The flow field aerodyqamic instability ar?und the airfoil cascade can conveniently be expressed by

I ' ,

the distrib\}tion of root means square' (RJy1S)valu.e of pressure oscilJation induced by shock wave

oscillation. The RMS of pres~ure oscillatifn, frll'f is ealc\llated as

Prrr~ =
nL (Pi "" p)2 / n

'i=1' .

n

p= ~p./nWhere L.J I
, l' ' ;=1 ' .

(4.3)'

In tQ~above equation, Pi and parr the instantaneous iilld mean static pressures respectively. Th~

res,,!lts ~re ~alculated from sampling points, n=104a11<;l10 cycles. H~re, pmls isRMS of pressure:'

oscilJapon ~d qo is the dynamic pressure of the free stream of the airfoil cascade~ Figure. 4.55 .

shows the distributions of RMS value of the pressure oscillation prm/qo on the mid-airfoil upper:

surface, mid-airfoil lower surface, upper airfoil lower surface and lower airfoil upper surface for five

different'stagger angl<?(}=Of', 5°, 10°, 15° and 20°. Here, prm/qo at wake region is shoWJ1for mid~

airfoil upper and lower surface only. It is obs~ryed that for all the cases, the flow field remains

undisturbed before x/c=O.5 from leading edge, as in that portion no shock wave is observed on .the

airfoil surfaces.
" I

For s1ltgg~rangle 8=00, Prrnrlqostarts t<:>increase frpm x/c=O.5 and ~hqws a peak value of 0.667 at .
I

x/c=O.71 oq tile mid,.airfoil upper surfac~ apd a peak value of 0.68 at x/c=0.7I on the mid-airfoil
I .. I . I '

lower surfape. These peak values signify. a ~argeprrssure fluctuation and intensity at this location.

Further movement towards downstream sho~s a gradual drop of Prn/qo. At the trailing edge, p~/~o .

sligptly increases. After that, Pnrtlqoagai.p decreases !lIong the wake region. For stagger angle 5°; the

maximum value of prm/qo is 0.68 at x/c=O.75 on mid-airfoil upper surface and 0.687 at x/c=O.67 on

mid-airfoil lower surface. For stagger angle 9=10°, 15° and 20° peak pmlS/qo is 0.69, 0.657; 0.586
respectively at x/c=O,7,5on tl1emid-airfoil upper sUffac~and 0.688, 0.682? 0.652 at x/c=O.67, 0.625,' ,

0.625 respectively on the mid-airfoil lower surface. With the increase in stagger angle from 0 to 20. - , ,

deg on the mid-airfoil upper surface pmw'qo first increases from 0.667 to 0.69 and then decreases to ..

0.586 and the location is shifted fromx/c=O.71 to 0~75(towards downstream). In case of mid-airfoil'

lower surfape, similarly, pmw'qo first increases from. 0.~8 to 0.688 and th~n decreases to 0.652 and,
the 109~tionis shifted towards upstream (from x/c=0.71 to x/c=0.625).
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Table. 4.2 Maximwn vahtes of prmslqo ~d the corresponding 10caitons on
I mid-airfoil upper and mid-~irfoillower surface

! ;.Lj'..,t:\:i'j,'
I . 'I ..,', ~

. ~_ .. ,_. I ',': ,"", :1'
• " 'f -t.,

'. I~ ~

, 0(

I •

Mid~airfoil upper surface Mid-airfoil lower surface
Stagger

!
Location, x/c Location, X/C

angle, e Maximum ' I Maximum
(for max (for max

pm,Jqo lJrmslQo) pm,/qo lJrn,JqO)
0° I 0.667 0.71 0.68 0.71
5° 0.68 0.75 0.687 0.67
10° 0.69 0.75

,
0.688 0.67

15° '0.657 0.75 0.682 0.625
20° 0.586 0.75 0.652 0.625

I, '

, II. to,

Table. 4.3 Maximum valqes of prnvlqo and the corresponding locaitons on
upper airfoillo""'er and lowbr airfoil upper surface

"
I

Upper airfoil lower surfac~ Lower ajrfoil upper surface
Stagger Location, X/C Location, X/C
angle, e Maximum I Maximum

(for max (for max
prm/QO 11",,/40) prm/qo lJn,,/qO)

0° 0.558 0.667 0.564 0.667
5° 0.559 0.667 0.547 0.667
10° 0.475 0.583 0.499 0.75
15° 0.538 0.583 0.547 0.7~

,20° 0.471 0.583 0.493 . 0.75

For stagger angle 0° and 5°, f~om peak pm~qo posjtion to trailing edge, the value of prmlqo gradually

decre~es bllt at 95% c thi~value itl;creases a small amount upto trailing'edge and again decreases

gradually. At higher stagger angle (0=10°,15° and 2qO) first the value ofpm,/qo gr~dually increases to

peak value and after that it decreases !!rndat 93% c this yalue increa.:>esslightly at the trailing edge

and then decreases gradually. This phenomenon is observed due to vortex formation and interaction.
with the trailing edge. These peak RMS values and corresponding locations are shown in Table. 4.2. ,

In table 4.3 maximum valpes of Prm./qo and corresponding location on the upper airfoil lower surface

and lower ~irfoil upper surface have been shown. With the increase in stagger angle, position of

peak RMS of pressure oscillation'is shifted upstream on the upper airfoil lower surface and

downs~eafD. on the lower airfoil upp~r surface. On both surfaces small amount of decrease of the

magniwde of peak R.¥S of pressure oscillation is observ~d at ()= 10° and 20°.
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4.9 BOUNDARY L4YER SEPARATION CHARACTERISTICS

Boundary lllyer separation is the detachment of a boundary layer from the surface. Boundary layer' .

~eparation occurs wh~n the portion of the boundary layer closest to the wall reverses in flow ','

direction. When the entire flow is subsonic, if the low-pressure region is followed by a high pressure .

region then the boundary layer may separate. On the other hand, when the flow around the inlet is
I .

partly superso~.ic, the local supersonic region will ~sually end abruptly in a shock, and the shock- .

wall interaction may cause boundary hiyer separation. The separation point is defined as the point'

between th~ forward and backw!U'd flow, where the shear stress is zero. The point where the'

separated flow attaches to the wall again is called the reattachment point, at this point also the shear .

stress is foqnd zero.
Separation :teQgtl1(L.yep) in x~direction is c~lculated along the horizontal distance from separation

point to re~ttachment point up to which the x-shear stress has negative value. Y"ep indicates the flow

separation along y-directioQ as observed in correspqnding velocity profile.:-------~
I: -t Lsep t-

--t<:::: .~
I ' , . 7~'reattachment point
: s~p~~tion pornt; xsep

__ 1___ ~
Figl,lre.1.56 Cascade with separaron point and separation length

. .'

Figure. 4.57 shows the velociry- profile at different lo~ations on the mid-airfoil upper surface for
. I.'

()=00 and t/T=O. Here, x-velocity distributions have been shown with respect to y-direction at five

different locati~ns in the same figure. Fpr each of the curves the local x-velocity is expressed as u

aD(~uo is the first maximum x-velocity along y-direction. u/uo varies from 0 to i (for brevity all the

curves have been shown in the same figure and the corresponding value ranges from 0 to 5) if there

is no flow sepa~tion. Negative values of u/Z(06xpressthe presence of flow separation.

In figure 4.57 five curves h!ive been drawn, among them first curve represent a location (x/c=O.5)

where ther.e is no flow separation, second (x/c=O.85) and third (x/c=0.9) curves represent a location

where the flow is separated and fourth curve represents a location (x/c=0.985) where the flow is
. . !

reattached and the fifth curve is at trailing edge (x/c=l) where flow is not separated. At x/c=O.85 and

0.9 flow separation exists along Yidirection and the separation lengths 'are Yup=0.000252 and .

0.00117 respectively as shown in the enlarged figures (figure 4.58). At x/c=0.985 the shock

reattaches and in th.i~c~e no separation is observe?

Sitpif~ly, figure. 4.59 sho~s $e vflocity profile at diffe~nt locations on the mid-airfoil lower
, I

surface for 0=00 and tn--o. In this case; at x/c=0.5 flow is not separated. At x/c=0.85 and 0.9 flow.
I • I
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separation occurred an~ at ~c=O.985 flow ag~in reattaches. At the trailing edge (.x;/e=l) flow h'\S

been separate. ;At x/c=O.85 s~paration length along y-qirection Yfep=O.0071 and at x/e=O.9 separated

length Ysep 1S found to be 0.00976 (figur~. 4.qO).

Figure. 4.(51 shows the' ~~par~tion start poi!1t (xs.,le) and separatioq length (Lse"le) in a cycle for

stagger angle ()=OOto 20° at mid-airfoil upper surface (solid line with write circle), mid-airfoil lower

surface (dotted line with plack circle), upper airfoil lower surface (solid line with white square) and

lo\yer airfoil QPper surface (dotted line with blflck sqJ,lare).At 0=00 and t/T=Oon mid~airfoil upper

surface separation starts at Xsele70.76 (figure 4.61(a» and separation l~ngth is Lsele=O.234 (figure

4.61(b». In the same instant shQckwave was present at x/e=0.73. So, the separation occurred after

the shock. At time t/f-"O.l25; separation point is Xsele=O.72 separatiop length is Lsele= 0.249 and

the shock is pr~sent ~t O.6ge. J\t time t11'=0.25 separatiop starts at xf.,Je=9.673 and the length of

separation is Lse"lc=O.29. in this case shock w~ present on the same sl;)rfaceat 0.651e.So, it can be

s~id that separation can occ\!r with interaction of shock and wall 9r if low pressure region is

followed by a high pre~sure region. In the ~ext time I)ttlP, ~t t11'=0.375 separation pomt is at

xselc=O.624, sepaqltion length is 0.346e and shock wave location is at 0.582e. After that, at tl1'=O.5

s~paration po4tt shifted to O.822e, the separation length is O.l55e and shock is present at 0.56e. ,At

tl1'=O.625, no shock waveis seen on the mid-airfoil upper surface aqd also there is no separation and.. . ' [ , .
the separation length is ~ro. At tJT=O.75 an4 0.875 sepaI<J,tionis no~iced at xsele=0.95 and 0.85

, '. I

~fparation length is O.O~e aqd O.l4e res,pectively. In these two steps no shock is observed on the

mid-airfoil upper surface. So separation is occprred may be due to interaction with trailing edge. In .

the next time s,tepcycle ~ again. I

lQ case of mip-airfoillower surface (8=00) separation starts at t/T=O at Xsele=O.825 (shock wave is

present at X=p.56c) and separ~tion length is O.l53e. In the next time step, there is no shock wave

apd so~no separation is:floticed. From t/T=O.2$ to 0.875 separa~ion point gradually comes towards

upstream from xse"lc=O.95 to 0.62 and the s~paration length increases from 0.05e to 0.35e as the

spock wave move upstream from 0.73e to 0.58e.

On the upper airfoil lower surface for 0=0° separation starts at t/1'=O at x .••le= 0.721 with aI . .

separation length of 0.688 (figure. 4.61 (a),(b». From time step tlT=O.l25 to 0.375 separation

starting point (xsele) moves upstream from 0.697e to 0.624e and in this period separation length'

(Lsele) ipcr~es from O.71e to 0.8ge. At t/T=Q.5 separation occurs at O.77e and separation length is

0.785e. After 'that from t/T=0.625 to 0.875 sepatation point moves upstream from 0.776e to 0.751e

the corresponding separation,lengths a~ 0.633p, 0.238c and 0.52ge.

In case of lower airfoil upper surface for 0=00 separation starts at t/T=O at xsele=O.775 and'

separation point gradually moves upstrel'/ffiup to Xsele=0.623 (t/T=0.875). In this time duration the. '
separation length frrstdecreases from 0.77ge to 0.23ge and then increases to 0.931e and the cycle

repeats.
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Figj.lfe, 4.61 (c), (d) shows the separatiop start point 1lnds~paration iength respectively for stagger

angle 5°. On the mid.airfoil upper surface, separation starts at 0.80c at t/I'=O and the separation,

length is 0.20e. From tlT-=O.125to 0.50 separation start point gradually moves upstream (from 0.770
to 0.62e) and separation length gradually incr~ases from 0.22ge to 0.36e. At t!T=0.625, 0.75 no' '"

separation is observed. At t!T=0.875 separation is found at 0.996e with very minute separation

length (0.0037e). On the mid-airfoil lower surface, from t/T=O to 0.125 separation point moves

downstream (from 0.5ge to 0.82e) and corresponding separation length gradually' decreases from,

0.40e to 0.15e. In the next time step at t/T=O.25 nq separation is observed. From t/1'=0.375 to 1:0,

separation point moves upstream from 0.90e to 0.5ge and separation length increase here from'O.lc

to 0.40e. On the upper airfoil 'lower surface from t/T=O to 0.50 separation point moves upstream

(from 0.744e to 0.62c) and tp.en from t/T=O.5to 0.625 it goes downstream and in the next time steps,

separation point gradually mQves upstre<qn. From t/T=O to 0.5 separation length' is also

comparatively high~r. On the lower airfoil upper surface, from t/T=O to 0.125 separation point

moves downstream (from 0.5ge to 0.79c) then it gradually moves upstream in the next time steps.

SePlllflti~n length also decreased initially after t/T=O.25 separation length gradually increases to

0.80e.
The separation point and separation length for st~gger angle 8=10° have been represent by figure.. '

4.61(e), (£) t~specpvely. On the mid-airfoil upp~r surface, at t/T=Oseparation starts at 0.96c and the

separation length is 0.036c. From t/T=O.125 to 0.5 separation point moves 1:1pstream(from

xsele=O.807 to 0.66) llJldthe separation length also gradually increases from 0.19c to 0,322c. In the
I' . '

next time instant, at t!T=O.625 separation starts at 0.95c and the corresponding separation length is
, I ' .

O.Ole. At t/T=O.75 separation starts at 0.9Qc and the separation lepgth 0.07e. At t!T=0.875 no

separation is observed in this surface. Similarly~on the mid-airfoil lower surface, at time step t!T=O,
0.125 separation starts at 0.6e, 0.572c and separation length is 0.37e, 0,397c: At tlT=O.25 no

i ' .
sep~pon is observed. At t!T=0.375 separation point is located at 0.815e and the separation length

is 0.114c. From t!T=0.50 to 1.0 separation point moves upstream (from 0.85e to 0.60e) and the

separation length gradually increases from 0.15e to 0.37e. On the upper airfoil lower surface, from
t/T=O to 0.5 separation, point mpves upstream (from Xse/c=0.76 to 0.66) with the increase in

separation length fr0"l 0.67e to Ule. From t!T=O.625 to 0.875 it is observed that separation point

moves upstream from 0.82c to 0.80c and for all of these cases separation length is comparatively

higher (Lselc=1.06e, 1.2e, 1.08e). On the lower ~irfoil upper surface, from t/T=O to 0.125 separation

point moves upstream from 0.6e to 0.566c and ~heseparation length increase from 0.718e to 0.726e.
At t!T=O.25 separation starts at 0.75c with a separation length of 0.42e. From t!T=0.375 to 1.0 as

separation point moves upstream (xse/e=0.73 to 0.60) separation length gradually increases from

0.18c to 0.718c.
Figure. 4.61 (g), (h) shows the separatio~ point and separation length respectively for 8=15°. On the

mid-airfoil upper surface, from t!T=O to 0.375 separation poinr moves upstream and separation
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len~h gradpally increases. At t/T=O.S ~epar~tion starts at 0.90c and separation length' is 0.09c'. At
I

t/T=O.625 s~paration starts at 0.90c with very ~mall separation length (Lsep/c=0.06). At t/1'=O.75,
I

0.875 no separation is noticed. On the mid-airfoil lower surface, from t/T=O to 0.25 separation point

moves' upstre~ and separation length gradually increases. At tIT=0.375 no separation is observed.

Separation again ~tarts at 0.845e at tl1'=0.5 with separation length of 0.I5e and at next time steps

separation point again moves upstream with an increase in separation length. On the upper (l.irfoil

lower surface, separation point gradually move upstream from 0.756c to 0.68c (tIT=O to 0.5) and

separation length is comparatively higher. At t/T=O.625 separation starts at 0.844c and separation

length is 1.23c. After tha,t separation point comes upstream. On the lower airfoil upper surface

sep~ation length initially decreases with time, again increases. On the upper airfoil lower surface

the separation length is higher than the lower airfoil upper surface.

The separation point and separation' length for stagger angle 0=200 have been shown by figure

4.6 1(i), 0) respectively. On mid-airfoil upper surface separat~on stat1s at t/1'=O at 0.808c.and

separation length is O.lge. From t/1'=O.125 to 0.375 separation point moves upstream and the,
I '

corresponding separation leqgth increases. At t/1'=O.5 separation starts at 0.90c and the separation
, 1

length is 0.09c. A-t tJT-:-o.625 sman s~paration is noticed at O.917c. In the next two time step n<>
, I

separation is observed. Similarly, on the mid-airfoil lower surface froPl t/1'=O to 0.125 separation,

point mov~ ups.tream. At t/T=0.25 there is no separation. From t/T=OJ?5 to I separation: point '
, ,

moves ppstrealll'(from Q.81e to 0.559) with the separation lellgth increases from 0.15e to 0.43e. On'

the upper airfoil lower ~urface and lower airfoil ~pper surface similar behaviors are observed. But in

case of upper airfoil lower ~urface separation length is compar~tively larger.

, '
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u/uo
Figure. 4.59 Velocity profile at different locations near the

mid-airfoil lower waH (8=0°, tlJ':=O)
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~.10:QIt'\G CHARACTERISTICS
A drag forc~ is th~ resistance force caused by the motion of a body through a fluid, such as water or
air. A drag force acts opposite to the ~irection of the oncoming flow velocity. This is the relative
veloyity between the body and the fluid. Drag characteristics a,re expresses in terms of drag

coeffici~nt Cd.

Fo
Cd = I '
, , 22" A p", Va:,

Where, the drag forfe exerted on a boqy traveling through a fluid is given by FD• P", is the free

stream density and v",is the free stream velocity. A is thy projected c~oss-sectional area of the body

perpenpicular to the flow direction.
In traq~onic flow drag can increase via 'two mechanisms-the shock wave introduces a stagnation
pressure drop that leads to wave drag, and the presence of separation causes additional viscous drag.
The. presence of shock waves on a transonic airfoil causes reductions of total pressure that ar~
directly linked to the generation of dr~g. The contribution of the oveqll drag due to the shock is
referred to ~enerally as wave drag. Wave drag represents a substantial proportion of the total drag in
high Mach number flows. The m~tupe of wave drag can be estimated by integrating the

, \ ' , '

stagnatipn pressure losses across the shock. These losses are not uniform along the shock because
the upstream Mach number (and shqck stre~gth) reduces with distance from the surface. Typically,
the featest losses ~re ~bserved close to the airfojl surface. A qmtribution to the wake-pressure
profile of a transonic airfoil is from vi,scoPsdrag d~e to the pre~ence of flow separation. However, "
any st~ation pres~ure loss in an aqiabatic flow is related to an entropy rise. Here, the entropy

increase is achieved across the shock wave is by viscous actions on a microscopic scale.

Figure. 4.62 sQows,the drag characteri~tics op.mid-airfoil upper an~ lower surface for stagger angle~.
'(0) varying from 0° to 20°. In figur~. 4.62(a) solid line with white circle denotes the wave drag

I '

coefficient, s~lid line with white diamond is for viscous drag coefficient and solid line with ~hite
triangle stands for tqtal drag coefficient on mid-ai~oil upper surface: The plot shows the behavior in
a cycle. V{e have already seen that on mid-airfoil upper surface strong shock wave is formed, at
t/T=O and x/c=O.73. So, solid line with white circle has its peak value at t/T=O which implies that at
higher Mach number, wave drag plays the significant role than the viscous drag. Here, total drag is
the sum of wave drag and viscous drag. After t/T=O shock moves toward leading edge with lower,
strength and tile curves shows a decreasing trend. At tlT=0.5, shock occurs at x/c=0.56 with lower
strellgth and t:Qetotal drag coefficient also shows a lower 'value here. On mid-airfoil lower surface
pressure flucw~tio~ is maximum at xlc=O/73 at tJT=O.5 and hence the total drag force is also
maxi~um at this ti..pe step in which wave drag has the ~ignificant contribution. As the time goes on
and we move to the next time steps we see a decr~e in total drag force as the shock wave graQually ,
gets weaker as it moves upstream in the corresponding time steps. With the increase in stagger
angle form 5° to 20° it is observed that on mid-airfoil upper surface wave drag as well as the total,

drag increases and on the lower surface the eorresppnding value decreases.
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CHAPTERS
EXPERIMENTAL STUDY
S.l SUPERSONIC WIND TUNNEL FACILITY
Together ~ith the numerical simul~tion, 'experiments were conducted using a supersonic open

9ircuit ~ind tunnel. Maximum achievable Mach number of the wind tunnel is 1.8 with cross

section! inchx4 inch, In the wind tunnel, air is drawn in from the laboratory environment, passes

through the t~st section and is returned back to the lab through the tunnel exhaust. A high capacity

blower h!lSbeen used for this purpose. Self-excited shock oscmation around a biconvex circular arc

airfoil cascade in transonic internal flow is conducted with this facility. Cascade consists of three
I \

circular arc airfoil whiqh are placed in the test section of the wind tunnel. In the test section the

,!-irfoilcascade was placed at three different angle of attack, 0°, 5° and tO°.1n all these three cases

Jragger angle !w~ kept at 0°. In numerical case, investigation WCiS carried out for 5 different stagger

angles and in experimental case study was limited to 0° stagger angle and three different approach

angles. Figure. 5. 1(a), (b) shows the supersonit wind tunnel with Schlieren experimental setup.

I

j

(a)

(b) "r'" ~"...:::: - ; ..•. '
.... ~ ..•..•...
I 'r ~-....I' ~~'
..•.

. I

Figure. 5.1 Supersonic wind tunnel with Schlieren experimental setup
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5.2 FLOWFIELD AROUND CASCADE

To investigate the behavior of the passage shock wave in a two-dimensional transonic cascade,

experimental study has been performed for an unstaggered case with different approach angle. The

fluctuating shock 'Vave positions in the stream-wise direction in the blade passages are observed by

the Schlieren apPFtys. The occurrence of the phenomenon of the self-excited shock _wave
I

oscillatjon is confirpled clearlY in the unstaggered case.

Flow fields atound the cascade exhibiting the oscillation of shock waves are visualized by the

Schlieren system an~ recorded by a Digital Single-lens reflex (SLR) camera with a continuous light.

Figure. 5.~-5.4 shows the examples of the Schlieren photographs of transonic flow around the

unstaggered cascades. The normal shock waves are clearly observed in the cascade passages. The

normal shocks are interacting with the boundary layers and the flow separations are observed in

these phot9graphs. In the unstaggered case, the upper passage shock wave position is in different

locat~on fr9m the lower one. The observations by the Digital Single-lens reflex (SLR) camera show

that the shock flhc~ation is occurred in a range of back pressures and the upper and lower passage

shock waves move in ,almost anti-phase to each other. In the Schileren image for each case t:J1or~

than one image we~e captured to observe the shock wave oscillation at different time instant.

With the decrease in pressure r~ti? (PR), the shock wave mov~s downstream: At -different back -'

pressllre, shoc~ waves are developed asymmetrically between upper and lower surfaceS. These _, '

asymmetric shock wayes indicate the alternate shock oscillation around aiJfoil surfaces. The shock

behaviors of upper and lower passages are almost the same. The general trend is observed only for

unstaggered case and staggered case was not experimented due to the unavailability of staggered

cascade model. However, a slight differenge between numerical sbock structure and experimental

one is obServable, which is obviou~ly created due to the complexities in real flows, the main flow

non-uniformity and the sidewall boundary layers, which are never taken into acc,?unt in usual 2D

numerical simulations. Figure. 4.5 shows computer generated Mach contour images corresponding

to figure 5.2 for approach angle 0° and stagger angle 0°. The flow structures are similar to the

experimental results. Furthermore, shock wave movement extends toward~ downstream of trailing

edge at lower pres~ure ratio.

For stagger angle 0<1and approach angle 0°, normal shock wave is observed in the air foil cascade

passage. From instantaneous Schlieren image with pressure ratio (PR) 0.80, the shock is observed in
I, • "

figure. 5.2(1) with maximum Mach number ahead of the shock is M= 1.22. In the mid-airfoil upper

suJface shock is located at 0.79c and on the mid-airfoil lower surface shock is located at 0.83c. As

the pressure ratio decreaseS to 0.72, A. -shock is observed downstream of the trailing edge. Here;

maximum Mach number ahead of the shock is 1.3.With the increase of approach angle from 0° to 5°
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as shown in the figure. 5.3. At a pressure ratio of 0.8 the maximum Mach number ahead of the shock.

is 1.22.

It can be clearly observed that shock wave on the mid-airfoil upper surface and mid-airfoil lower

surface oC9ur at different locations. On the mid-airfoil upper surface normal shock wave occurs at

0.75c and on the mid-airfoil lower surface n'ormal shock wave occurs at 0.82e i.e., on the mid-airfoil
I

upper surf~ce shock occurs nearer to leadi'1g edge than the shock on the mid-airfoil lower surface ..

As the pressure ratio is decreaSed to 0.72 then A,-shock is observed on the mid-airfoil upper surface

and mid-airfo~llower surface and the shock is located at around the trailing edge,

At approach angle 100 with pressure ratio 0.69, shock waves both on mid-airfoil upper surface and

mi~-airfo'n low~r surface moves down streamas shown in figure. 5.4(1). Similar to approach angle

5°, in ~is case also shock on the mid-airfoil upper surface is nearer to leading edge than the shock

on the mid-airfoii lo\ver surface. The instantaneous shock waves are located at 0.88c on the mid.

airfoil uppbr ~urface apd 0.96c on mid-airfoil lower surface. It can be said that shock wave gets
I

weaker and both s~oc~ waves on the mid-ajrfoil upper and mid-airfoil lower surfaces are A,-shock.

Maximum Mach number ahead of the shock wave is 1.3. For approach aqgle 00 and pressure ratio

0.64 the s9pck wave moves downstream i.e., outside the trailing edge and becomes very weaker as

ShQ1 in fiFur~r 5.1~2).

In case of approach angle O~with ~ressure ratio 0.72, approach angle 5° with pressure ratio 0.72 and

approach angle 10° with pressure ratio 0.p9 the shock structure transforms from normal to A,-shock

structure. As the A. ~shockwave qas a larger foot than that of normal shock wav~ its interactiop with

bopndary l~yer is ~uch wealcer. So, finally it can be stated that with the increase of approach angle, .
and decrease in pre~s~e ratio shock wave becomes weaker.
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2) a = 0° 'Yithpressur~ ratio7=O.72(M=l.3)

5.3 SCHLIEREN IMAGE (EXPERIMENTAL)

a = Approach apglj

I) a = 0° with pr~ssure ratio=O.80 (M=1.22). ,

'(b)

(a)

(b)
1.

..

. ~.

i.

l

(c)
FilWre. 5~2~stantaneous Scqlieren im~e of airfoil cascade with stagger angle 0°, approach angle

0° with pressure ratio 0.80 and 0.72 respectively
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3) a = S° with pJssure ratio=0.80 (M=1.22)

(a)

(b)

4) a = S° with pressure r~tio=O.72 (M=~.3)

(a)

(b)

'I ."

I'
"

" ,
I

" i
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(c)
Figure. 5.3 Instantaneous Schlieren image of airfoil cascade with stagger angle 0°, approach angle

I '," .

S° with pressure ratio 0.80 and 0.72 respectively
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5) a = 10° with pressure ratio=O.69 (M=1.3)
I

6) a = 10° with pressure ratio=O.64 (M=1163)

(a) (a)

1. \

. '

;'

i.,

(b) (b)

;, ,

\', ,

;

. '

I (c) .
Figure. 5.4 Instantaneous Schlieren image of airfoil ~cade with stagger angle 0°,.approach angle'

10° with pressure ratio 0.69 and 0.64 respectively

116



1 . ':', ;
'..;;

I
i

I
I

CHAP TEl} 6

I ,
SUMMARY AND RECOMMENDATION

I
6.1 SUMMARY OF THE STUDY

A ,,?omputational study using Raynolds Aver~ged Navier-Stokes (RANS) equations has been

performed to investigate the internal flow characteristics of a biconvex circular arc airfoil cascade.
I -

Angle of attack is kept at 0°. Stagger angle is varied from 0° to 20°. The findings of the present

study can be summa~ized as follows:

i.

ii.

iii.

iv.

v.

vi.

I
Simulation ~f the flow reveals unsteadiqess in the flow field. Fluctuating pressure histories

, , .

are recorded! at different locations in the flow field. Self-excited shock wave oscillation is
I '

obselVed forian cases (8=0° to 20°).

The flow fi~ld clearly reveals the prysenye of!p.o'rmalshock wave over the airfoil surfaces

and their oscillation with time. The shock oscillation is Type-B (interrupted shock wave

motion).

I Pos~tions of the shock waves follow the periodi~ behavior corresponding to unsteady ~hock

osdUation. With the increase in staggyr ~ngle1on the mid-airfoil upper sUlface shock wave

start and end points move down stream' and on the mid-airfoil lower surface shock wave

start and endPQints move upstream.
I '

PSD from FFT calculation of the data is ).ls~dto find the priqcip~l frequency of the unsteady

behaviour. A frequency of 976 Hz is found to be the dominating frequency at different

positions.

On the mid-airfoil upper surfa~e upto So ~tagger an~le shock oscillation region increases

then with further increase in stagger angle sh~ck ~scillatio~ region decreases. On the mid-

airfoil lower surface upto 10° stagger angle shock oscillation region increases then with the

increase in stagger angle shock oscillation region decreases. :

It is obselVed that for all the case~, the flow fidd remains undisturbed from leading edge to

xlc=O.50, as in that portion no shock wavr is obselVed on the airfoil surfaces. At 0
0

stagger

angle peak ~S of pressure oscillation (Pm,.!qO) is at the same location on the mid-airfoil

upper and mid-airfoil lower surface. With the increase in stagger angle from 0° to 20°, on

the mid-airfoil upper sqrface Prm./qo fir~t increllSes from 0.667 to 0.69 and then decreases to

0.586 and the location is shiftedfromxlc=0.71 to 0.75 (towards downstream). Similarly, on, '

the mid-ai~oillower surface pnns!qo first increases from 0.68 to 0.688 and then decreases to

0.652 and th,e lpcapon is shifted towards upstream (trom xlc=0.71 to =0.625).
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vii. Flow separation occurs at a dist~ce after the shock wave. Separation i~ observed in bqth x
and y-directi~n. At (}=00, maximum separation length in x-direCtion is sllme 0.35c on the

mi4-airfoil upper and mId-airfoil lower surface. With the increa~e in stagger angle from 0°
,

'to 20°, on,the mid-airfoil upper surface maximum separation length in x-direction decrease
I ' . 1 .

- I '

frqm 0.35c t~ 0.26~c, on the mid-airfoil lower surface' th~ corresponding value increases

from 0.35c to 0.43c.

viii. Wave drags contribution is much higper than viscous drag at high speed compressible flow.

In each case wave drag is higher than viscQus drag. At stagger angle 0° wave drag is same in

both mid-airfoil upper and mid-airfoil lower surface. With the increase in stagger angle it is
I - , -

observed that on mid-airfoil upper surface wave drag as well as the total drag increases and

on the mid-airfoil lower surface the corresponding values decreases.
i

ix. From experlmental observation it c~ b~ stated that shock wave occurs both on the mid,

airfoil upper and mid-airfoil 'lower surface. With the increase in approach angle from 0 to 10

and decrease in pressure ratio from 0.8 to 0,64 shock wave becomes we~ker as the normal

shock transf?~s into ~ -shock!

"
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6.2 RECOMMENDATION
" I'.

The fqllowing recommendations can be ~ade for future::\yofik:
I: "\ • ;

i. In our study a cascade with three biconvex circular arc airfoil have been used. Also, for
t' I - ' - '

simplicity upper airfoil upper surface ¥!cd lower airfoil lower surface are omitted. Study

could be carned o1Jtwith more number ofb1ades and for 3D case.

ii. In this study stagger angle is varied from 0':' tq 20Q• It can be studied what chang~s occurin .
flow fiel9 if stagger angle is increased further. Combined effect of stagger angle, blade

spacing and angle of attack caq also be studied,

iii. The study could involve calculations of displacement thickness, shape factor, momentum

thickness, energy lo~s thickne~s, total pressure loss coefficient.

iv. Different methods for passive control can be studied to find their effect on Shock Wave

Turbulent Boundary L&yerInteraction (SWTBLI).
"v. In experimental case, shock wave is observed from instantaneous Schlieren images and

shopk 10catioQswere measured manually. A line scanning camera and data acquisition

system c~n pe used to exact~y10c;1te~hock positions and to observe its variations throughout

the cycle. ~lso, shock wave oscillation fr€;que~cy can be measured to compare the

experi~ental case with numerical re~ults.
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