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Abstract 
Ultrasound imaging provides a convenient and easily accessible means for breast cancer 
detection. Quasi-static Elastography is a very useful imaging modality which can be 
combined with conventional B-mode imaging to implement a non-invasive lesion 
classification system. Computer Aided Diagnosis (CADx) can provide an objective 
opinion alongside the radiologist's diagnosis to increase the reliability of such a system. 
Traditionally, CADx based systems have relied on statistical features derived from the 
morphology and/or texture of the lesions which are fitted to a machine learning model– to 
classify the lesions into either malignant or benign category. The performance of this 
approach is highly dependent on the selection of an appropriate set of features which is 
found to be a difficult task. The segmentation process required for feature extraction is 
time-consuming and introduces subjectivity in the classification process.  

Although a Computer Aided Diagnosis system based on object recognition techniques by 
deep Convolutional Neural Networks (CNN) holds the possibility of real-time lesion 
classification directly from images, this approach faces the difficulty of gathering enough 
data for training such a network from scratch. In this work, we investigated the use of 
transfer learning to alleviate this difficulty. We show that a CNN trained on ImageNet can 
be used as a starting point to design a deep CNN which can be trained easily on a small 
dataset of lesions. Also, we integrate both ultrasound B-mode and elastography images in 
a single unified network for lesion classification that can be trained end-to-end. On a 
dataset of 217 clinically proven cases, our approach achieves >91% accuracy, >88% 
sensitivity and >92\% specificity.  

Apart from achieving satisfactory classification performance on our dataset, the proposed 
method shows indications of improvement with increasing dataset size. This approach, 
which is based on transfer learning, is applicable to a dataset of any reasonable size and 
also maintains the scalability and flexibility of deep learning. Furthermore, this method is 
completely objective, requires no segmentation of the lesion or ROI selection and is 
suitable for a real-time classification system. Additionally, we show that classification 
results can be further improved by multi-task learning of relevant tasks or inclusion of 
additional qualitative features of the lesions.   
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Chapter 1  
Introduction and Motivation 

 

In this chapter we first introduce the concern of breast cancer among women worldwide and 
in the developing countries. Then we show how a two-in-one ultrasound imaging system can 
provide cheap and reliable screening facilities for early detection of breast cancer. Then we 
introduce Computer Aided Diagnosis as a simple and inexpensive solution to improving the 
reliability of breast cancer diagnosis and discuss the previous works done thereupon. Later we 
discuss about our motivation for designing a breast lesion classification system based on 
convolutional neural network and the objective of this thesis. 

1.1 Background 

Breast cancer is the most prevalent form of cancer in women worldwide and is the cause of 
second highest mortality rate from cancer [1]. According to [2], it is estimated that around 
508,000 women died worldwide in 2011 alone due to breast cancer across the world. Nearly 
1.7 million new cases were diagnosed in 2012 [3]. Breast cancer has been deemed as the 
number one cancer killer among women, beating cervix cancer in the USA [4]. Although, 
breast cancer rates are higher among women in the developed countries, the rate of mortality 
from breast cancer in the developing countries is almost twice that of developed countries [5]. 
The higher rate of mortality from breast cancer in underdeveloped and developing countries 
can be largely attributed to lack of adequate screening facilities and late detection. Apart from 
prevention, early detection is the most import measure in reducing mortality rates from breast 
cancer. A lot of research has been performed to develop and test different forms of imaging 
for the detection and diagnosis of breast cancer. Most noticeable of them being mammography, 
ultrasound and Magnetic Resonance Imaging (MRI). None of these imaging modalities can 
independently ensure reliable detection of breast cancer. Although mammography is the 
primary modality of imaging for diagnosis of breast cancer, it is age restrictive and less 
accessible to the patients in developing countries. Ultrasound is the cheapest and the most 
easily accessible modality of imaging for cancer detection which can be used for non-invasive 
diagnosis. However, sensitivity, specificity and accuracy from conventional B-mode 
ultrasound image alone is found not to be satisfactory [6], [7]. Other modalities of ultrasound 
imaging, such as elastography can help improve the classification performance. In recent years 
quasi-static ultrasound elastography [8] and shear-wave elastography (SWE) [9] alongside 
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ultrasound B-Mode images have been used in the classification of tumors from ultrasound 
images. 

1.2 Ultrasound Imaging for Breast Cancer Detection 

Ultrasound imaging has found numerous medical applications in gynecology, pulmonology, 
ophthalmology, urology and many other areas because of its simplicity, versatility, mobility, 
high resolution, non-ionizing nature and low cost. Ultrasound imaging can play a major role 
in reducing deaths from breast cancer due to its accessibility and low cost. Also unlike 
mammography, ultrasound imaging is not age restrictive. According to a recent study [10], 
mammography does not contribute to the reduction of mortality rate of cancer patients. The 
tumor for dense breast is hard to identify with mammogram [11] and this modality is not 
effective for detection and diagnosis of breast tumor below a certain age [12]. Moreover, in 
the context of developing countries, MRI and mammography may not be easily accessible. On 
the other hand, because of the fact that ultrasound examination is age independent and high-
resolution imaging is possible using the state-of-the-art ultrasound scanners due to the 
availability of the high-frequency probes, it has become an integral part of evaluation and 
diagnosis of breast tumors in recent years [13]. Conventional ultrasound imaging portrays the 
tissue attenuation whereas ultrasound based elastography measures the relative stiffness by 
comparing a region of interest in the target lesion with the fatty tissue in the breast. As 
discussed further in the following subsections, together these two modalities can provide 
reliable screening of breast lesions and thus reduce the rate of death and also unnecessary 
biopsies from breast cancer, especially in the developing countries where more expensive 
imaging systems are not always available to the patients. 

We briefly will discuss two ultrasound imaging modalities which are relevant to our work. 

1.2.1 B-mode Imaging 

The most commonly used ultrasound B-mode (Brightness Mode) images are formed by taking 
envelope of the Radio Frequency (RF) data and interpreting the amplitudes as brightness. The 
complete imaging system includes several preprocessing and post processing steps to produce 
a good quality 2D image. In the context of breast cancer detections, B-mode ultrasound can be 
readily used to view a tumor/lesion because high frequency ultrasound can easily penetrate 
soft tissue and produce high resolution images which can point out different characteristics or 
features of the tumor/lesion. However, it is often used alongside other modalities, like 
mammography to increase the reliability of the diagnosis. 
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1.2.2 Quasi-static Elastography 

Elastography [14] (also known as strain imaging) is an imaging modality which is used for 
visualizing the stiffness distribution in the soft tissue. It is useful because of the fact that tissue 
stiffness has deep correlations with the pathology change of the tissue. Even before the advent 
of tissue elastography, physicians used manual palpitation to estimate the stiffness of tissue for 
diagnostic purpose. Elastography provides a means of a more accurate and objective 
quantification of the stiffness properties of the tissue, even for internal organs like liver. So, 
Elastography is often used alongside conventional imaging modalities like B-mode ultrasound 
imaging to facilitate a more reliable diagnosis. The elastography techniques can be loosely 
categorized according to how the stress is applied and how the tissue deformation is measured. 
For example, stress can be applied externally by means of the probe [14] or internally via 
acoustic radiation force [15] (ARFI). On the other hand, tissue deformation can be measured 
using MRI or ultrasound. 

 

 

Figure 1.1 Overview of the quasi-static elastography process [16]. (a) The anatomy is 
scanned with a conventional ultrasound probe, which is moved very slightly up and down 
(much less than is shown here). In this example, the dashed circle is stiffer than the 
surrounding tissue. 

 

In quasi-static ultrasound elastography (Figure 1.1), the deformation is caused by applying 
external pressure on the tissue surface with the transducer, and estimated using ultrasound 
backscatter echoes. In quasi-static elastography, the time domain post-compression RF signal 
is modeled as a compressed and delayed version of the pre-compression RF signal. To ascertain 
the displacement between these two signals which is eventually used to calculate strain, the 
correlation of these pre- and post-compression signals are analyzed. Though, there are more 
quantitative techniques based on shear wave speed [17], quasi-static elastography is a 
qualitative technique that is unsuitable for measuring absolute tissue stiffness. However, it is 
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possible to relate stiffness of a lesion to that of the background tissue. In addition, it has a high 
spatial resolution, is real time, and does not require any modifications to conventional 
ultrasound hardware. 

1.2.3 Two-in-one Imaging System for Breast Cancer Diagnosis 

As mentioned before, it is hard to predict the malignancy of a breast lesion reliably from only 
conventional ultrasound B-mode images. However, in addition to B-mode imaging, quasi-
static elastography can provide vital information regarding the stiffness distribution of a lesion. 
Other elastography imaging systems like Shear Wave Elastography (SWE) could also be used 
for this purpose, but quasi-static elastography has the convenience that no additional hardware 
is required to form these images, only a software implementation of the elastography 
algorithm, which makes the diagnostic process cheaper and more easily available to the 
patients in the developing countries. Quasi-static strain imaging can be implemented in any 
ultrasound imaging system capable of producing a B-mode image and the two imaging 
modalities can be viewed side-by-side in real time which would provide the radiologists a 
better insight about the pathology of the lesion.  

 

 

Figure 1.2 A two-in-one imaging system whereby both ultrasound B-mode and quasi-
static elastography can be viewed side by side 
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Strain images produced by elastography reveals the stiffness distribution of the lesion. 
Malignant lesions are known to be stiffer and have irregular stiffness distributions [18]. On the 
other hand, benign lesions are usually less stiff and the stiffness is uniformly distributed. This 
knowledge of elasticity, i.e. stiffness can be vital in distinguishing between malignant and 
benign lesions. Although in case of quasi-static elastography, absolute value of stiffness i.e. 
elastic modulus cannot be measured, the strain within a lesion can be compared to strain of the 
healthy surrounding tissue to produce a quantitative measure called strain ratio, which is found 
to be a very effective in distinguishing malignant lesions from benign ones. The relative sizes 
of the lesion in the two imaging modalities can also provide indications regarding malignancy. 
Malignant lesions are usually surrounded by stiffer tissue and thus occupy a slightly larger area 
in the elastography than in the B-mode image. Another important clue that elastography can 
provide is the presence of necrosis, i.e. dead tissue within a malignant lesion. Due to all these 
advantages a two-in-one imaging system can provide a much more reliable diagnosis than that 
using only B-mode elastography. 

1.3 Computer-Aided Diagnosis (CADx) for Breast Cancer Detection 

Reliability is a big issue when it comes to medical diagnosis. Reliability of a diagnostic 
process, for example in our case, the detection of breast cancer from ultrasound images can be 
increased by reducing inter-observer variation. Often, double-reading whereby the same lesion 
is examined by two different radiologists can be used to reduce this variation and thus produce 
a more reliable and objective diagnosis [19]. But this requires extra work and time and incurs 
more cost. So, rather than taking opinion from a second radiologist, automated Coputer-Aided 
Diagnosis system could be used to produce a second opinion free of cost and thus support the 
diagnostic procedure. Computer-Aided Diagnosis (CADx) is a computerized procedure to 
provide a second objective opinion for the assistance of medical image interpretation and 
diagnosis. One of the major CADx applications is the differentiation of 
malignancy/benignancy for tumors/lesions. Several studies have suggested that the 
incorporation of the CADx system into the diagnostic process can improve the performance of 
image diagnosis by decreasing inter-observer variation [20], [21] and providing the 
quantitative support for the clinical decision like biopsy recommendations [22]. Specifically, 
the CADx systems were shown to be effective to assist the diagnostic workup for the reduction 
of unnecessary false-positive biopsies [22] and thoracotomy [22]. However, it should be 
emphasized the objective of a CADx system is to supplement/support the diagnosis by human 
radiologists rather than replace them. 
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1.4 Feature Based Breast Lesion Classification 

Traditionally, a CADx system is known to be comprised of three steps – feature extraction, 
feature selection and classification. Engineering of effective feature extraction step for each 
specific problem is regarded as the one of the most important issues in CADx. Extraction of 
discriminative features could potentially ease the latter steps of feature selection and 
classification. Traditionally, CADx systems for breast lesion classification have relied on 
statistical features derived from the morphology [23] and/or texture [24] of the lesions which 
are fitted to a machine learning model [8], [25], [26] to classify the lesions into either malignant 
or benign category. The extraction of effective features is a complicated task that involves 
many image processing steps. These image processing steps include morphological feature 
computing  [20], [27], [28], which is still difficult to solve [29], and image decomposition [30], 
[31], followed by statistical summaries and presentations for the calculation of textural 
features[32]. In feature integration by classifier, the widely used techniques are based on the 
KNN (k-nearest neighbor) method [33], [34], LDA (linear discriminant analysis) [35], [36] 
and SVM (support vector machines) [37], [38]. 

1.4.1 Breast Lesion Classification from Ultrasound Features 

Although, ultrasound B-mode is the most accessible imaging modality, the sensitivity, 
specificity and accuracy of conventional B-mode US alone is not yet satisfactory as shown in 
a recent study (88.5%, 42.9%, and 53.6%, respectively) [6] based on the Breast Imaging-
Reporting and Data System (BI-RADS) specified criteria (developed by the American College 
of Radiology (ACR 2003)). According to [7], six B-mode ultrasound features (e.g., orientation, 
undulation, angularity, average gradient, gradient variance and intensity variance) based 
classification resulted in sensitivity, specificity, and accuracy of 70.6%, 89.4%, and 82.3%, 
respectively. In [23], a morphometric parameter-based (e.g., form factor, roundness, aspect 
ratio, convexity, solidity) breast tumor classification scheme with 88.89% sensitivity, 92.50% 
specificity and 90.95% accuracy has been reported. 

As B-mode alone is not adequate to avoid unnecessary biopsies, ultrasound elastography has 
become popular in the diagnosis of breast tumors [39]. The reported sensitivity are 100%, 
83.8%, 70.1%, specificity, 73.8%, 87.6%, 93.0%, and accuracy, 80%, 86.2%, 87.1%, for the 
UE features, `area ratio(AR)' [6], `strain ratio (SR)' [7] and `elasticity scoring' [40], 
respectively. 

To further improve the accuracy of diagnosis, the bi-modal imaging, i.e., combined B-mode 
and elastography has been considered in the previous studies [6]–[8], [41]. The efficacy of 
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combined B-mode and elastogram has been verified in [41], [42], where the conventional 
ultrasonic images of invasive ductal carcinoma, fibroadenoma, hematoma, malignant lymph 
node and cyst of breast are compared with elastogram, based on the lesion size, stiffness, and 
contrast measured from the strain images. An overall sensitivity of 95% and specificity of 85% 
were recorded for differentiating malignant and benign breast lesions. In [6], the reported 
sensitivity, specificity and accuracy of the combined B-mode and elastogram have been found 
to be 88.50%, 78.60%, and 80.90%, respectively, and 95.60%, 87.60%, and 90.60%, 
respectively, in [7]. [8] used an EMD-DWT based transformed domain reduced feature space 
technique and reported a accuracy, sensitivity and specificity of 98.21%, 97.93% and 98.01% 
respectively. 

Apart from morphological features discussed above, textural features from B-mode images can 
also be used to classify lesions. The ultrasound textures can be regarded as the regional 
intensity distribution features characterizing the scattering properties of ultrasonic RF echoes 
in B-mode images of breast tissues [43].Traditionally, the texture feature descriptors are 
calculated using a variety of statistical, structural, spectral and model based techniques, such 
as auto-covariance coefficients [44], [45], gray level co-occurrence matrix (GLCM) [46], [47], 
block difference of inverse probabilities [45], [46], block variation of local correlation 
coefficients [46], fractal dimension [46] and complexity curve [47], [48]. These methods can 
represent the statistical characteristics of gray level distribution in certain region of interest 
(ROI). [24], [25] used shearlet based textural features which showed better classification 
performance. [25] used stacked deep polynomial network for classification from textural 
features and reported accuracy, sensitivity and specificity of 92.40%, 92.67% and 91.36% 
respectively. 

1.4.2 Limitations of the Feature Based Classification Approach 

Although most of CADx systems proposed so far have relied on feature based classification, 
this approach has some major limitations. The extraction of meaningful features is highly 
dependent on the quality of each intermediate result in the image processing steps [27], [28], 
[32], which often requires recursive trial and error to obtain satisfactory results. Thus, it is 
time-consuming and very difficult to design and tune the overall performance of a conventional 
CADx framework to get a satisfactory result because many image processing steps need to be 
considered at the same time. Also, the performance of this approach is highly dependent on 
the set of selected features. It is found to be difficult to choose an optimal set of features from 
a wide range of features having different performance levels [8]. Also, to derive morphological 
features a lesion boundary needs to be identified which can be problematic if the boundary of 
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a lesion is not distinguishable from the ultrasound image. If automated segmentation of 
ultrasound images is used, the performance level of the whole process depends on the 
segmentation algorithm used. Manual segmentation is more accurate, but is time-consuming 
and introduces subjectivity in the classification process. Although, textural features do not 
require accurate segmentation, the type of image decomposition method used dictates the 
performance these features which are not guaranteed to be best/optimal for the problem. 
Moreover, the scalability of such feature based approach is not proven for bigger datasets i.e. 
whether they would be able to learn or take advantage of the diverse information present in a 
bigger dataset has not yet been studied. 

1.5 Computer Aided Diagnosis Using Deep Neural Networks 

Due to all the aforementioned inconveniences of feature based classification approach, there 
has been a growing interest in using Deep Neural Networks (DNN) for classification of 
tumors/lesions directly from images without any intermediate feature engineering  [9], [49], 
[50]. A Deep Neural Network (DNN) [51] consists of multiple layers of neurons stacked on 
top of one another. Higher layers process the outputs from lower layers and thus form a more 
abstract representation of the input data. Multiple layers of abstraction allow the network to 
extract complex features inherently. Two broad classes of deep architectures, namely 
convolutional (CNN) [52] and recurrent (RNN) [53] networks stand out as most successful 
ones for solving diverse classes of problems in different fields. 

DNNs use multiple layers of processing to inherently extract task-relevant features directly 
from the input data [54]. This provides immense flexibility to this method and allows similar 
Deep Learning (DL) approaches to be applied to a variety of machine learning tasks [51], if 
sufficient data is available. For the problem of lesion classification, deep neural networks can 
alleviate the difficulty of engineering features. The classification algorithm can be applied 
directly on ultrasound images, without any need for segmentation or image processing steps. 
This approach is also scalable when more data becomes available as the network size can be 
increased to take advantage of the information available in big datasets, resulting in graceful 
increase in classification performance with size of the training dataset.  

Deep Neural Networks have found numerous applications and revolutionized various machine 
learning tasks such as object recognition, audio classification and segmentation, speech 
recognition, machine translation and robotics. Apart from these applications, deep learning 
methods have been introduced to medical imaging with promising results in various medical 
applications, such as the computerized prognosis or diagnosis for Alzheimer’s disease [55]–
[57] and mild cognitive impairment [58], organ segmentation [59] and detection [60] 
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ultrasound standard plane selection [61], tissue classification in histological and 
histopathological images [62], [63] and knee cartilage segmentation [64], among others. 

1.5.1 Convolutional Neural Networks 

In recent years deep Convolutional Neural Networks (CNN) [51], [65] have been shown to 
produce outstanding classification results on big labeled datasets such as ImageNet [66] while 
outperforming feature based learning by a huge margin. CNNs are a class of feed-forward 
neural networks, which implement one or more convolutional layers. A convolutional layer 
consists of a set of filters, each of which shares its weights across spatial/temporal dimensions 
of the input. This ensures a shift-invariant approach which is effective for feature extraction 
from a broad range of data types such as image, audio and text.  

CNNs have achieved remarkable success in image classification [67], object recognition [68] 
and segmentation [69] . However, training deep CNNs from scratch usually requires big 
datasets which poses a problem for medical applications where there is a scarcity of data [70]. 
So, the deep learning approaches that operate directly on ultrasound images need to either use 
a big dataset or limit the network size to prevent overfitting. However, as we will discuss later, 
transfer learning [71] can be used to alleviate this problem to a considerable extent. 

1.6 Related Works: Classification of Lesions Directly from Ultrasound 
Images 

The interest of researchers to apply deep neural networks directly on ultrasound images is fairly 
recent. Cheng et al. [28] first used Stacked Denoising Auto-Encoder (SDAE) to pretrain a 2-
hidden-layer deep neural network on B-mode breast lesion images (flattened to an array of 
pixel-wise intensity values), which was consequently fine-tuned for lesion classification. Their 
dataset contained 275 benign and 245 malignant lesions and they achieved an accuracy of 
82.4%. Zhang et al. [9] used a Pointwise Gated Restricted Boltzman Machine to extract 
relevant features from Shear Wave Elastography images of lesions and applied a conventional 
RBM and then a Support Vector Machine (SVM) on the extracted task-relevant features to 
classify lesions. They reported a classification accuracy of 93.4% on a dataset of 135 benign 
and 92 malignant lesions. Although these methods used DNNs to classify breast lesions, the 
networks they used had a densely connected architecture, rather than a convolutional 
architecture. Only Han et al. [49] have reported to be able to successfully train a deep 
convolutional neural network, GoogleNet [72] on ultrasound B-mode images. However, this 
method utilized a very big dataset of lesions, containing 4254 benign lesions and 3154 
malignant lesions. They reported a classification accuracy of 91.23%. 
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Apart from breast lesions, deep neural networks have been used to classify liver lesions from 
US images as well [73]–[75]. Among these works, the findings by Meng et al. [73] is highly 
relevant to our work as they utilized transfer learning technique to overcome the limitation of 
a small dataset and to successfully train a deep neural network (VGGNet + FCNet) end-to-end 
to classify liver fibrosis from B-mode images. We independently found out the utility of 
transfer learning for our task i.e. detecting malignancy in bi-modal US images of breast lesions. 

 

 

Figure 1.3 Lesion classification from visual clues. The malignant (carcinoma) lesion has 
a vertical orientation (B-mode) and shows presence of necrosis (elastography). The 
fibroadenoma lesion has an elliptic shape (B-mode) and has almost homogenious strain 
distribution (elastography). The cyst lesion has distinctive capsulation  (B-mode) and 
filled with fluid (elastography). 

 

1.7 Motivation 

For image classification and object detection Convolutional Neural Networks work analogous 
to the human eye in that, they look for visual clues and form representations of different 
structures present in the image such as edges, shapes and textures. Radiologists have used 
visual clues such as vertical orientation, capsulation, posterior acoustic shadowing, area ratio 
etc. to classify lesions (Figure 1.3). Although these clues are often quantified in the form of 
quantitative morphological and textural features, this is an artificial processing step that could 
introduce bias in the classification process. So, instead of engineering features, it is more 
intuitive to train a model to learn visual clues directly from the images. This process is similar 
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to how a radiologist would learn to classify lesions, except a machine learning algorithm would 
be much more accurate, less biased and more discerning. So, it seems very intuitive to train a 
convolutional neural network to classify breast lesions directly from ultrasound images. 

However, the main difficulty in training a deep CNN on ultrasound images of breast lesions is 
the unavailability of a big and diverse dataset of labeled ultrasound images (such as ImageNet 
for object recognition). We used transfer learning [71] to circumvent this problem. Transfer 
learning is the process of transferring required knowledge that is common between two 
machine learning tasks, from a source task with sufficient available data to a similar/related 
target task where there is a shortage of available data (Figure 1.4). This, in turn, relaxes the 
requirement for a higher amount of data and also facilitates more robust learning from a small 
dataset for the target task.  

 

 

Figure 1.4 Comparison between transfer learning and traditional machine learning. In 
transfer learning, scarcity of trainable data is handled by first training a model on a 
relevant source task with adequate training data, and then transfering the knowledge 
learned to the target task which is used as a starting point for training on the target task. 
This in turn facilitates learning from a smaller dataset on the target task. 

 

Deep CNNs trained on a diverse labeled dataset such as ImageNet are known to learn rich 
feature representations for visual recognition tasks [76], [77]. Features produced by these deep 
CNNs are found to be flexible enough to be transferred among varieties of image classification/ 
segmentation [78] tasks. Intermediate feature maps from CNNs trained on ImageNet have been 
used for tasks such as perceptual evaluation [79], style transfer [80] and also for classification 
of audio from spectral representations [81], [82]. We are motivated to investigate the utility 
and the versatility of these features for lesion classification in ultrasound images. 
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In addition, we want to include both ultrasound B-mode and elastography images in the 
classification process, because, as mentioned in previous sections, it has proven to improve 
classification performance of both human radiologists and feature based machine learning 
models. So, we can expect a performance increase in case of classification by convolutional 
neural network as well by using both B-mode and quasi-static elastography images for the 
classification process. 

1.8 Objective of This Thesis 

The objectives of this thesis are as follows – 

• To design a convolutional neural network based system for classification of breast 
lesions into malignant and benign categories that avoids feature engineering and 
feature selection, and operates directly on images. 

• To investigate the use of transfer learning to train a deep convolutional neural network 
on a small dataset of breast lesions. 

• To combine two imaging modalities – ultrasound B-mode and quasi-static 
elastography in a single end-to-end trainable model for higher classification 
performance. 

• To classify lesions directly from image frames/video obtained from the ultrasound 
machine, in a single step without any need for segmentation or ROI selection. The only 
requirement would be that the lesion be observable in the selected frames/video. This 
would make the proposed approach suitable for a real-time classification system. 

• To make the classification model scalable in the sense that, as the amount of available 
data increases, the network can be fine-tuned further to achieve better results and thus 
fully utilizing the diverse information present in bigger datasets. 

• To facilitate the inclusion of additional information when available in the 
classification/ training process. 
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1.9 Thesis Layout 

• In Chapter 2 we will present the conceptual and theoretical background of 
convolutional neural networks. 

• In Chapter 3 we will discuss the methodology of our work – the nature of the data 
collected, how they are collected, processed and also about the proposed design of the 
CNN architecture and the rationale and considerations regarding this design. 

• In Chapter 4 we will discuss how we evaluated the learning algorithm, i.e. how its 
performance was measured. Then we will present the results obtained in our 
experiments and their implications. 

• Finally, in chapter 5 we end our discussion with some conclusive remarks and point 
out the prospects of future work. 
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Chapter 2  
Deep Learning and Convolutional Neural Networks  

 

In this chapter, first we present a brief discussion on supervised machine learning and also the 
important concepts of model capacity, overfitting and underfitting which are very relevant for 
machine learning tasks on small datasets. Then we introduce deep neural network as a 
supervised learning algorithm. Next, we discuss convolutional neural network which is the 
type of architecture that plays the central role in the proposed model (discussed in Chapter 3). 
Next we briefly discuss ways of training and regularizing deep neural networks in the context 
of our work. Finally, we discuss transfer learning in convolutional neural networks and its 
utility. 

2.1 Machine Learning 

Machine Learning (ML) is the study of algorithms and statistical models related to data-driven 
learning. It is often thought as a sub-field of Artificial Intelligence (AI) that facilitates learning 
from experience i.e. data rather than by explicit programming by human. Here learning is 
defined as follows – a computer program is said to learn from experience E with respect to 
some class of tasks T and performance measure P, if its performance at tasks in T , as measured 
by P , improves with experience E.” Here, T is usually some desired outcome from the model 
such as classification, regression, anomaly detection or clustering; E is the training data and P 
is some objective function such as mean squared error or cross-entropy. Machine learning 
facilitates solving complicated task-specific problems that are too difficult or cumbersome to 
solve for a human programmer by hand. Machine learning is said to have 3 main branches – 
supervised learning, unsupervised learning and reinforcement learning. 

2.1.1 Supervised Learning 

A supervised learning task involves learning to predict a desired output given some input. The 
training data contains both inputs and desired outputs for each data-point. The objective of the 
learning algorithm is to predict the outputs for new data (i.e. outside training data) as accurately 
as possible. So, a supervised learning algorithm must be able to generalize to data it has never 
seen before, rather than only performing well on the training data. Two of the well-known 
supervised learning tasks are regression and classification. In case of regression a numerical 
value is predicted by the algorithm. On the other hand, in case of classification a class label is 
predicted. Support Vector Machine, K Nearest Neighbors, Decision Trees, linear regression 
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and classification algorithms are some well-known supervised learning algorithms. Feed 
forward neural networks are also primarily used for supervised learning tasks. However, 
different variants of neural networks in general (like auto-encoders, Restricted Boltzmann 
Machine, auto-regressive models etc.), have been used for unsupervised, semi-supervised 
learning, generative modeling and density estimation as well. 

2.2 Capacity, Overfitting and Underfitting 

As mentioned before, a machine learning algorithm must perform well not only on the training 
set, but also on new data points. So, it has two objectives- 

i. Reduce error on the training set 
ii. Reduce the difference between training and test error 

Objective (i) is often explicitly accomplished by an optimization algorithm, however, objective 
(ii) cannot be accomplished explicitly. It requires that we make some assumptions about the 
data generating process. According to statistical learning theory, we can make such 
assumptions given that that the examples in each dataset are independent from each other, and 
that the train set and test set are identically distributed, drawn from the same probability 
distribution as each other. These assumptions in turn dictate how flexible our choice of the 
model is, which is known as the capacity of the model. Informally, a model’s capacity is its 
ability to fit a wide variety of functions. It may depend one various factors such as the choice 
of the model, optimization tactics, regularization and constraints. In case of deep neural 
networks, often the size, i.e. the number of parameters is taken as an indicator of the capacity. 
However, in practice, the estimation of capacity is much more complicated. 

The two objectives mentioned before often are at odds with each other, i.e. if we try to reduce 
the training error excessively, we may end up increasing the generalization error. The extremes 
of the two objectives result in two unwanted phenomena know as overfitting and underfitting. 
Underfitting occurs when the model is not able to obtain a sufficiently low error value on the 
training set. Models with low capacity may struggle to fit the training set. Models with high 
capacity can overfit by memorizing properties of the training set that do not serve them well 
on the test set. Figure 2.1 demonstrates the effect of model capacity and the phenomenon of 
overfitting and under fitting for simple polynomial regression. 
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Figure 2.1 We fit three models to an example training set. (Left)A linear function fit to 
the data suffers fromunderfitting—it cannot capture the curvature that is present in the 
data. (Center). A polynomial of degree 4 fit to the data generalizes well to unseen points. 
It does not suffer from a significant amount of overfitting or underfitting. (Right)A 
polynomial of degree 9 fit to the data suffers fromoverfitting. 

 

2.3 Deep Neural Networks 

2.3.1 Artificial Neural Networks 

A neural network is a computation model loosely based on the biological neural networks in 
animal brains. It consists of individual signals/variables called neurons connected by weighted 
connections, called edges. Typically, neurons are organized in layers. Different layers may 
perform different kinds of transformations on their inputs. The activity of the neurons are 
modeled by applying a nonlinearity to the weighted sum of its inputs. A neural network can 
learn to solve a problem by adjusting its weights based on the training data. 

 

Figure 2.2 A neural network with a single hidden layer. 
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2.3.2 Deep Feedforward Neural Network 

A Deep Neural Network (DNN) consists of one or more hidden layers (Figure 2.2) which 
mediate the connection among the input and the output layers. Each hidden layer is connected 
to the previous one and to the next one. The later (deeper) layers process the outputs of the 
previous layers. 

The goal of a feedforward network is to approximate some function 𝑓𝑓∗. For example, for a 
classifier, 𝑦𝑦 = 𝑓𝑓∗(𝑥𝑥) maps an input 𝑥𝑥 to a category 𝑦𝑦. A feedforward network defines a 
mapping 𝑦𝑦 = 𝑓𝑓(𝑥𝑥;  𝜃𝜃) and learns the value of the parameters 𝜃𝜃 that result in the best function 
approximation. These models are called feedforward because information flows through the 
function being evaluated from 𝑥𝑥, through the intermediate computations used to define 𝑓𝑓 , and 
finally to the output 𝑦𝑦. There are no feedback connections in which outputs of the model are 
fed back into itself. When feedforward neural networks are extended to include feedback 
connections, they are called recurrent neural networks 

Deep feedforward networks perform a chain of transformations (i.e. 𝑓𝑓 ≡ 𝑓𝑓𝑛𝑛 ∘ … ∘ 𝑓𝑓2 ∘ 𝑓𝑓1) on 
the input to produce the outputs. In a densely connected layer each transformation is simply an 
affine transformation followed by a non-linearity. 

 𝛿𝛿𝑖𝑖+1 = 𝜎𝜎(𝑊𝑊𝑖𝑖𝛿𝛿𝑖𝑖 + 𝑏𝑏𝑖𝑖) (2.1) 

Where, 𝛿𝛿𝑖𝑖 is the input of the layer, and 𝛿𝛿𝑖𝑖+1 is the output or activation of the layer of the layer. 
𝑊𝑊𝑖𝑖 is known as the weight matrix and 𝑏𝑏𝑖𝑖 is known as the bias vector. 𝜎𝜎 is the non-linear 
activation function. 

2.4 Convolutional Neural Network 

Convolutional Neural Networks (CNN) are a type of deep feedforward neural network 
specialized for handling data that has high degree of temporal or spatial correlation, i.e. 1D 
time-series data like audio, text and 2D spatial data like image. A convolutional neural network 
uses convolutional layers containing filters that capture spatially distributed features more 
effectively and efficiently. Apart from convolutional layers a CNN may include pooling layers 
to achieve shift invariance. Convolutional neural networks have been tremendously successful 
at speech and image recognition, segmentation, image and audio generation, machine 
translation and even at playing games by reinforcement learning. 

In a CNN the input image is processed by multiple convolutional layers that gradually form 
more abstract representations of the image. This is partially inspired by the visual cortex in the 
animal brain. Lower layers learn representations of basic primitives of the image like edges 
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and textures. Higher layers connect these primitives to form representations of higher level 
primitives like shapes and eventually more complex parts like human eyes, noses and lips and 
finally for complete human faces. 

 

 

Figure 2.3 An example of 2-D convolution without kernel-flipping. We draw boxes with 
arrows to indicate how the upper-left element of the output tensor is formed by applying 
the kernel to the corresponding upper-left region of the input tensor. 

 

2.4.1 Convolution 

Convolutional networks use convolution in place of general matrix multiplication in their 
convolutional layers. Convolutional for 1D discrete time signal is defined as – 

 𝑠𝑠(𝑡𝑡) = (𝑥𝑥 ∗ 𝑤𝑤)(𝑡𝑡) = � 𝑥𝑥(𝑎𝑎)𝑤𝑤(𝑎𝑎 − 𝑡𝑡)
∞

𝑎𝑎=−∞

 (2.2) 

Where, x is the input and 𝑤𝑤 is the kernel which are both functions of t. However, in practice 
the input is 2D and usually finite and the kernel a multidimensional array of parameters that 
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are adapted by the learning algorithm. And the operation is implemented as correlation rather 
than convolution (Figure 2.3). The mathematical expression of this operation is given by - 

 𝑆𝑆(𝑖𝑖, 𝑗𝑗) = ��𝐼𝐼(𝑖𝑖 +𝑚𝑚, 𝑗𝑗 + 𝑛𝑛)𝐾𝐾(𝑚𝑚,𝑛𝑛)
𝑛𝑛𝑚𝑚

 (2.3) 

Where I is the input channel, K is the filter, known as “kernel” and S is the output channel. In 
practice there are multiple input and output channels, where each output channel accumulates 
(adds) contributions from all input channels.  

Discrete convolution can be viewed as multiplication by a matrix. However, the matrix has 
several entries constrained to be equal to other entries. For example, for univariate discrete 
convolution, each row of the matrix is constrained to be equal to the row above shifted by one 
element. This is known as a Toeplitz matrix. In two dimensions, a doubly block circulant 
matrix corresponds to convolution. In addition to these constraints that several elements be 
equal to each other, convolution usually corresponds to a very sparse matrix. This is because 
the kernel is usually much smaller than the input image. 

2.4.2 Convolutional Layers and Motivation 

Convolution leverages three important ideas that can help improve a machine learning system: 
sparse interactions, parameter sharing and equivariant representations. Moreover, convolution 
provides a means for working with inputs of variable size. We now describe each of these ideas 
in turn. 

Sparse interactions: Traditional neural network layers use matrix multiplication by a matrix 
of parameters with a separate parameter describing the interaction between each input unit and 
each output unit. This means every output unit interacts with every input unit. Convolutional 
networks, however, typically have sparse interactions (also referred to as sparse connectivity 
or sparse weights) (Figure 2.4). This is accomplished by making the kernel smaller than the 
input. For example, when processing an image, the input image might have thousands or 
millions of pixels, but we can detect small, meaningful features such as edges with kernels that 
occupy only tens or hundreds of pixels. This means that we need to store fewer parameters, 
which both reduces the memory requirements of the model and improves its statistical 
efficiency. It also means that computing the output requires fewer operations. 

Parameter Sharing: Parameter sharing refers to using the same parameter for more than one 
function in a model. In a traditional neural net, each element of the weight matrix is used 
exactly once when computing the output of a layer. It is multiplied by one element of the input 
and then never revisited. As a synonym for parameter sharing, one can say that a network has 
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tied weights, because the value of the weight applied to one input is tied to the value of a weight 
applied elsewhere. Ina convolutional neural net, each member of the kernel is used at every 
position of the input (except perhaps some of the boundary pixels, depending on the design 
decisions regarding the boundary). The parameter sharing used by the convolution operation 
means that rather than learning a separate set of parameters for every location, we learn only 
one set. It also further reduces the storage requirements of the model parameters. 

 

 

Figure 2.4 Sparse connectivity, viewed from above: We highlight one output unit, s3, and 
also highlight the input units in x that affect this unit. These units are known as the 
receptive field of s3. (Top)When s is formed by convolution with a kernel of width 3, only 
three inputs affect s3. (Bottom)When s is formed by matrix multiplication, connectivity 
is no longer sparse, so all of the inputs affect s3. 

 

Equivariance: In the case of convolution, the particular form of parameter sharing causes the 
layer to have a property called equivariance to translation. To say a function is equivariant 
means that if the input changes, the output changes in the same way. Specifically, a function 
𝑓𝑓(𝑥𝑥) is equivariant to a function g if 𝑓𝑓(𝑔𝑔(𝑥𝑥)) = 𝑔𝑔(𝑓𝑓 (𝑥𝑥)). In the case of convolution, if we let 
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g be any function that translates the input, i.e., shifts it, then the convolution function is 
equivariant to 𝑔𝑔. For example, let 𝐼𝐼 be a function giving image brightness at integer 
coordinates. Let 𝑔𝑔 be a function mapping one image function to another image function, such 
that I’=g(I) is the image function with 𝐼𝐼’(𝑥𝑥, 𝑦𝑦)  =  𝐼𝐼(𝑥𝑥 −  1, 𝑦𝑦). This shifts every pixel of 𝐼𝐼 one 
unit to the right. If we apply this transformation to 𝐼𝐼, then apply convolution, the result will be 
the same as if we applied convolution to 𝐼𝐼’, then applied the transformation 𝑔𝑔 to the output. 
When processing time series data, this means that convolution produces a sort of timeline that 
shows when different features appear in the input. If we move an event later in time in the 
input, the exact same representation of it will appear in the output, just later in time. Similarly 
with images, convolution creates a 2-D map of where certain features appear in the input. If 
we move the object in the input, its representation will move the same amount in the output. 
This is useful for when we know that some function of a small number of neighboring pixels 
is useful when applied to multiple input locations. For example, when processing images, it is 
useful to detect edges in the first layer of a convolutional network. The same edges appear 
more or less everywhere in the image, so it is practical to share parameters across the entire 
image. 

 

Figure 2.5 The ReLU activation. 

 

2.4.3 Activation Function: ReLU 

The activation function is a non-linear function applied to the output of each neuron in a layer. 
In case of convolutional neural networks, Rectifying Linear Units (ReLU) is the most 
commonly used non-linearity. For a given input 𝑥𝑥 the output of ReLU is simply defined as  

 𝑦𝑦 = 𝑥𝑥+ = max (𝑥𝑥, 0) (2.4) 

That is, if x is positive, it is passed without any modification. However, if x is negative, zero 
is passed instead. So, the ReLU function is simply a rectifier that clips the values below zero. 
It has been shown that this type of activation perform best for convolutional neural networks 
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[83]. They are shown to solve the vanishing gradient problem in deep architectures and thus 
facilitates better learning [84]. The ReLU function (y-axis) is plotted against its input (x-axis) 
in Figure 2.5. 

 

Figure 2.6 Max pooling introduces invariance. (Top)A view of the middle of the output 
of a convolutional layer. The bottom row shows outputs of the nonlinearity. The top row 
shows the outputs of max pooling, with a stride of one pixel between pooling regions and 
a pooling region width of three pixels. (Bottom)A view of the same network, after the 
input has been shifted to the right by one pixel. Every value in the bottom row has 
changed, but only half of the values in the top row have changed, because the max pooling 
units are only sensitive to the maximum value in the neighborhood, not its exact location. 

 

2.4.4 Pooling 

A pooling function replaces the output of the net at a certain location with a summary statistic 
of the nearby outputs. For example, the max pooling [85] operation reports the maximum 
output within a rectangular neighborhood. Other popular pooling functions include the average 
of a rectangular neighborhood, the 𝐿𝐿2 norm of a rectangular neighborhood, or a weighted 
average based on the distance from the central pixel. In all cases, pooling helps to make the 
representation become approximately invariant to small translations of the input. Invariance to 
translation means that if we translate the input by a small amount, the values of most of the 
pooled outputs do not change (Figure 2.6). Invariance to local translation can be a very useful 
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property if we care more about whether some feature is present than exactly where it is. For 
example, when determining whether an image contains a face, we need not know the location 
of the eyes with pixel-perfect accuracy, we just need to know that there is an eye on the left 
side of the face and an eye on the right side of the face. 

For many tasks, pooling is essential for handling inputs of varying size. For example, if we 
want to classify images of variable size, the input to the classification layer must have a fixed 
size. This is usually accomplished by varying the size of an offset between pooling regions so 
that the classification layer always receives the same number of summary statistics regardless 
of the input size. For example, the final pooling layer of the network may be defined to output 
four sets of summary statistics, one for each quadrant of an image, regardless of the image size. 

2.4.5 Typical Architecture of Convolutional Networks 

A typical layer of a convolutional network consists of three stages (Figure 2.7). In the first 
stage, the layer performs several convolutions in parallel to produce a set of linear activations. 
In the second stage, each linear activation is run through a nonlinear activation function, such 
as the rectified linear activation function. This stage is sometimes called the detector stage. In 
the third stage, we use a pooling function to modify the output of the layer further. 

 

 

Figure 2.7 The components of a typical convolutional neural network layer. 
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2.5 Output Units of a Classifier 

For a DNN classifier, usually two types of output units are commonly used, namely sigmoid 
and softmax, depending on whether the classification task is binary or multi-class. However, 
these non-linearities used in these outputs are not necessarily restricted to the output of a 
network; they are often used as activation functions in hidden layers within a network as well. 

2.5.1 Sigmoid Output Unit for Binary Classification 

For binary classification, given and input 𝑥𝑥 the network needs to output the probability of a 
Bernoulli variable 𝑦𝑦 which represents the output class and can take two values, 0 or 1. To 
parameterize this Bernoulli distribution, a sigmoid function is applied to the output of the 
network. A sigmoid function is defined as follows- 

 𝜎𝜎(𝑧𝑧) =
1

1 + exp(−𝑧𝑧) (2.5) 

Where, 𝜎𝜎 represents the non-linear sigmoid function and 𝑧𝑧 is the input. As shown in Figure 
2.8, this function maps the entire number line to a range of [0,1] and has a finite gradient 
everywhere, so it is appropriate for representing the output class probability 𝑃𝑃(𝑦𝑦 = 1|𝑥𝑥). 

 

 

Figure 2.8 The logistic sigmoid function. 
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2.5.2 Softmax Output Units for Multiclass Classification 

For multi-class classification probabilities over class label 𝑦𝑦 need to estimated by the network 
for a given input 𝑥𝑥, where 𝑦𝑦 can take 𝑚𝑚 different values (𝑚𝑚 is the number of classes). Softmax 
activation achieves these by the following non-linear function 

 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑧𝑧)𝑖𝑖 =
exp(𝑧𝑧𝑖𝑖)

∑ exp�𝑧𝑧𝑗𝑗�𝑚𝑚
𝑗𝑗=1

 (2.6) 

As, can be seen from the expression 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑧𝑧)𝑖𝑖 is always in the range [0, 1] and 
∑ 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠(𝑧𝑧)𝑖𝑖𝑚𝑚
𝑖𝑖=1 = 1. Thus it can effectively produce a categorical distribution for 𝑃𝑃(𝑦𝑦 =

𝑦𝑦𝑖𝑖|𝑥𝑥). 

2.6 Cost functions of a Classifier: Maximum Likelihood Estimation 

Under maximum likelihood estimation the model parameters 𝜃𝜃 (weights of the network) are 
chosen so that the likelihood of the given data 𝑋𝑋 according to the model, is maximized. In case 
of classification we need to maximize the conditional likelihood 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑌𝑌|𝑋𝑋;𝜃𝜃). Here, 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚 
is a function parameterized by the deep neural network. The optimum parameters 𝜃𝜃𝑀𝑀𝑀𝑀∗  under 
maximum likelihood scheme is given by. 

 𝜃𝜃𝑀𝑀𝑀𝑀∗ = arg max
𝜃𝜃

𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑌𝑌|𝑋𝑋;𝜃𝜃) (2.7) 

This problem can be converted into a stochastic optimization problem if we assume that 𝑥𝑥 and 
𝑦𝑦 are drawn from the data generating distribution. Then we can maximize the expected log 
probability rather than the actual probability. 

          𝜃𝜃𝑀𝑀𝑀𝑀∗ = arg max
𝜃𝜃

𝐸𝐸
(𝑥𝑥,𝑦𝑦)~𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦|𝑥𝑥;𝜃𝜃) (2.8) 

 ⟹  θML∗  = arg min
𝜃𝜃

−𝐸𝐸
(𝑥𝑥,𝑦𝑦)~𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦|𝑥𝑥;𝜃𝜃) (2.9) 

Here, we simply took the negative value to convert the maximization problem into a 
minimization problem. Here, 

 𝐽𝐽(𝜃𝜃) = 𝐻𝐻(𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑,𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚) = −𝐸𝐸
(𝑥𝑥,𝑦𝑦)~𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝑙𝑙𝑙𝑙𝑙𝑙𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦|𝑥𝑥;𝜃𝜃) (2.10) 

Is known as the cross-entropy and used as a cost function (also called a loss function or simply 
“loss”) for classification, which needs to be minimized by an optimization algorithm. In case 
of binary classification 𝑦𝑦 is either 0 or 1. So, we can simplify the cost function as follows 
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𝐽𝐽(𝜃𝜃) = −𝐸𝐸
(𝑥𝑥,𝑦𝑦)~𝑃𝑃𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

[𝑦𝑦 log𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦 = 1|𝑥𝑥;𝜃𝜃)

+ (1 − 𝑦𝑦) log{1 − 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦 = 1|𝑥𝑥; 𝜃𝜃)}] 
(2.11) 

This cost function is known as binary cross entropy. The network only needs to output a single 
probability value 𝑃𝑃𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦 = 1|𝑥𝑥; 𝜃𝜃), usually with a sigmoid output unit. 

2.7 Optimization Strategies for Deep Neural Network 

Deep feedforward neural networks, like the convolutional neural network are trained using a 
gradient based optimization technique, called the stochastic gradient descent. However, before 
we can apply gradient descent, we need to evaluate the gradient of the cost function w.r.t. each 
element of the parameter set 𝜃𝜃 of the network. This is done efficiently by an analytical tool 
called the backpropagation algorithm. 

2.7.1 The Backpropagation Algorithm 

When we use a feedforward neural network to accept an input 𝑥𝑥 and produce an output 𝑦𝑦�, 
information flows forward through the network. The inputs 𝑥𝑥 provide the initial information 
that then propagates up to the hidden units at each layer and finally produces 𝑦𝑦�. This is called 
forward propagation. During training, forward propagation can continue onward until it 
produces a scalar cost 𝐽𝐽(𝜃𝜃). The back-propagation algorithm [53], often simply called 
backprop, allows the information from the cost to then flow backwards through the network, 
in order to compute the gradient. Computing an analytical expression for the gradient is 
straightforward, but numerically evaluating such an expression can be computationally 
expensive. The back-propagation algorithm does so using a simple and inexpensive procedure. 

The chain rule of calculus is used to compute the derivatives of functions formed by composing 
other functions whose derivatives are known. Back-propagation is an algorithm that computes 
the chain rule, with a specific order of operations that is highly efficient. 

Let 𝑥𝑥 be a real number, and let 𝑓𝑓 and 𝑔𝑔 both be functions mapping from a real number to a real 
number. Suppose that 𝑦𝑦 =  𝑔𝑔(𝑥𝑥) and 𝑧𝑧 =  𝑓𝑓 (𝑔𝑔(𝑥𝑥))  =  𝑓𝑓 (𝑦𝑦). Then the chain rule states that 

 
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

=
𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 (2.12) 

If 𝑥𝑥,𝑦𝑦 are vectors, as in intermediate values or weights of a neural network. 

 ∇𝑥𝑥𝑧𝑧 = �
𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕
�
𝑇𝑇

∇𝑦𝑦𝑧𝑧 (2.13) 
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Here 𝜕𝜕𝜕𝜕
𝜕𝜕𝜕𝜕

 is the Jacobian matrix of g.  

Using the chain rule, it is straightforward to write down an algebraic expression for the gradient 
of a scalar with respect to any node in the computational graph that produced that scalar. To 
compute the gradient of some scalar z with respect to one of its ancestors x in the graph, we 

begin by observing that the gradient with respect to z is given by 𝑑𝑑𝑑𝑑
𝑑𝑑𝑑𝑑

 = 1. We can then compute 

the gradient with respect to each parent of z in the graph by multiplying the current gradient 
by the Jacobian of the operation that produced z. We continue multiplying by Jacobians 
traveling backwards through the graph in this way until we reach x. For any node that may be 
reached by going backwards from z through two or more paths, we simply sum the gradients 
arriving from different paths at that node. 

2.7.2 Stochastic Gradient Descent 

Nearly all of deep learning is powered by one very important algorithm: stochastic gradient 
descent or SGD [86]. A recurring problem in machine learning is that large training sets are 
necessary for good generalization, but large training sets are also more computationally 
expensive. The cost function used by a machine learning algorithm often decomposes as a sum 
over training examples of some per-example loss function. For example, the negative 
conditional log-likelihood of the training data can be written as 

 𝐽𝐽(𝜃𝜃) = 𝐸𝐸
𝑥𝑥,𝑦𝑦~𝑝𝑝𝑑𝑑𝑑𝑑𝑑𝑑𝑑𝑑

𝐿𝐿(𝑥𝑥,𝑦𝑦,𝜃𝜃) (2.14) 

where, 𝐿𝐿 is the per-example loss 𝐿𝐿(𝑥𝑥, 𝑦𝑦, 𝜃𝜃) = − log𝑝𝑝𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚𝑚(𝑦𝑦|𝑥𝑥;𝜃𝜃) 

The insight of stochastic gradient descent is that the gradient is an expectation. The expectation 
may be approximately estimated using a small set of samples. Specifically, on each step of the 

algorithm, we can sample a minibatch of examples 𝑩𝑩 =  �𝑥𝑥(1), . . . , 𝑥𝑥�𝑚𝑚′�� drawn uniformly 

from the training set. The minibatch size 𝑚𝑚’ is typically chosen to be a relatively small number 
of examples, ranging from 1 to a few hundred. Crucially, 𝑚𝑚’ is usually held fixed as the training 
set size 𝑚𝑚 grows. We may fit a training set with billions of examples using updates computed 
on only a hundred examples.  

The estimate of the gradient is formed as 

 𝑔𝑔 =
1
𝑚𝑚′ ∇𝜃𝜃�𝐿𝐿(𝑥𝑥(𝑖𝑖),𝑦𝑦(𝑖𝑖),𝜃𝜃)

𝑚𝑚′

𝑖𝑖=1

 (2.15) 
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The stochastic gradient descent algorithm then follows the estimated gradient downhill: 

 𝜃𝜃 ← 𝜃𝜃 − 𝜖𝜖𝜖𝜖 (2.16) 

where 𝜖𝜖 is the learning rate. Many improvements on the basic stochastic gradient descent 
algorithm have been proposed and used. In particular, in machine learning, the need to set a 
learning rate (step size) has been recognized as problematic. Setting this parameter too high 
can cause the algorithm to diverge; setting it too low makes it slow to converge. A conceptually 
simple extension of stochastic gradient descent makes the learning rate a decreasing function 
of the iteration number, giving a learning rate schedule, so that the first iterations cause large 
changes in the parameters, while the later ones do only fine-tuning. Modern algorithms like 
Adam [87] use a more sophisticated approach to calculate updates in each iteration and adapt 
them based on the gradients calculated in not only current step but also the previous steps. 

2.8 Regularization Methods for Deep Neural Networks 

As mentioned in section 2.2, a central problem in machine learning is how to make an 
algorithm that will perform well not just on the training data, but also on new inputs. Many 
strategies used in machine learning are explicitly designed to reduce the test error, possibly at 
the expense of increased training error. These strategies are known collectively as 
regularization. There are a many forms of regularization available for deep neural networks. 
We will discuss only a few of them, which are related to our work. 

2.8.1 Weight Regularization and Constraint 

A common form of regularization, known as 𝐿𝐿2 regularization or weight decay works by 
penalizing the 𝐿𝐿2 norm of a set of weights. This is done by adding a penalty term Ω(𝜃𝜃) to the 
loss function  𝐽𝐽(𝜃𝜃;𝑋𝑋,𝑦𝑦). The modified loss function 

 𝐽𝐽(𝜃𝜃;𝑋𝑋,𝑦𝑦) = 𝐽𝐽(𝜃𝜃;𝑋𝑋,𝑦𝑦) + Ω(𝜃𝜃) (2.17) 

Where, for 𝐿𝐿2 regularization, 

 Ω(𝜃𝜃) = 𝜆𝜆‖𝑤𝑤‖22 (2.18) 

Sometimes we may wish to use explicit constraints rather than penalties. We can modify 
algorithms such as stochastic gradient descent to take a step downhill on J(θ) and then project 
θ back to the nearest point that satisfies 𝛺𝛺(𝜃𝜃)  <  𝑘𝑘. This can be useful if we have an idea of 
what value of k is appropriate and do not want to spend time searching for the value of α that 
corresponds to this k. Another reason to use explicit constraints and reprojection rather than 
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enforcing constraints with penalties is that penalties can cause non-convex optimization 
procedures to get stuck in local minima corresponding to small θ.  Finally, explicit constraints 
with reprojection can be useful because they impose some stability on the optimization 
procedure. When using high learning rates, it is possible to encounter a positive feedback loop 
in which large weights induce large gradients which then induce a large update to the weights. 
If these updates consistently increase the size of the weights, then θ rapidly moves away from 
the origin until numerical overflow occurs. Explicit constraints with reprojection prevent this 
feedback loop from continuing to increase the magnitude of the weights without bound. 

 

 

Figure 2.9 Dropout in deep neural network. Dropout can be easily implemented by 
randomly disconnecting some neurons of the network. (a) The complete network (b)one 
possible network formed by dropout at training time. If the model has n neurons, there 
are 2n potential models. 

 

2.8.2 Dropout 

Dropout [88] provides a computationally inexpensive but powerful method of regularizing a 
broad family of models. To a first approximation, dropout can be thought of as a method of 
making bagging practical for ensembles of very many large neural networks. Bagging involves 
training multiple models, and evaluating multiple models on each test example. This seems 
impractical when each model is a large neural network, since training and evaluating such 
networks is costly in terms of runtime and memory. Dropout provides an inexpensive 
approximation to training and evaluating a bagged ensemble of exponentially many neural 
networks. 
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Specifically, dropout trains the ensemble consisting of all sub-networks that can be formed by 
removing non-output units from an underlying base network (Figure 2.9). We can effectively 
remove a unit from a network by multiplying its output value by zero. Dropout regularizes 
each hidden unit to be not merely a good feature but a feature that is good in many contexts. 

Dropout is more effective than other standard computationally inexpensive regularizers, such 
as weight decay, filter norm constraints and sparse activity regularization [88]. Dropout may 
also be combined with other forms of regularization to yield a further improvement. One 
advantage of dropout is that it is very computationally cheap. Using dropout during training 
requires only 𝑂𝑂(𝑛𝑛) computation per example per update, to generate 𝑛𝑛 random binary numbers 
and multiply them by the state.  

2.8.3 Early Stopping 

When training large models with sufficient representational capacity to overfit the task, we 
often observe that training error decreases steadily over time, but validation set error begins to 
rise again, as shown in Figure 2.10. This behavior occurs very reliably. This means we can 
obtain a model with better validation set error (and thus, hopefully better test set error) by 
returning to the parameter setting at the point in time with the lowest validation set error. Every 
time the error on the validation set improves, we store a copy of the model parameters. When 
the training algorithm terminates, we return these parameters, rather than the latest parameters. 
This strategy is known as early stopping. It is probably the most commonly used form of 
regularization in deep learning. Its popularity is due both to its effectiveness and its simplicity.  

 

 

Figure 2.10 Typical loss/error behavior in DNNs. The training objective decreases 
consistently over time, but the validation set average loss eventually begins to increase 
again, forming an asymmetric U-shaped curve. 
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2.8.4 Multi-task Learning 

Multi-task learning [89] is a way to improve generalization by pooling the examples arising 
out of several tasks. In the same way that additional training examples put more pressure on 
the parameters of the model towards values that generalize well, when part of a model is shared 
across tasks, that part of the model is more constrained towards good values (assuming the 
sharing is justified), often yielding better generalization. 

Figure 2.11 illustrates a very common form of multi-task learning, in which different 

supervised tasks (predicting 𝑦𝑦(𝑖𝑖) given 𝑥𝑥) share the same input 𝑥𝑥, as well as some intermediate-

level representation ℎ(𝑠𝑠ℎ𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎) capturing a common pool of factors. The model can generally be 
divided into two kinds of parts and associated parameters  

1. Task-specific parameters (which only benefit from the examples of their task to achieve 
good generalization). These are the upper layers of the neural network. 

2. Generic parameters, shared across all the tasks (which benefit from the pooled data of all 
the tasks). These are the lower layers of the neural network. 

 

 

Figure 2.11 A common setting for multi-task learning. 

 

Improved generalization can be achieved because of the shared parameters, for which 
statistical strength can be greatly improved (in proportion with the increased number of 
examples for the shared parameters, compared to the scenario of single-task models). Of course 
this will happen only if some assumptions about the statistical relationship between the 
different tasks are valid, meaning that there is something shared across some of the tasks. From 
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the point of view of deep learning, the underlying prior belief is the following: among the 
factors that explain the variations observed in the data associated with the different tasks, some 
are shared across two or more tasks. 

2.9 Transfer Learning in Convolutional Neural Networks 

We introduced transfer learning in Section 1.7. Transfer learning allows the training of deep 
networks using significantly less data than that would be needed it were trained from scratch. 
With transfer learning, we can in effect transfer the “knowledge” that a model has learned from 
a source task, to a target task. The idea behind transfer learning is that the two tasks are not 
totally disjoint, and as such we can leverage whatever network parameters that model has 
learned through its extensive training, without having to do that training ourselves. Transfer 
learning has been consistently proven to boost model accuracy and reduce the required training 
time. In case of DNNs, the most common method of transfer learning simply involves 
transferring the learned weights/parameters from the source task to the destination task. On the 
destination task these learned weights can either be fine-tuned or kept fixed (to prevent 
overfitting) depending on how much data is available. 

Convolutional Neural Networks trained on diverse datasets like the ImageNet dataset learns 
robust feature representations of images that can be used for other classification tasks [77]. 
Lower layers pick up information about edges which are processed by the upper layers to detect 
shape primitives. Going deeper they start to combine and form complex shapes (such as faces) 
and texture (such as fur) representations [90]. Deeper layers also become invariant to 
perturbations such as shift, small rotations, scaling, cropping, color distortions and geometric 
distortions [79]. These features/feature maps can be used to learn from very few training 
examples where there is a shortage of training data [91]. This method also increases the 
robustness of the model if properly applied. Feature representations from deep CNNs have 
practically replaced conventional feature descriptors used in computer vision, such as HOG 
and SIFT features [77], [92]. These features have also been utilized for perceptual 
evaluation[79], style transfer [80], feature inversion [93] and texture synthesis [94]. These 
experimental findings imply that pretrained deep CNNs are very good at disentangling 
information about the structure and morphology of the input image. These disentangled feature 
representations can ease further training of ensuing layers that have the necessary information 
about the input in an easily interpretable form. The invariances built into pretrained networks 
can also be useful where they are relevant to the target task and alleviates the need for data 
augmentation. 
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2.10 Chapter Summary  

In this chapter we discussed a range of topics, beginning with machine learning in general. 
Then we moved on to deep neural networks and the convolutional architecture for DNNs that 
has been proven to be successful on many high dimensional datatypes like images and audio. 
Finally, we presented specialized optimization and regularization strategies for training these 
networks effectively. We ended with a brief discussion about transfer learning in CNNs which 
plays a key role in our work.  
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Chapter 3  
Breast Lesion Classification by Convolutional Neural Network 

 

In this chapter we present the methodology of our work. First we discuss how the data is 
acquired and processed. Next we discuss about the factors we considered in designing the 
proposed CNN model. Finally, we describe the proposed network architecture in details and 
also point out the reasons behind the design choices. 

3.1 Data Acquisition Method 

A dataset of 239 lesions from 188 patients was collected. Written consent was obtained from 
all patients prior to collection of data and all the data were deidentified for the preservation of 
patient privacy. The patients’ ages ranged from 13 to 75 years with a mean age of 35.27 years 
and standard deviation of 12.18 years. Of the 188 patients, 176 proceeded to pathological 
testing. So, we report our test results only on the pathologically confirmed 217 lesions collected 
from 176 patients. However, the diagnoses of the rest of the lesions were based on strong 
radiological evidence and we included them in the training phase. The lesions are broadly 
categorized into carcinoma, fibroadenoma, cyst, and inflammation. The details of the 
diagnoses are summarized in Table 3.1 and Table 3.2. 

 

Table 3.1 Test data 

Lesion type No. of 
lesions 

No. of 
patients 

Mean Age ± 
SD 

Method of 
Confirmation 

Carcinoma 61 45 44.91±1.89 Biopsy 

Fibroadenoma 85 74 27.48±9.13 FNAC/Biopsy 

Cyst 44 34 39.13±8.9 FNAC 

Inflammation 27 23 35.43±12.71 FNAc/Biopsy 

Total 217 176 - - 
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Table 3.2 All data (used in training phase) 

Lesion type No. of lesions No. of patients 

Carcinoma 66 47 

Fibroadenoma 98 82 

Cyst 48 36 

Inflammation 27 23 

Total 239 188 

 

A commercial SonixTOUCH Research (Ultrasonix Medical Corporation, Richmond BC, 
Canada) scanner integrated with a linear array transducer, L14-5/38, operating at 10 MHz with 
a sampling frequency of 40 MHz was used to perform the B-mode (US) and elastography (UE) 
examinations (Figure 3.1). The dataset is composed of videos containing ultrasound B-mode 
(US) and elastogram (UE) frames of each lesion. We extracted multiple frames per lesion to 
reduce the variance in quasi-static elastography frames due to variations in the movement of 
the probe. 

 

 

 

Figure 3.1 SonixTOUCH RP for performing US and UE at BUET medical center. 
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Figure 3.2 Necessity of selecting appropriate UE frames from video (a) a noisy frame (b) 
a good quality frame of the same lesion. 

 

3.2 Frames Extraction from Ultrasound Video 

Multiple (14-28) US and UE frames were extracted per lesion from ultrasound videos. 
Temporal and spatial correspondences were maintained between US and UE images i.e. they 
were taken from the same frame of the video and would align perfectly when overlapped.  

Quasi-static elastography frames are inherently noisy because of the indeterministic nature of 
the movement of the probe that in turn causes random movement in the tissue. A big portion 
of the UE frames are obscure and do not contain any usable information about the lesion 
(Figure 3.2). However, we found that almost all of the obscure frames can be discarded by 
monitoring the focal measure of the images. We deployed a curvature based focal measurement 
[95] system of the UE frames to select the most informative UE frames which best represented 
the stiffness distribution. Under this focal measure scheme gray values 𝑔𝑔(𝑥𝑥, 𝑦𝑦) are assumed to 

correspond to a 3D surface �𝑥𝑥, 𝑦𝑦,𝑔𝑔(𝑥𝑥,𝑦𝑦)�. The surface is parameterized as 𝑓𝑓(𝑥𝑥, 𝑦𝑦) = 𝑝𝑝0𝑥𝑥 +

𝑝𝑝1𝑦𝑦 + 𝑝𝑝2𝑥𝑥2 + 𝑝𝑝3𝑦𝑦2. The coefficients are found from the image 𝐼𝐼(𝑥𝑥,𝑦𝑦) using filters 𝑔𝑔0 and 𝑔𝑔2. 

 𝑔𝑔0 = �
−1 0 1
−1 0 1
−1 0 1

�               𝑔𝑔2 = �
1 0 1
1 0 1
1 0 1

� (3.1) 

 𝑃𝑃 = �
𝑔𝑔0 ∗ 𝐼𝐼

6 ; 
𝑔𝑔0𝑇𝑇 ∗ 𝐼𝐼

6  ; 
3𝑔𝑔2 ∗ 𝐼𝐼

10 −
𝑔𝑔2𝑇𝑇 ∗ 𝐼𝐼

5  ; −
𝑔𝑔2 ∗ 𝐼𝐼

5 +
3𝑔𝑔2𝑇𝑇 ∗ 𝐼𝐼

10 �
𝑇𝑇

 (3.2) 

The focal measure is calculated by taking the absolute sum of the coefficients 
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 𝐹𝐹𝑀𝑀𝐶𝐶 = |𝑝𝑝0| + |𝑝𝑝1| + |𝑝𝑝2| + |𝑝𝑝3| (3.3) 

The sharpest frames i.e. the frames where the lesion most prominent, were found to correspond 
to the extrema (i.e. minima and maxima, as shown in Figure 3.3) of the measure. The frames 
corresponding to the most prominent extrema conveys the most information. These frames (as 
shown in Figure 3.4) were selected for the classification task. The selection process up to this 
point is fully automated. However, we noticed that a few obscure frames would occasionally 
be selected by the algorithm. So, to further ensure the selection of the clearest images, a manual 
selection was carried out from the automatically selected frames. At this stage, manual 
selection was much less time consuming because there were only a few frames to select from. 
After the selection of the UE frames, corresponding US frames from the video were selected. 

Relative sizes of the lesion in US and UE images is an important indicator of malignancy of a 
tumor [96]. To capture this information we produced a difference image by subtracting US 
frames from corresponding UE frames and then rescaling the intensity of the resultant image 
as shown in Figure 3.5. The difference images also capture the positional correspondence 
between US and UE images. The intensities of the US and UE images were also rescaled to 
cover the whole allowed range of pixel intensity levels (e.g. 0 to 255 for 8-bit image). The 
dimensions (i.e. width and height) of the frames were rescaled by a fixed factor of ½ which 
approximately brought the lesions within the receptive field of the CNN. Our prepared dataset 
contained three types of frames namely, US, UE and difference with different sizes for 
different lesions. The variable image size was acceptable because of the nature of the 
convolutional architecture we used. The workflow of the data preparation process is shown in 
Figure 3.6.  

 

   
(a) (b) (c) 

Figure 3.3 UE frames of a lesion, corresponding to 3 different cases of focal measure (a) a 

prominent minimum, (b) neither minimum nor maximum (c) a prominent maximum. The 

minima and the maxima correspond to frames of better quality. 
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Figure 3.4 Selection procedure of the UE frames from the video. The best frames are 
found to correspond to the prominent minima and maxima of the focal measure. Based 
on this observation, the most prominent extrema are chosen by the algorithm. 

 

 

Figure 3.5 Process of creating difference images. The intensity of both ultrasound and 
elastography frames are rescaled prior to subtraction. The enlargement of the malignant 
lesion in the elastography image results in a dark region around the lesion in the 
difference image. The benign lesion shows no such region. 
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Figure 3.6 Block diagram showing data preparation process. Temporal correspondence 
is maintained among extracted B-mode, elastography and difference images. Together 
they form a triplet. 

 

3.3 Notes on ROI Selection 

Most of the previous deep learning models on breast lesion classification from ultrasound 
images, e.g. [9] and [28] require a carefully selected rectangular ROI of the lesion. Although 
it is easier to select such ROIs compared to full segmentation, it still introduces some 
subjectivity in the classification process, increases risk of miss detections and also require 
reasonable experience on part of the radiologists to identify such ROIs. Also, a tightly bounded 
ROI may leave out important information present in the surrounding tissue. Furthermore, in 
some cases, as shown in Figure 3.7, it can be difficult to identify the lesion boundary for 
malignant and inflammatory lesions, which often have no well-defined boundary and also 
because of shadowing or echoes in the images. This requirement of an ROI centered around a 
lesion is due to the densely-connected nature of the networks used in these works, which are 
not inherently invariant to changing positions of the lesions in image frames. However, we 
used a pretrained convolutional neural network in the primary feature extraction stage of the 
proposed model, which is mostly invariant to positional shifts and able to extract the features 
of an object regardless of its position. So, as long as the image contains the lesion, it is able to 
extract relevant features. So, the proposed method requires no ROI selection and we directly 
used image frames from the machine. This approach makes the proposed method more 
objective, faster and more convenient for real-time implementation. Also, it is able to use 
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features from surrounding tissue to come to a decision even when the lesion boundary is not 
distinct.  

 

 

Figure 3.7 The proposed method uses raw images rather than selected ROIs (red 
rectangle). These images demonstrate the difficulty in selecting an ROI. The malignant 
and inflammatory lesions have no distinct boundary. The boundary of the fibroadenoma 
lesion is obscured due to shadowing. 

 

3.4 Notes on Data Augmentation 

We did not use any form of data augmentation. This is due to the fact that, we used a deep 
CNN (VGG-16) trained on a big and diverse dataset (ImageNet) as a fixed feature extractor, 
which has naturally become invariant to transformations such as small shifts and zoom, slight 
rotations, flips and small elastic deformations which are used as conventional means of image 
data augmentation. So, we did not get any significant change/improvement in classification 
results by data augmentation. 
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3.5 Additional Features 

Image classification often benefits from side information. Similarly, as an additional 
investigation, we experimented with the impact of the inclusion of several additional features 
in the classification process. These features were extracted from the ultrasound images of a 
lesion by visual inspection. These additional features, which we will call “qualitative features” 
(contrary to quantitative/numerical features) require no segmentation and can be easily 
identified by a trained radiologist. A summary of the qualitative features extracted are given 
below: 

Quadrant: Determined from the clock position of the lesion – in which of the 4 quadrants of 
the breast the lesion is located. 

Capsulation: Whether capsulation was (i) present / (ii) not present / (iii) ambiguous 

Shape: Shape of the lesion (i) oval / (ii) round / (iii) irregular 

Orientation: Orientation of the lesion (i) horizontal (parallel to skin) / (ii) vertical / (iii) 
indifferent 

Lesion Boundary: Nature of lesion boundary (i) hyper halo / (ii) thin Capsule / (iii) not present 

Posterior Acoustic Shadowing: Nature/presence of posterior acoustic shadowing (i) 
shadowing / (ii) enhancement / (iii) not present 

Echo Pattern: Nature of echo pattern (i) Complex / (ii) Homogeneous 

Hyper-echogenic Spots: (i) Present / (ii) absent 

Surrounding Tissue: Nature of the tissue surrounding the lesion (i) complex / (ii) distorted / 
(iii) indistinct 

Calcification: (i) Present / (ii) absent 

Strain Ratio: Although quantitative in nature, this feature has high variability. So, it’s values 
were discretized in 5 different ranges. 

A more in-depth description of these features can be found in [97]. Apart from using these 
features as inputs we also used them (all except quadrant) as additional targets alongside the 
principle target of malignant/benign, in a multi-task learning setting. We must mention that 
these features are slightly subjective in nature, i.e. dependent on the decision of the radiologist. 
So, our primary results are focused on classification without inclusion of these features. 
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3.6 Considerations in Network Design and Training 

3.6.1 Transfer Learning: Factors of Transferability 

For incorporating transfer learning in a model, several choices need to be made [91]. The first 
is, of course, which source task to train on and which network to train on the source task. It 
has been seen that the more closely related the source task is to the target task, the better the 
knowledge transfer can occur. Deeper architectures usually learn richer feature representations 
than shallower ones. Another concern is to decide which layer of the network to extract features 
from. It is observed that features from the lower layers are more general-purpose because they 
represent the basic structural elements of the image like edges, basic shapes and textures. The 
representations learned by deeper layers are more abstract and task specific. So, if two tasks 
are very similar, the task-specific features from deeper layers would produce good results. 
Otherwise, the more general features from the lower layers are found to perform better. The 
layers from the pretrained network can be made untrainable (i.e. fixed weight) or they can be 
fine-tuned for the target data. 

 

 

Figure 3.8 The VGG-16 architecture 
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3.6.2 Network Selection 

For our purpose we experimented with the VGG (16 and 19) [98], Inception (v1 and v2) [72] 
and ResNet (50, 100 and 150) [99] and found the VGG architectures i.e. VGG-16 and VGG-
19 most suitable. More specifically, we used the feature representations produced by ̀ relu_4_3' 
layer of VGG-16 as the starting-point of the proposed network, i.e. we built additional layers 
on top of these feature maps. We predict that, since US and UE images are very different from 
natural images, these intermediate-level feature representations worked well for our purpose, 
rather than deeper representations. Since the proposed network was trained on very few 
datapoints (239 lesions) we refrained from fine-tuning the VGG-16 layers which would 
increase the overall capacity of the model and result in overfitting. So, these VGG-16 layers 
were used as fixed feature extractors for our purpose. 

The VGG-16 Network has a total of 13 convolutional layers arranged in 5 blocks separated by 
Max-Pooling Layers as shown in Figure 3.8. After flattening the outputs of the final 
convolutional block 3 additional dense layers are added before ending in a softmax output. All 
the convolutional filters are 3x3 and all the activations applied (except for softmax) are ReLU. 
More details on the network architecture can be found in [98].  

3.7 Description of the Network Architecture 

The proposed network can be thought of as having three parts, each serving a particular 
functionality. The preliminary part of the network extracts features from the images, the 
intermediate part combines these features in a meaningful way and the final part uses the 
combined features for lesion classification. The detailed architecture is shown in Figure 3.9 -- 
Figure 3.13. 

3.7.1 Feature Extraction Stage 

As we have 3 types of images we used 3 branches with identical structures for feature 
extraction. In each branch, the input image was fed as a grayscale image to a VGG-16 feature 
extractor. This method is justified by the fact that, the feature representations formed in the 
deeper layers of VGG-16 are invariant to image color-space. However, the first convolutional 
layer of VGG-16 takes 3 input channels (R, G, B). So, it was modified to take single channel 
input. The ImageNet weights were loaded into the VGG-16 layers. For the first layer, the 
convolutional kernel from ImageNet weights had to be modified as follows to apply to a single 
channel input - if for the 𝑚𝑚'th input channel and 𝑛𝑛'th output channel/feature map, the kernel 
coefficient at position (𝑖𝑖, 𝑗𝑗) is  then the modified kernel coefficients 𝐾𝐾1,𝑛𝑛,𝑖𝑖,𝑗𝑗

′  are calculated by 

summing over the 3 input channels. 
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 𝐾𝐾1,𝑛𝑛,𝑖𝑖,𝑗𝑗
′ = � 𝐾𝐾𝑚𝑚,𝑛𝑛,𝑖𝑖,𝑗𝑗

3

𝑚𝑚=1

 (3.4) 

As mentioned previously we used the feature representations produced by `relu_4_3' layer, so 
in total 10 (out of 13) convolutional layers were used from VGG-16. The weights of these 
layers were kept fixed during training. The VGG-16 block produces 512 feature maps. Next, 
we added a trainable convolutional layer with ReLU activation which further processes the 
feature representations and also reduces the number of feature maps to 256. The reduction in 
feature space is done intentionally to limit the capacity of the network and prevent overfitting. 
However, it may not be necessary for bigger datasets. We did not get any improvement by 
incorporating additional convolutional layers. Next, we applied global average pooling to the 
activations of the convolutional block. We chose to end the convolutional part of the network 
by global average pooling [100] instead of flattening or other types of pooling (e.g. spatial 
pyramidal pooling [101]. This is done, to regularize the network by keeping the feature space 
small. Also, global average pooling is proven to be a general way of ending convolutional parts 
of a network in many well-established architectures [72], [99]. As an additional benefit, it 
allows the network to accept images of variable input shapes, which is useful for our case, 
because of the irregular shapes and sizes of different input frames. The feature extraction stage 
of the network is shown in Figure 3.9. 

 

 

Figure 3.9 Feature extraction stage of the network. Each type of image has its own feature 
extraction branch. This stage takes images of variable input sizes and outputs a set of 
pooled features which proceeds to the merging stage. 
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`  

Figure 3.10 Feature merging stage of the network. The merged features proceed to the 
classification stage. 

 

 

Figure 3.11 Process of merging features. The first layer puts each triplet of corresponding 
features (from US, UE and Diff. branches) to a higher dimension and the second layer 
merges them to a single feature. 

 

3.7.2 Feature Merging Stage 

After global average pooling, we get three sets of (3x256) features from three branches of the 
network operating on three types of images. We, hypothesize that each corresponding feature 
from three branches can be merged together independently of all other features; before further 
processing. This way, we can effectively reduce the feature space to form a single set of 
features, while keeping the network capacity in check. This is done by processing through two 
consecutive layers with ReLU activations. Structurally this is identical to applying two 
consecutive 1D locally connected layers with filter length 1 where the 3 branches are treated 
as input channels. The output of the second layer is only one feature map. These layers take 
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each triplet of features, map them to a higher (16x256) dimensional space and then reduce 
them to a single (1x256) dimensional space and thus effectively merging them. By using two 
layers with non-linearity and a higher intermediate dimensionality we ensure the merging 
process takes into account complex relationships among the three branches. The feature 
merging stage of the network is shown in Figure 3.10 and merging process is demonstrated 
symbolically in Figure 3.11. 

3.7.3 Classification Stage 

After the features from 3 input branches are merged together they are passed through 2 dense 
layers with ReLU activations whose weights are constrained to have a maximum norm of 2. 
The final classification layer has a single output with sigmoid activation, indicating the 
probability of malignancy. As a method of regularization, we added dropout after each 
trainable layer. However, dropout layers are not shown in the figure because they are optional 
and may not be necessary for bigger datasets. 

 

 

Figure 3.12 Classification stage of the network. The side information branch is included 
when we want to use additional features in the classification process. 

 

If some side-information such as the qualitative features are to be included in the classification 
process, another input branch is added. In case of the qualitative features, inputs are put into a 
one-hot format and concatenated together. We used only a single hidden layer in this branch 
with sigmoid activation. Outputs of the hidden layer are additionally transferred to the last 
dense layer which takes the classification decision. Figure 3.12 shows the final classification 
stage of the network. 
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3.8 Notes on Regularization 

In order to train the proposed network on a small dataset, we had to carefully regularize the 
network. The capacity of the network is limited by fixing the weights of the pretrained 
convolutional layers. However, in the presence of more data, some of these layers may be made 
trainable. Further regularization effect is brought about by the norm constraints put on the 
dense layers, which may be relaxed for a bigger dataset. 

 

 

Figure 3.13 Multi-task learning setting. An output branch predicts the additional targets. 

 

In addition to the usual forms of regularization, multi-task learning can also facilitate better 
generalization. Under a multi-task learning setting, a model not only learns to do a single 
principle task but also some additional relevant tasks. To this end, in deep neural networks, 
multiple branches are derived from a shared common branch. The derived branches specialize 
in specific tasks, whereas the common part of the network tries to learn more generalized 
features. The pressure to learn parameters that generalize well for multiple relevant tasks serves 
as a form of regularization [102]. In our case, we show that, in addition to the principle task, 
i.e. detection of malignancy, asking the network to predict some qualitative features of the 
lesion, which are identified and used by the radiologists for grounding their decisions on, 
results in better classification performance. To achieve this, we branched off the network just 
before the final dense layer, to another dense layer. After applying appropriate activation 
(sigmoid for binary targets and softmax for categorical targets), the outputs are used for 
predicting the additional targets. Figure 3.13 shows the multi-task learning setting. 
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3.9 Chapter Summary 

In this chapter we discussed the methodology of our approach to breast lesion classification 
step by step. First we discussed how we extracted and processed the image frames from the 
ultrasound video. We mentioned why our approach does not require ROI selection or data 
augmentation. We discussed about some additional features that could optionally be included 
in the classification process. Finally we discussed about the proposed network architecture in 
details along with the specific design choices we made and also the reasoning behind those 
choices.  
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Chapter 4  
Results and Discussions 

 

In this chapter we present our experimental setup and evaluation strategy for measuring the 
performance level of our classification algorithm. Next we present the results from different 
experiential setups. We end this chapter by discussing the implications of the results obtained 
in various experiments. 

4.1 Experimental Setup 

We evaluated the classification performance by a 5 fold stratified cross-validation. By 
stratification, we imply that the compositions of types of lesions (i.e. Carcinoma, 
Fibroadenoma, Cyst and Inflammatory) were same in the training and test sets and they were 
also kept equal for each cross-validation step (Figure 4.1). As we have multiple triplets (i.e. 
US, UE and difference) of frames per lesion and prediction is done individually for each triplet, 
we need to combine these predictions to get a decision for the lesion. We found the median of 
the frame-wise predictions (probabilities of malignancy) produced the most robust decision 
statistic for the lesion. At each cross-validation step, we recorded the predictions for the test 
lesions and the final result is produced by combining the predictions from all steps. However, 
as we mentioned before, the pathologically unconfirmed cases were excluded from the final 
test results.  

 

 

Figure 4.1 Stratified cross validation. At each validation step data from is each lesion type 
is split into training and validation sets maintaining the same ratio. 
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4.1.1 Evaluation Strategy and Classification Metrics 

We calculated 5 classification metrics for evaluation of classification performance, namely 
accuracy, sensitivity, specificity, Positive Predictive Value (PPV) and Negative Predictive 
Value (NPV). To define these parameter we need to define 4 terms –  

TP = No. of True Positives i. e. the malignant lesions classified as malignant 
TN = No. of True Negatives i. e. the benign lesions classified as benign 
FP = No. of False Positives i. e. the benign lesions classified as malignant 
FN = No. of False Negatives i. e. the malignant lesions classified as benign 

Then, 

 Accuracy =  
TP + TN

TP + TN + FP + FN
 (4.1) 

 Sensitivity =  
TP

TP + FN (4.2) 

 Specificity =  
TN

TN + FP (4.3) 

 PPV =  
TP

TP + FP (4.4) 

 NPV =  
TN

TN + FN
 (4.5) 

To compute these 5 parameters and their sum, we took a probability threshold of 0.5 to declare 
a lesion either malignant or benign. For computation of the Area Under the Receiver Operating 
Characteristic Curve (AUROC, or AUC in short) raw probability values were used. 

4.2 Baseline 

As a baseline to compare our results to, we produced results by training a Stacked Denoising 
Auto-Encoder (SDAE) on the B-mode images in our dataset and then fine-tuning it for 
classification, following the method described in [28]. We chose this method because it is the 
only method that deals with the classification of lesions from ultrasound B-mode images on a 
small dataset of comparable size to ours. We tried to train a network like GoogleNet or even 
smaller networks like AlexNet [65] from scratch like the method described in [49] but they 
resulted in severe overfitting, which is to be expected as such a method requires a considerable 
amount of data. We could not compare our results to the method used by Zhang et al. [9] 
because we did not have access to Sheer Wave Elastography images for the lesions in our 
database. 
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We had to select rectangular ROIs for the lesions in order to implement the SDAE method. 
We found that the model failed to learn any meaningful representation without carefully 
selected ROI, which is to be expected from a densely connected network. The implementation 
method was exactly as described in [28] except we had to tune some hyper-parameters like 
learning rate and the number of training epochs for the best result. We also augmented the data 
by random flips, slight shifts and zoom which improved result. The cross-validation and 
evaluation procedure was exactly same a sour method, with multiple images used per lesion 
for better prediction 

4.3 Optimization Strategy 

At each cross-validation step, training is done on a set of triplets of frames obtained by 
combining all triplets from the lesions in the training set. The ratio of the number of malignant 
frames to the number of benign frames was approximately 1:3. So, to balance the classes during 
training we used a class weight of 3 for malignant cases and 1 for benign cases. Binary cross-
entropy was used as the objective/loss function for training. In the case of multi-task learning, 
binary cross-entropy was used for binary targets and categorical cross-entropy was used for 
categorical targets. The total loss in a multi-task setting is defined as -  

 𝐿𝐿 = 𝜆𝜆 𝑐𝑐𝐿𝐿𝑐𝑐 + 𝜆𝜆𝑡𝑡1𝐿𝐿𝑡𝑡1 + 𝜆𝜆𝑡𝑡2𝐿𝐿𝑡𝑡2 + ⋯+ 𝜆𝜆𝑡𝑡𝑛𝑛𝐿𝐿𝑡𝑡𝑛𝑛 (4.6) 

Where, 𝐿𝐿𝑐𝑐 is the classification loss, the 𝐿𝐿𝑡𝑡𝑖𝑖 are the losses for additional tasks, and the 𝜆𝜆 are the 

weights for each individual loss term. In our experiments, the losses for the additional tasks 
were given a weight ¼ of the weight of principle classification task, i.e. 𝜆𝜆𝑡𝑡1 = 𝜆𝜆𝑡𝑡2 = ⋯ =

𝜆𝜆𝑡𝑡𝑛𝑛 = 1
4� 𝜆𝜆 𝑐𝑐. 

The rate of convergence was slow due to the intensive regularization and the constraints put 
on the network. We found that the Adam [87] optimizer worked best for speeding up the rate 

of convergence. We used a batch size of 1 and a very low learning rate of 10−5. A single triplet 
of frames per batch enabled us to pass variable sized input images to the network. Also, it 
increased the number of stochastic updates per epoch which, for our task, increased the rate of 
convergence. However, the network was not trained to full convergence. This is known as 
early stopping [102], which is a method of regularization for neural networks. We trained our 
network for 14 epochs with 3000 updates per epoch. In case of multi-task setting, we trained 

for 18 epochs. For the last 4 epochs, the learning rate was decayed by a factor of 𝑒𝑒1 2�  each 
epoch. The same set of hyper-parameters and training settings were used for all cross-
validation steps. 
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4.4 Tools and Resources Used for Implementation 

The images were extracted and processed by Matlab 2017a [103]. The DNN models were 
implemented using python libraries Tensorflow [104] and Keras [105]. Tensorflow is a 
numerical library suited for large scale implementation of machine learning algorithms. It has 
built in automatic gradient calculation features using the backpropagation algorithm and also 
provides efficient implementation of convolutions, matrix multiplications and many other 
operations related to deep neural networks on NVIDIA CUDA [106] enabled GPUs. Keras 
provides a simplified (layered) interface to Tensorflow for Deep Neural Networks. The models 
were trained on a PC with a 6-core Intel Core i7 CPU and an NVIDIA GTX 1080ti as GPU. 
The convolutional part of the model was placed on GPU while the dense part was placed on 
CPU in order to make the implementation faster for a batch size of 1. The Imagenet weights 
for the VGG networks were collected from a release by Oxford University under Creative 
Commons License. 

4.5 Classification Results 

The classification results for the proposed method are presented in Table 4.1. To verify the 
necessity of including three branches in the proposed network to extract features from three 
types of images (US, UE and Difference) and to demonstrate the importance of including 
elastography in classification first we trained with only US branch, then with US and UE 
branches and finally with all three branches, while keeping the network structure similar. We 
show classification results for each case. 

Figure 4.2 shows the Receiver Operating Characteristic curves for different models. 

 

Table 4.1 Classification results for the proposed model 

Network 

Branches  

Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

PPV 

(%)} 

NPV 

(%) 

Sum (%) F1 (%) AUC 

US 84.332 83.607 84.615 68.000 92.958 413.511 75.000 0.90889 

UE 86.175 83.607 87.179 71.831 93.151 421.943 77.273 0.89082 

US+UE 88.479 88.525 88.462 75.000 95.172 435.637 81.203 0.94567 

US+UE+ 

Diff. 
91.244 88.525 92.308 81.818 95.364 449.259 85.039 0.95660 
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Table 4.2 Classification results for SDAE (B-mode images) 

Data  Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

PPV (%) NPV 

(%) 

Sum (%) F1 (%) AUC 

All Data 82.790 61.017 91.026 72.000 86.061 392.894 72.000 0.84289 

Without 

Inflamm-

ation 

85.106 69.492 92.248 80.392 86.861 414.099 74.545 0.87387 

 

 

Figure 4.2 ROC curves. The area under the curves increases with each additional 
branch, showing their usefulness.  

 

4.5.1 Baseline Results 

Table 4.2 shows the results produced by the SDAE method. Only ROIs from US frames are 
used in this method, in accordance with the original work. It also shows the results produced 
by the SDAE method when inflammatory lesions are excluded from the dataset. This is done 
to verify the impact of inflammatory lesions on classification performance. 
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4.6 Network Performance with Representations from Different Layers 
of VGG-16 

We stated in subsection 3.6.1 that representations of intermediate layers of VGG-16 work best 
for our task. To demonstrate this fact, in Figure 4.3 we have shown the classification 
performance of the proposed network where we used feature representations from different 
layers of VGG-16 architecture. We have shown four performance metrics - AUC, F1 scores, 
accuracy and average (sum/5) of five parameters (Accuracy, Sensitivity, Specificity, PPV, and 
NPV) for each case, all of which show a clear trend. The classification result is poor when 
representations from very low layers are used. As we go higher the results gradually improve. 
We get the best results using representations from `relu_4_3'. If we go even higher, 
performance starts to drop. These results are consistent with the observations made in [91]. 

 

 

Figure 4.3 Classification results using representations from different layers of VGG-16. 
Best results are achieved for 'relu_4_3'. 
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4.7 Results Showing Impact of Different Types of Lesions 

Different types of lesions possess different features, so they pose different levels of difficulty 
in classification. To investigate their impact, we experimented with different combinations of 
lesion types for classification. The results of these experiments are summarized in Table 4.3. 

4.8 Results Using Additional Features and Multi-task Learning 

The qualitative features were not available for all lesions in our dataset, so we had to evaluate 
the results on a subset of our original database for which they were present. Table 4.4 shows 
the results on this subset of database. It also shows the classification performance when we 
only use qualitative features for classification (i.e. no image). These two results show 
performances of image-only and feature-only methods. Table 4.4 also presents the results when 
the qualitative features are used as additional targets in a multi-task learning setting and when 
these features are used as additional inputs to the classification model. 

 

Table 4.3 Impact of different types of lesions on classification results (Mal. = Malignant, 
Fib. = Fibroadenoma, Inf. = Inflammatory) 

Network 

Branches  

Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

PPV 

(%)} 

NPV 

(%) 

Sum (%) F1 (%) AUC 

Mal. vs. 

Fib 

91.096 90.164 91.765 88.710 92.857 454.591 89.431 0.96779 

Mal. vs. 

Cyst 

93.333 93.443 93.182 95.000 91.111 466.069 94.215 0.96684 

Mal. vs. 

Fib. and 

Cyst 

91.579 90.164 92.248 84.615 95.200 453.806 87.302 0.96480 

Mal. vs. 

Fib., Cst 

and inf. 

91.244 88.525 92.308 81.818 95.364 449.259 85.039 0.95660 
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Table 4.4 Additional classification results 
 

No Qualitative 

Features, No 

Multi-task 

Learning 

Only Qualitative 

Features (No 

Images) 

Multi-task 

Learning of 

Qualitative 

Features 

Qualitative 

Features as 

Additional 

Inputs 

Accuracy (%) 89.302 90.698 91.163 92.019 

Sensitivity (%) 86.667 86.667 88.333 88.136 

Specificity (%) 90.323 92.256 92.256 93.506 

PPV (%)} 77.612 81.250 81.538 83.871 

NPV (%) 94.595 94.702 95.333 95.364 

Sum (%) 438.498 445.574 448.625 452.896 

F1 (%) 82.645 83.871 84.800 85.039 

AUC 0.98838 0.95903 0.95280 0.94035 

 

4.9 Discussions 

4.9.1 Remarks on Classification Results 

As can be seen from the results presented in Table 4.1, including elastography frames in the 
Network, results in a significant increase in classification performance. This justifies our 
assumption that, in addition to the B-mode images, the stiffness distribution conveyed by 
quasi-static elastography images is useful for lesion classification. Adding difference images 
further increases performance, which demonstrates the necessity of comparative information 
between US and UE.  

Regarding the baseline results produced in Table 4.2 for the SDAE method, we see that the 
accuracy of the method is comparable to that reported in [28], however, the sensitivity is much 
lower. This may be due to three reasons. Firstly, the dataset used in the original work contained 
malignant and benign lesions in almost equal proportions, whereas our dataset is greatly 
imbalanced with benign lesions far outnumbering malignant ones. Secondly, our dataset size 
is smaller than that used in the original work. And thirdly, our dataset contained many 
malignant lesions with obscure lesion boundaries. Although we have chosen appropriate ROIs, 
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the obscure lesions may hamper the overall classification performance. Table 4.2 also shows 
the results without inflammatory lesions. Inflammatory lesions, like malignant lesions, often 
have obscure lesion boundaries and are harder to distinguish from malignant lesions. We see 
that both specificity and overall classification performance improves upon exclusion of 
inflammation lesions.  

The relative performance levels of different approaches are apparent from the ROC curves 
presented in Figure 4.2 ROC curves. The area under the curves increases with each additional 
branch, showing their usefulness.. There is a significant increase in Area Under the Curve 
when CNN (the proposed method) is used instead of SDAE. The Area further increases with 
each additional branch of the CNN (i.e. US, UE and Difference image). 

4.9.2 Impact of Different types of Benign Lesions on Classification Results 

From the results presented in Table 4.3, it is evident that each type of benign lesion considered, 
poses different levels of difficulty in classification. As can be seen from the results, against 
only Fibroadenoma, which is the most prevalent type of benign lesions, malignant lesions are 
more easily detectable, as evidenced by the higher sensitivity and PPV which are almost equal 
to specificity and NPV respectively. The classification results are best for malignant vs Cyst. 
This is due to the fact that, Cyst lesions are easily distinguishable from malignant lesions from 
US and UE images. 

Inflammatory lesions are known to be harder to distinguish from malignant lesions [107]. 
Adding them to the dataset results in a drop in sensitivity and PPV. This is due to the fact the 
ultrasound images of inflammatory lesions share some common features with malignant 
lesions. So, without them, the network faces less ambiguity and thus, predicts malignant lesions 
more confidently. 

4.9.3 Impact of Multi-task Learning 

As shown in Table 4.4, incorporating multi-task learning improves classification performance. 
We must emphasize that in this method the additional features are used as targets, not as inputs. 
So, they are not required during test/deployment. They only serve as a means of training the 
network to learn a more generalized model. The classification procedure remains fully 
objective and automated. 

4.9.4 Impact of Additional Qualitative Features 

By using qualitative features as inputs, we introduce subjectivity in the classification process. 
Another downside is that the classification process no longer remains fully automated. 
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However, as apparent from Table 4.4, combining them with images results in better 
classification performance. This performance is better than the performance levels of both 
image-only and feature-only approaches. We may think of this approach as combining both 
machine and human intuition to make classification more reliable. 

4.9.5 Impact of Dataset size 

To predict how the proposed network will perform for bigger datasets and to verify the 
generality of our approach we created shorter datasets of sizes 70-100% by keeping the 
composition of different types of lesions same. Also, to further verify the impact of 
inflammatory lesions we created shorter datasets without inflammatory lesions in a similar 
way. Figure 4.4 Variation of AUC with dataset size. It shows a trend of increasing AUC value 
with increasing dataset size. shows the impact of dataset size on classification performance 
from which we see a clear upward trend in AUC both with and without inflammatory lesions. 
This result indicates that in presence of more data our approach can achieve higher 
classification performance. This also justifies the scalability and generality of our approach for 
bigger datasets. 

 

 

Figure 4.4 Variation of AUC with dataset size. It shows a trend of increasing AUC value 
with increasing dataset size. 
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4.10 Additional Results and Discussions 

4.10.1 Learning Curves and Convergence 

Due to the small size of our dataset, the proposed model faced the risk of overfitting. We had 
to use extensive regularization and other techniques to ensure that the model was actually 
learning useful features rather than memorizing the training data. Whether the model is 
learning as expected, can be ensured by monitoring the training and validation losses. 

The training and validation losses against training steps are plotted in Figure 4.5-Figure 4.7. 
As we can see, both training and validation losses decrease steadily with training steps for all 
cross-validation steps, which proves that the model is indeed learning useful solution to the 
classification problem. Initially the training loss is shown to be higher than the validation loss, 
because of dropout, which makes the network make noisier predictions during training time. 
However, at the end of the training the training loss goes below validation loss, which is to be 
expected, because the network is capable of overfitting the data. This is where learning rate 
reduction process begins and slows down the overfitting process. This is evidenced by the fact 
that the validation loss curves flatten out at the end of the training. This also proves the 
effectiveness of the regularization measures taken. If we keep on training the loss curves keep 
oscillating unpredictably, so early stopping was used to stop the training beforehand. 

 

  

Figure 4.5 Validation loss curves for all cross-validation steps 
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Figure 4.6 Training loss curves for all cross-validation steps 

 

 

 

Figure 4.7 Training and validation loss curves averaged over all cross-validation steps 
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4.10.2 Utility of Multiple Frames per Lesion 

We used multiple frames per lesions to get a more reliable prediction for each lesion and thus 
get a better classification performance. To verify if the use of multiple frames per lesion is 
justified, we chose a single triplet per lesion with most prominent UE frames and tried two 
approaches. In one approach we based the predictions on the most prominent frames only, in 
another approach we both trained and tested on the most prominent frames. 
 

Table 4.5 Impact of multiple frames on result 
 

Train on single frame, 

test on single frame 

Train on multiple frames, 

test on single frame 

Train on multiple frames, 

test on multiple frames 

Accuracy (%) 87.558 87.558 91.244 

Sensitivity (%) 83.607 86.885 88.522 

Specificity (%) 89.103 87.821 92.308 

PPV (%)} 75.000 73.611 81.818 

NPV (%) 93.289 94.483 95.364 

Sum (%) 428.555 445.574 449.259 

F1 (%) 79.070 430.357 85.039 

AUC 93232 0.94252 0.95660 

 

As we can see from Table 4.5, by training and predicting on multiple frames, the classification 
performance improves significantly. This is due to the fact that the prediction becomes more 
robust and less prone to frame-wise variations. 

4.10.3 Variations within Frame-wise Predictions 

As, we have mentioned before, use of multiple frames per lesion improves the classification 
performance. However, to understand the impact of frame-wise variations in predictions (i.e. 
predicted probabilities of malignancy), we conducted a few analyses. As presented in Table 
4.6, the variations in frame-wise predictions is higher for incorrectly predicted (False Positive 
and False Negative) results than correctly predicted (True Positive and True Negative) results. 
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Table 4.6 Variations in frame-wise predictions for different result types 

Result 
type 

Average Standard Deviation of 
frame-wise predicted probability 

of malignancy 

Average Inter-Quartile Range 
(IQR) of frame-wise predicted 

probability of malignancy 

TP 0.087217 0.078442 

TN 0.069818 0.055674 

FP 0.216626 0.153949 

FN 0.154305 0.111173 

 

This observation indicates that the model is “confused” about the lesions it incorrectly 
predicted and if we exclude the lesions with higher variance in frame-wise predictions, we may 
get better classification results. Figure 4.8 shows that indeed this is the case. If we set a 
threshold for Inter-Quartile Range of frame-wise predicted probability of malignancy, we can 
discard the most unreliable results, and the classification performance improves gradually as 
this threshold is tightened. This observation can be useful to verify whether a prediction is 
reliable, which is a vital requirement for medical diagnosis. 

 

Figure 4.8 Classification performance improvement with the threshold in frame-wise 
variation (IQR) in predictions. 
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This observation leads to a question - what fraction of lesions under test would be discarded if 
we aimed for more reliable predictions? We hypothesize that, it would depend on the quality 
of the videos the frames are extracted from. If the video has frames that consistently show the 
important features of a lesion, the model would be less confused about that lesion. In our 
experiment we observed that, if we discard the 25% lesions with highest variance in frame-
wise predictions, we may get very reliable predictions with accuracy, sensitivity and specificity 
of approximately 95%. A detailed plot is shown in Figure 4.9. 

 

 

Figure 4.9 As we applied different threshold levels to the IQR of predicted probabilities 
of malignancy for each lesion, we analyzed what portion of the dataset satisfied that 
condition and what performance level was achieved within that part of the dataset. 

 

4.10.4 Impact of Clinically Unproven Data 

As we have mentioned before, we included clinically unproven data with strong radiological 
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To justify this approach, in Table 4.7 we presented three cases. First we notice that, if we train 
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This result confirms that the extra data, even though clinically unproven, helps the model to 
learn more. The final set of results show that, even if we included the clinically unproven data 
in our evaluation, the results would not be much different from that achieved on only clinically 
proven data. This observation confirms that, the predictions for these lesions are consistent 
with the assumed label based on radiological evidence.  

 

Table 4.7 Impact of Clinically Unproven Data on Classification Results 
 

Train and test on 

clinically proven data 

Train on all data, test 

on only clinically 

proven data 

Train and test on all 

data 

Accuracy (%) 90.323 91.244 91.213 

Sensitivity (%) 88.525 88.522 87.879 

Specificity (%) 91.026 92.308 92.486 

PPV (%)} 79.412 81.818 81.690 

NPV (%) 95.302 95.364 95.238 

Sum (%) 444.586 449.259 448.506 

F1 (%) 83.721 85.039 84.672 

AUC 0. 95628 0.95660 0.95665 

 

4.11 Chapter Summary 

In this chapter we discussed how we evaluated the performance of the proposed model and 
presented the results obtained in our experiments. Then we interpreted the results to gain more 
insights about the impact of different choices regarding our methodology. We presented 
intuitive explanations of different observations and also drew different important conclusions 
based on those observations. 
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Chapter 5  
Conclusions and Future Work 

 

Breast cancer is the most frequent form of cancer in women and second most common type of 
cancer around the world. Detection and computer aided differentiation of breast tumors is an 
integral part of successful treatment strategy for patients with breast tumors. Bi-modal 
radiology-based imaging, i.e., conventional B-mode ultrasound and elastography, when 
combined, promise to reduce the number of biopsies significantly because of the detection of 
false malignant cases with high accuracy. We proposed a Convolutional Neural Network based 
Computer Aided Diagnosis system to aid lesion classification from this Bi-modal imaging 
system. In this chapter we review and summarize the work done so far. Then we will clarify 
the limitations of the proposed method and point out future prospects of improvement and 
expansion. 

5.1 Summary 

In this work, we propose a method of breast-lesion classification based on convolutional neural 
network that can be used for implementation of a real-time non-invasive breast lesion 
classification system. Such a system will provide a completely objective second opinion free 
of cost, directly from ultrasound B-mode and elastography images in order to help improve the 
reliability of breast cancer diagnosis. The proposed method requires no segmentation or feature 
engineering, only image frames obtained directly from the machine. We evaluated the 
proposed method on a clinically proven dataset of 217 patients. We explained how we 
exploited transfer learning from the ImageNet dataset to train the proposed network on a very 
small number of datapoints. Also, the experimental results indicate that our approach should 
achieve higher classification performance on bigger datasets. The deep learning framework 
with tunable regularization ensures the scalability of our approach. We have also discussed the 
impact of different types of benign lesions on classification performance. Finally, we trained 
the proposed model in a multi-task learning setting with qualitative features as additional 
targets, which is shown to improve the generalization of the trained model and thus to improve 
classification results. We also showed that including qualitative features as additional inputs 
further increases classification performance. 
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5.2 Limitations of Our Approach 

The most prominent limitation of our approach is that its classification performance is lower 
compared to traditional morphological feature based approaches. This is due to the fact that, 
the proposed model is learning to differentiate lesions directly from images, rather than a 
handful of quantitative features, which makes it a much more difficult task to learn. To reach 
the performance level of traditional approach, the proposed model would need a much bigger 
and diverse dataset. Another limitation of our approach is that it still depends on the radiologist 
to correctly distinguish a lesion from normal breast tissue, since it has not been trained to 
automatically identify a lesion from healthy breast tissue. This was done to make the 
classification process simpler i.e. we wanted to limit the classification between malignant and 
benign lesions, and also because of the insufficient data for healthy breast tissue. Finally, to 
better evaluate the proposed model it should be tested on a large dataset. Classification results 
on a bigger and more diverse dataset would be a more reliable indicator of the true performance 
level of the proposed method. 

5.3 Future Works 

We propose some prospects of improvement and elaboration of the model – 

• We showed that by combining two ultrasound imaging modalities the proposed model 
can achieve better classification performance. We could combine other modalities such 
as mammogram, MRI or shear-wave elastography with the two modalities considered 
in this work and see if the classification performance improves any further. 

• We showed that the proposed model shows improvement in classification performance 
with increase in dataset size. We want to verify if this trend holds for very large 
datasets. More specifically, we used extensive regularization methods and avoided 
fine-tuning for lack of more data. If such a big dataset were available, these 
regularization methods could be relaxed and the previously fixed parameters/weights 
could be fine-tuned for better classification performance. 

• Class labels for lesions are rare and difficult to collect as it requires that the patient 
proceed to clinical verification such as biopsy or FNAC. However, the proposed 
method showed improvement in classification performance with multi-task learning. 
If we can gather more data with the additional features, then we can train the relevant 
part of the network with this information even without class label (i.e. 
malignant/benign). This could potentially improve the classification performance for 
the original classification task, because the shared portion of the network would learn 
more generalized representations. 
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• Our method showed improvement in classification performance with inclusion of 
additional qualitative features. However, these features are subjective in nature and 
introduces human intervention. On a bigger dataset we could try to train a network to 
predict these features from images rather than collecting them from radiologists. If that 
could be done with satisfactory accuracy, those predictions from the auxiliary network 
could be used to improve the performance of the original network, while keeping the 
whole process free of human intervention. 

• We claimed that the proposed method could be integrated in an imaging system for 
real-time classification. We could verify that by implementing a software version of 
the proposed method in an ultrasound system.  
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