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Abstract

Although, a number of research studies have been done on natural language processing (NLP) in different areas such as Example-based Machine Translation (EBMT), Phrase-based Machine Translation, etc., for different pairs of languages such as English to Bengali translator, very few research studies have been done on Bengali to English translation. Popular and widely available translators such as Google translator performs reasonably well when translating among the popular languages such as English, French, or Spanish; however, they make elementary mistakes when translating the languages that are newly introduced to the system such as Bengali, Arabic, etc.

Google Translator uses Neural Machine Translation (NMT) approach with Recurrent Neural Network (RNN) to build its multilingual translation system. Prior to NMT, Google Translator used Statistical Machine Translation (SMT) approach. However, these approaches solely depend on the availability of a large parallel corpus of the translating language pairs. As a result, most of the research studies found so far on NLP have been performed keeping English as the base or source language. Here, a good number of widely spoken potential languages still remain nearly unexplored. Bengali, the eighth one in terms of usage all over the world, represents one of the prominent examples among those languages. Therefore, in this study, we explore improvised translation from Bengali to English. To do so, we study both the rule-based translator and the data-driven machine translators (NMT and SMT) in isolation, and in combination with different approaches of blending between them. More specifically, first, we implement some basic grammatical rules along with identification of names as subjects and optimization of Bengali verbs in our rule-based translator. Next, we integrate our rule-based translator with each of the data-driven machine translators (NMT and SMT) separately using different approaches. Besides, We perform rigorous experimentation over different datasets to reveal a comparison among the different approaches in terms of translation accuracy, time complexity, and space complexity.
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Chapter 1

Introduction

Human beings have been communicating using various spoken languages since their earliest days on the earth. Languages can express thoughts on an unlimited number of topics, e.g., social interaction, religion, past, future, etc. While many believe the number of languages in the world is about 6500, there are actually around 7106 living languages in the world [46]. Although this number might be the latest count, there is no clear answer on the exact number of languages that still exist. These huge number of languages are spread all over the world. For example, around 230 languages are spoken in Europe, whereas over 2000 languages are spoken in Asia [47].

Every human language has a vocabulary consisting of thousands of words, which are primarily built up from several dozens of speech sounds. More remarkable point here to be noted is that every normal child basically learns the whole system (mother tongue) just from hearing others using it. However, apart from the mother tongue, other languages are generally learnt in a more systematic process. Besides, in all languages, there are many words that may have multiple meanings and also some sentences may use different grammatical structures to express the same meaning [3]. This challenge, in turn, makes it immensely difficult to perform semantic analysis based translation between a pair of languages. Moreover, the task of translation experiences the top level of difficulty when the pair of languages contain a source language that is less explored in terms of having substantially large parallel corpus [1]. Bengali represents an example of such a source language. Therefore, it remains a great challenge to do the right semantic analysis to properly recognize any sentence of such a language.

To this context, in this thesis, we study Bengali to English machine translation by semantic based parts of speech tagging, verb identification and stemming, and name identification by lemmatization.
We perform our study through exploring rule-based translation and neural machine translation - both in isolation and in combination, through applying different blending approaches.

1.1 Motivation behind Our Work

Natural languages such as English, Spanish, and even Hindi are rapidly progressing in machine translation. While progress has been made in language translation software and allied technologies, the primary language of the ubiquitous and all-influential World Wide Web remains to be English [48]. English is mostly the language of latest applications, programs, new freeware, manuals, shareware, peer to peer conversation, social media networks, and websites [48].

Millions of immigrants who travel the world from non-English-speaking countries every year, face the necessity of learning English to communicate in the language, since it is very important to enter and ultimately succeed in mainstream English speaking countries. The success gets comprehended when the learning covers all forms of reading, writing, speaking, and listening that eventually realize the process of translation encompassing a diversified set of applications (Figure 1.1).

Working knowledge of the English language can create many opportunities in international markets
and regions. However, similar to many other non-English-speaking countries, a major group of Bengali speaking people from Bangladesh and India lacks proficiency in English [4]. This crisis is getting boosted over the period of time, as there is no well-developed translator till now for Bengali to English translation. Therefore, the importance of an efficient Bengali to English translator is noteworthy.

1.2 Approach of Our Study

We present an overview on the approach of our study in this section. Our initial focus is to explore building a rule-based translator. To do so, we implement some of the Bengali grammatical rules in our system along with detection of person, number, tense, etc., using semantic analysis. Besides, we accomplish optimization of Bengali verbs and identification of names as subjects to improve the performance of our rule-based translator. After that, we explore and implement the classical NMT (Neural Machine Translator). Then, we integrate rule-based translator and NMT using different approaches to investigate the best-possible translation performance. We measure the performance using three standard metrics of machine translation. Besides, we extend our experimentation (similar to NMT) by exploring another popular data-driven machine translation technology, Statistical Machine Translation (SMT), as it was used by popular Google Translator just before NMT [9]. Finally, we present the results of our experimentation both statistically and graphically, and also analyze them in details.

Next, we present an outline of our thesis. In Chapter 2, we highlight the related work in the field of natural language processing, specially on Bengali-English translation. Then, we briefly discuss classical neural machine translation approach in Chapter 2, which is a very important part of our study. Next, in Chapter 3, we present our implemented rule-based translator for Bengali to English translation. In addition to that, we propose our verb identification and memory optimization techniques in Chapter 3. Here, we implement modified Levenshtein’s distance algorithm for root verb detection (Chapter 3.2.3). Finally, we investigate the performance of our proposed translator using three different blending approaches, which we discuss in Chapter 3.

In Chapter 4, we discuss the performance evaluation of our proposed mechanisms. Here, first, we show our experimental settings and different datasets. Next, we discuss our performance evaluation metrics (BLEU [19], METEOR [20], and TER [21]). Then, we present various experimental results (simulation outputs, graphs, tables, etc.) and our findings in Chapter 4. Furthermore, we perform a
casual cross checking to our results with respect to human behaviour by conducting an online survey to identify which method(s) people generally follow (perhaps subconsciously) to translate from Bengali to English. Afterwards, we unfold our possible future studies in Chapter 6. In the end, we conclude by summarizing the problem and our contributions in this study in Chapter 7.

1.3 Our Contributions

Based on our work, our main contributions in this study are as follows:

- First, we propose a rule-based Bengali to English translator that implements some basic grammatical rules for Bengali to English translation. Our rule-based translator mainly focuses on Bengali grammar with some exceptional approaches such as finding standard form of verbs, identifying unknown words (names) as subjects, etc. Apart from processing simple sentences, our rule-based translator also considers basic complex and compound sentences. Besides, our rule-based translator identifies subjects with emphasizing tags properly to improve its overall translation performance.

- Afterwards, we integrate rule-based translator with existing NMT using different possible approaches. To do so, first, we implement the classical NMT. Designing a parallel corpus containing Bengali-English sentence pairs for training NMT is one of the toughest challenges that we face since Bengali is an extremely low resource language. Next, we blend our rule-based translator and NMT in three different ways to investigate the best-possible blending approach. Afterwards, similar to NMT, we implement SMT, and blend our rule-based translator with it to verify our best-possible blending approach.

- Finally, we perform the performance evaluation for the proposed rule-based translator, classical NMT, and their integrated solutions using three standard metrics - BLEU, METEOR, and TER. We present the results for rule-based translator and NMT both in isolation and in combination. We also perform comparative analysis of the results among all the proposed approaches both statistically and graphically. Besides, we also show performance scores for SMT and its integrated solutions with rule-based translator as an extension of our experimental results.
Chapter 2

Background and Related Work

Bengali, being among the top ten languages worldwide, lags behind in some crucial areas of research in machine translation such as parts-of-speech (POS) tagging, text categorization and contextualization [35], syntax and semantic checking, etc. Most noteworthy previous studies in this regard include Example-based Machine Translation (EBMT) [4], phrase-based machine translation [5], syntactic transfer, and use of syntactic chunks as translation units [6]. However, these studies lack in processing Bengali words semantically. Besides, although significant research work can be found on English to Bengali translation [2][7], very few work has been performed on translating on the other way, i.e., from Bengali to English [3][8]. Popular translators such as Google, Bing, Yahoo Babel Fish, etc., often perform very poorly when they translate from Bengali to other languages. Google translator, the most popular one among them, uses neural machine translation (NMT) approach with RNN at present [9][10].

NMT has emerged as the most promising machine translation approach in recent years, showing superior performance on public benchmarks [1][11]. It is an end-to-end learning approach for automated translation, with the potential to overcome many of the weaknesses of conventional translation systems. In spite of the recent success of NMT in standard benchmarks, the lack of large parallel corpora poses a major practical problem for many language pairs such as Bengali-English [12]. This is why, NMT performs reasonably well when it translates among the most popular languages, however, it often makes elementary mistakes while translating languages that are less known to the system such as Bengali as shown in Figure 2.1 [14][15]. Focusing on rule-based translation in such a case might be a solution, which is yet to be explored in the literature. Moreover, blending NMT with such
rule-based translator is yet another aspect to be investigated till now.

(a) Simple sentences

(b) Complex sentence and compound sentence

Figure 2.1: Faulty translations of Google Translator
2.1 Existing Research Studies

Wu et al., [9] presented GNMT, Google’s Neural Machine Translation system, with the objectives of reducing computational cost both in training and in translation inference, and increasing parallelism and robustness in translation. However, this approach solely relies on availability of significantly large parallel corpus and makes elementary mistakes while translating low-resource languages [36].

Artetxe et al., [11] removed the need of parallel data and proposes a novel method to train an NMT system with the objectives of relying on monolingual corpora only and profiting from small parallel corpora. Figure 2.2 reflects the architecture of this approach. Here, for each sentence in language L1,

![Architecture of Unsupervised Neural Machine Translation](image)

Figure 2.2: Architecture of Unsupervised Neural Machine Translation [11]

the system is trained alternating two steps: 1) denoising, which optimizes the probability of encoding a noised version of the sentence with the shared encoder and reconstructing it with the L1 decoder, and 2) on-the-fly back-translation, which translates the sentence in inference mode (encoding it with the shared encoder and decoding it with the L2 decoder), and then optimizes the probability of encoding this translated sentence with the shared encoder and recovering the original sentence with the L1 decoder. Training alternates between sentences in L1 and L2, with analogous steps for the latter. However, this promising approach still falls much behind the performance level of classical
NMT. Gangadharaiah et al., [5] converted CNF to normal parse trees using bilingual dictionary with the objective of generating templates for aligning and extracting phrase-pairs for clustering. However, this work does not consider stemming of different forms of verbs and translation of unknown words. Besides, this approach also relies on availability of significantly large parallel corpus.

Saha et al., [28] reported an Example based Machine Translation System (EBMT) with the objective of translating news headlines from English to Bengali. However, this work was a specialized methodology only for newspaper headlines and did not consider the development of a Bengali lexicon with necessary tags. Kim et al., [6] used syntactic chunks as translation units with the objective of properly dealing with systematic translation for insertion or deletion of words between two distant languages. Figure 2.3 reflects the architecture of their proposed chunk-based EBMT. According to the architecture, first, given an input sentence, the system finds chunk (a sequence of words) sequence matches, and a chunk aligner finds their translations. Next, when no chunk match or no chunk alignment is found, it finds word/phrase matches, and uses a phrasal aligner to find the translations of them. Afterwards, it puts chunk translations and word/phrase translations into a lattice. Besides, for each translation, it keeps track whether the translation is from the chunk alignment or not. Finally, it performs standard beam decoding to find the best translation. However, this approach fails to address some basic grammatical rules during translation as it does not apply any specific rule during combining the chunk translations generated by the chunk aligner. Besides, this approach does not
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consider translating unknown words (not found in its vocabulary).

Additionally, there exist other research studies on NLP. For example, Souvik et al., [2] proposed a solution based on parse tree, Naskar et al., [31] handled prepositions in English, Dasgupta et al., [7] proposed another approach based on parse tree, etc. However, these techniques considered English-to-Bengali context only, not focusing on Bengali-to-English. Rahman et al., [3] explored statistical approach for Bengali-to-English translation. Besides, both Rahman et al., [8] and Alam et al., [23] explored a basic rule based approach for the same. However, these techniques either depended on a large corpus or omitted some basic grammatical features such as stemming and lemmatization. Apart from this limitation, these techniques are yet to consider an integration between rule-based translation and classical NMT.

Our work adopts implementation of GNMT as the classical NMT. Therefore, we discuss GNMT in the next section.

2.2 Google’s Neural Machine Translation (GNMT) Model

Neural Machine Translation (NMT) is basically an end-to-end learning approach for automated translation. The strength of NMT lies in its ability to learn directly, in an end-to-end fashion, the mapping from input texts to associated output texts.

2.2.1 Background of GNMT

Google Translator, one of the most popular and widely available translators, earlier used Statistical Machine Translator (SMT) to build the multilingual translation system. SMT systems are not tailored to any specific pair of languages. In spite of being so promising and generalized, this approach usually does not work well for language pairs having significantly different word orders. Besides, SMT results may have superficial fluency that masks translation problems as SMT considers only a few words (chunk) from a source sentence at a time during translation [60]. Therefore, Google has moved towards NMT approach recently. Google’s NMT model was first proposed by Wu et al., in 2016, which became a breakthrough in the field of NLP with the potential of addressing many shortcomings of traditional translation systems.
2.2.2 Architecture

Back in the old days, traditional phrase-based translation systems performed their task by breaking up source sentences into multiple chunks, and then translating them phrase-by-phrase. This led to less fluency or accuracy in the translation outputs and was not quite like how we, humans, perform the task of translation. We generally read the entire source sentence, understand its meaning, and then produce a translation. Neural Machine Translation (NMT) attempts to closely mimic that.

Specifically, an NMT system first reads the source sentence using an encoder to build a “thought” vector (a sequence of numbers that represents meaning of the sentence). Then, a decoder processes the sentence vector to perform a translation, as illustrated in Figure 2.4. This is often referred as the encoder-decoder architecture. In this manner, NMT addresses the local translation problem in the traditional phrase-based approach. Thus, NMT can capture long-range dependencies in languages, e.g., gender agreements, syntax structures, etc., and produce much more fluent translations as demonstrated by GNMT systems.

NMT models vary in terms of their exact architectures. A natural choice for sequential data is the Recurrent Neural Network (RNN), used by most NMT models. Usually an RNN is used for both the encoder and the decoder. The RNN models, however, differ in terms of: (a) directionality – unidirectional or bidirectional [50]; (b) depth – single or multi-layer [50]; and (c) type – often either a vanilla RNN, a Long Short-term Memory (LSTM), or a gated recurrent unit (GRU) [50]. In our experimentation, a deep multi-layer RNN has been considered, which is unidirectional and uses LSTM as a recurrent unit. An example of such a model is shown in Figure 2.5.

In this example, a model is built to translate a source sentence “I am a student” into a target (German) sentence “Je suis étudiant”. At a high level, the NMT model consists of two recurrent neural networks: the encoder RNN simply consumes the input source words without making any prediction; the decoder, on the other hand, processes the target sentence while predicting the next
words. We present different components of the NMT’s architecture below.

2.2.2.1 Embedding Layer

Initially, we need to train the NMT system using the bilingual parallel corpus. The model must first look up the source and target embeddings to retrieve the corresponding word representations. For this embedding layer to work, NMT chooses a vocabulary for each language first. Usually, NMT selects a vocabulary of size $V$, and treats only the most frequent $V$ words as unique. It converts all other words to an “unknown” ($\langle\text{unk}\rangle$) token and all get the same embedding. NMT learns the embedding weights, one set per language, during training with the parallel corpus.

2.2.2.2 Encoder

NMT can use one or more LSTM layers to implement the encoder model. The output of this model is a fixed-size vector that represents the internal representation of the input sequence. The number of memory cells in this layer defines the length of this fixed-sized vector.
Once retrieved, NMT then feeds the word embeddings as input into the main network, which consists of two multi-layer RNNs – an encoder for the source language and a decoder for the target language. These two RNNs, in principle, can share the same weights. However, in practice, the model often uses two different RNN parameters, which do a better job when fitting large training datasets. Here, the encoder RNN uses zero vectors as its starting states.

2.2.2.3 Decoder

The decoder must transform the learned internal representation of the input sequence into the correct output sequence. NMT can also use one or more LSTM layers to implement the decoder model. This model reads the fixed sized output generated by the encoder model. The decoder also needs to have access to the source information. Therefore, NMT simply initializes the decoder with the last hidden state of the encoder. Thus, as shown in Figure 2.5, NMT passes the hidden state of the last source word “student” to the decoder side.

2.2.2.4 Projection Layer

The Projection layer is a dense matrix to turn the top hidden states to logit\(^1\) vectors of dimension having the vocabulary size. Projection layer maps the discrete word indices of an n-gram context to a continuous vector space as shown in Figure 2.6. NMT models share it such that for contexts containing the same word multiple times, the same set of weights apply to form each part of the projection vector.

2.2.2.5 Inference: Generating Translations

Once NMT has finished the training, it can generate translations from given previously unseen source sentences. This process is called inference. There is a clear distinction between training and inference (testing) since, at inference time, we only have access to the given source sentence. Afterwards, NMT performs the decoding.

The idea is simple as illustrated in Figure 2.6. Firstly, NMT encodes the source sentence in the same way as done during training. Next, it starts decoding as soon as it receives the starting symbol (\(<s>\)). Then, for each timestep on the decoder side, NMT treats the RNN’s output as a set of logits.

\(^1\)Logits generally refers to the unnormalized final scores of a machine learning model. We apply softmax to it to get a probability distribution over the classes. In our model, logits refers to the scores of words in vocabulary to appear in the translation.
NMT then chooses the most likely word, the id associated with the maximum logit value, as the emitted word. For example, in Figure 2.6, the word “moi” has the highest translation probability in the first decoding step. Afterwards, NMT feeds this word as an input to the next timestep. This step is what makes inference different from training. Finally, the process continues until the decoder produces the end-of-sentence marker (</s>) as an output symbol.

GNMT system approaches the accuracy achieved by average bilingual human translators on some of the designed test sets. In particular, compared to the previous phrase-based production system, this GNMT system delivers roughly a 60% reduction in translation errors on several popular language pairs [50]. However, even such a promising approach exhibits some major weaknesses. Three inherent weaknesses of NMT are: 1) its slower training and inference speed, 2) ineffectiveness in dealing with rare words, and 3) sometimes failure to translate all words in the source sentence. Its performance generally improves with the increased size of dataset (parallel corpus). We investigate the integration of NMT with rule-based approach to improve the overall performance in the next chapters.
2.3 Limitations of Existing Research Studies

Although there exists a significant number of research in the field of language processing, Bengali remains little explored in the literature. Therefore, in this study, we specifically address some major limitations in Bengali to English translation along with Bengali language processing to some extent. These major limitations are discussed as follows.

- None of the existing studies focuses on integration of rule-based translator with any data-driven machine translator (NMT or SMT) for translation between any language pair. Investigation of possible outcomes of such integration or blending between these two translation approaches is completely absent in the literature. However, our survey (in Chapter 5) suggests that most people generally prefer using both NMT (or SMT)-like and grammatical rules based translations while translating from one language to another in their daily life. This human behaviour points towards a prospect of exploring integration between rule-based translator and NMT in machine translation.

- Apart from this, a large parallel corpus for Bengali-to-English machine translation is yet to be available. However, the performance of NMT solely relies on availability of significant amount of training data. The more example translation NMT sees (during training), the better it translates (infers). However, not a single corpus containing a substantial number of Bengali-English sentence pairs is available for NMT, which significantly limits the performance of NMT in translating Bengali to English.

- Besides, existing techniques do not consider finding stems of different forms of Bengali verbs. As Bengali verbs can take multiple forms based on tenses, we need to detect the standard form of verb by stemming for optimizing total memory consumption. Current literature does not consider this issue not only for Bengali but also for other languages.

- In addition to that, existing studies cannot properly recognize and translate words, which we cannot find in specialized vocabulary such as names of people. Besides, Bengali sentences may contain emphasizing tags attached to the subjects as suffixes, which leads to faulty detection of subjects as names. Existing studies have not explored this issue too.
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Proposed Methodology

Our work initially focuses on building a rule-based translator [15]. Next, our target is to explore and implement the classical NMT, i.e., GNMT. To do so, we collect and build datasets (Bengali and English language pair) of different sizes from different sources. Subsequently, after implementing both rule-based translator and classical NMT in isolation, we integrate these two translators using different approaches to investigate the best possible translation performance. We present our proposed mechanisms and algorithms next in details.

3.1 Rule-based Translator

Our rule-based translator initially focuses on implementation of simple sentences. Here, simple sentence analysis and recognition is the preliminary step which leads to the advancement of our system towards implementation of complex and compound sentences later. However, analyzing and recognizing a simple sentence of a language requires enormous knowledge on that particular language. In this study, our rule-based translator particularly implements some basic grammatical rules for Bengali to English translation. Figure 3.1 illustrates the mechanism of our proposed rule-based translator. As shown in the figure, our proposed mechanism for implementing the rule-based translator basically consists of six major steps. We elaborate each of the steps in the following subsections.

3.1.1 Step-1: Input of Bengali Text

The first step is to take an input sentence. Here, the input sentence is a Bengali sentence. If we get a paragraph as input, we recognize sentences by splitting the input paragraph through the sentence
terminating delimiters. Our considered sentence terminating delimiters are - ‘|’ and ‘;’. The input sentence is, then, fed to the tokenizer for token identification and further processing. Figure 3.2 shows an example of how a Bengali paragraph can appear as input.

We split the paragraph into several independent sentences. For example, the paragraph in Figure 3.2 gets split into nine sentences as shown in Figure 3.3. We consider these sentences as separate input sentences (that we need) to translate one by one. Therefore, we tokenize each sentence next.
pound sentences. To differentiate simple sentences from complex and compound sentences, we primarily check whether any of the keywords of complex or compound sentence is present in the input sentence. The rationale behind this consideration is the fact that a complex sentence is formed when we join a principal clause and a subordinate clause with a connective. It can have one or more dependent clauses (also called subordinate clauses). Since a dependent clause cannot stand on its own as a sentence, complex sentences must also have at least one independent clause. Therefore, a complex sentence is basically a union of two simple sentences that come out of the clauses. Our system can recognize the following popular basic keywords of a complex sentence as shown in Figure 3.4.

1. যদি; 2. যেহেতু; 3. কারণ; 4. যতক্ষণ না; 5. যদিও; 6. যদি না; 7. যখন; 8. যখনই

Figure 3.4: Keywords of complex sentence under our considerations

If our system determines a complex sentence by matching any of these keywords then it splits the sentence into two grammatical clauses - 1) Principal clause, and 2) Subordinate clause. Each clause then acts as an independent simple sentence, which then passes to the tokenizer in the next phase for further processing. For example, we split a complex sentence into the clauses as shown in Figure 3.5.

Figure 3.5: Splitting a complex sentence into a principal clause and a subordinate clause

3.1.2 Step-2: Analysis of Sentence Structure and Tokenization

Next, we tokenize the sentences identified or splitted in the previous section. Our system, here, considers each Bengali word of a sentence as a token, and tags the tokens in various ways such as position, person, number, Parts of Speech (PoS), and tense. For example, let us consider the following input Bengali sentence:

- Complex Sentence: করিম যখনই সুযোগ পায় তখনই সে টিভি দেখে।
- Principal clause: করিম সুযোগ পায়
- Subordinate clause: সে টিভি দেখে

Our system will tokenize this input sentence as follows:

1. সে; 2. ভাত; 3. খায়; 8. |
Besides, our system initially determines the position of a token by analyzing a very basic grammatical rule for Bengali sentence formation - “Subject + Object + Verb”. We present it in Figure 3.6.

The figure illustrates a Bengali parse tree that presents how our system recognizes the tokens with their roles in the sentence. Here, we have some predefined commonly-used nouns, pronouns, verbs, etc., in our system that are presented in the parse tree as “Noun”, “Pro”, “VP”, etc., respectively. Our system accomplishes this task by its token tagging process, which we discuss next.

3.1.3 Step-3: Token Tagging

Our system performs the task of token tagging using the information from grammatical set of rules for Bengali sentences. In our token tagging, we identify position, PoS, number, and person for each of the tokens. Table 3.1 illustrates an example of initial token tagging for our previous input sentence.

<table>
<thead>
<tr>
<th>Token</th>
<th>Position</th>
<th>POS</th>
<th>Number</th>
<th>Person</th>
</tr>
</thead>
<tbody>
<tr>
<td>সে</td>
<td>Sub</td>
<td>PRO</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>ভাত</td>
<td>Obj</td>
<td>Noun</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>খায়</td>
<td>Vrb</td>
<td>VP</td>
<td>Null</td>
<td>Null</td>
</tr>
<tr>
<td>হল</td>
<td>Delim</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
</tr>
</tbody>
</table>

Table 3.1: Initial tagging table for tokens
3.1.4 Step-4: Word-by-word Translation

Our rule-based translation system consists of a vocabulary containing around 1,000 commonly-used Bengali-English word pairs. Our system performs direct translation using this vocabulary and necessary information extracted from the token tagging. Table 3.2 shows how our system performs word by word translation for each of the tokens.

<table>
<thead>
<tr>
<th>Token</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>সে</td>
<td>He</td>
</tr>
<tr>
<td>ভাত</td>
<td>Rice</td>
</tr>
<tr>
<td>খায়</td>
<td>Eat</td>
</tr>
</tbody>
</table>

Table 3.2: Token translation using vocabulary

This results in our updated and final token tagging with translation as shown in Table 3.3.

<table>
<thead>
<tr>
<th>Token</th>
<th>Position</th>
<th>POS</th>
<th>Number</th>
<th>Person</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>সে</td>
<td>Sub</td>
<td>PRO</td>
<td>1</td>
<td>3</td>
<td>He</td>
</tr>
<tr>
<td>ভাত</td>
<td>Obj</td>
<td>Noun</td>
<td>Null</td>
<td>Null</td>
<td>Rice</td>
</tr>
<tr>
<td>খায়</td>
<td>Vrb</td>
<td>VP</td>
<td>Null</td>
<td>Null</td>
<td>Eat</td>
</tr>
<tr>
<td>।</td>
<td>Delim</td>
<td>Null</td>
<td>Null</td>
<td>Null</td>
<td>.</td>
</tr>
</tbody>
</table>

Table 3.3: Final tagging with translation containing necessary information about each token

3.1.5 Step-5: Apply Necessary Words and Suffixes

Next, our system can determine the tense of an input sentence by analyzing the suffixes of Bengali verbs. We do this through maintaining a list of commonly-used Bengali suffixes mapped to a particular tense or tense code. Table 3.4 shows only a partial scenario of how we map the suffixes to different tenses. At this stage, we need to deal with Bengali verbs having multiple forms since one standard Bengali verb can take multiple forms based on its tenses in different sentences. Therefore, optimization of vocabulary for verbs becomes an issue in terms of total memory consumption by the system. We will address this issue later in details in Chapter 3.2. Here, we present an example in Figure 3.7 where a Bengali verb has been processed to determine the tense by removing its suffix.
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Table 3.4: Commonly-used Bengali suffixes representing tenses

<table>
<thead>
<tr>
<th>Bengali Suffix</th>
<th>Tense Code</th>
<th>Tense</th>
</tr>
</thead>
<tbody>
<tr>
<td>হয়</td>
<td>11</td>
<td>Simple Present</td>
</tr>
<tr>
<td>ছুপেন</td>
<td>12</td>
<td>Present Continuous</td>
</tr>
<tr>
<td>মাখেন</td>
<td>13</td>
<td>Present Perfect</td>
</tr>
<tr>
<td>হয়েন</td>
<td>13</td>
<td>Present Perfect</td>
</tr>
<tr>
<td>ছিলেন</td>
<td>21</td>
<td>Simple Past</td>
</tr>
<tr>
<td>ছিলাম</td>
<td>21</td>
<td>Simple Past</td>
</tr>
<tr>
<td>ছিলে</td>
<td>22</td>
<td>Past Continuous</td>
</tr>
<tr>
<td>নে</td>
<td>31</td>
<td>Simple Future</td>
</tr>
<tr>
<td>ব</td>
<td>31</td>
<td>Simple Future</td>
</tr>
</tbody>
</table>

Figure 3.7: Determining tense from a Bengali verb

After we detect the tense, our system modifies the translated English verb by adding necessary suffixes and words (auxiliary verbs) using information extracted from the token tagging such as number and person of subject.

Table 3.5 shows how our system modifies the translated verbs depending on tense, number, and person of subject obtained from the token tagging table.
### Table 3.5: Modifying verbs based on tenses, persons, and numbers

<table>
<thead>
<tr>
<th>Tense</th>
<th>Tense Code</th>
<th>Person</th>
<th>Number</th>
<th>Verb Modification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple Present</td>
<td>11</td>
<td>1</td>
<td>1/2</td>
<td>Null</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1/2</td>
<td>Null</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1</td>
<td>Add ‘es/ s’</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>Null</td>
</tr>
<tr>
<td>Present Continuous</td>
<td>12</td>
<td>1</td>
<td>1</td>
<td>am + ‘ing’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1</td>
<td>2</td>
<td>are + ‘ing’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1/2</td>
<td>are + ‘ing’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1</td>
<td>is + ‘ing’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>are + ‘ing’ form</td>
</tr>
<tr>
<td>Present Perfect</td>
<td>13</td>
<td>1</td>
<td>1/2</td>
<td>have + ‘past participle’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2</td>
<td>1/2</td>
<td>have + ‘past participle’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>1</td>
<td>has + ‘past participle’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3</td>
<td>2</td>
<td>have + ‘past participle’ form</td>
</tr>
<tr>
<td>Simple Past</td>
<td>21</td>
<td>1/2/3</td>
<td>1/2</td>
<td>‘past’ form</td>
</tr>
<tr>
<td>Past Continuous</td>
<td>22</td>
<td>1/2/3</td>
<td>1</td>
<td>was + ‘ing’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>1/2/3</td>
<td>2</td>
<td>were + ‘ing’ form</td>
</tr>
<tr>
<td>Past Perfect</td>
<td>23</td>
<td>1/2/3</td>
<td>1/2</td>
<td>had + ‘past participle’ form</td>
</tr>
<tr>
<td>Simple Future</td>
<td>31</td>
<td>1</td>
<td>1/2</td>
<td>shall + verb</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/3</td>
<td>1/2</td>
<td>will + verb</td>
</tr>
<tr>
<td>Future Continuous</td>
<td>32</td>
<td>1</td>
<td>1/2</td>
<td>shall be + ‘ing’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/3</td>
<td>1/2</td>
<td>will be + ‘ing’ form</td>
</tr>
<tr>
<td>Future Perfect</td>
<td>33</td>
<td>1</td>
<td>1/2</td>
<td>shall have + ‘past participle’ form</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2/3</td>
<td>1/2</td>
<td>will have + ‘past participle’ form</td>
</tr>
</tbody>
</table>

### 3.1.6 Step-6: Rearrange Words by Applying Grammatical Rules

Our system has generated all the words of the translated sentence by now. However, we need to arrange these words according to grammatical rules of the target language, i.e., English. More specifically, we need to apply grammatical rules for building an English sentence as we are translating into English. Basic rule for building a simple sentence in English is - “Subject + Verb + Object”. Therefore, our system arranges the translated words accordingly using the token tagging table. Figure 3.8 illustrates how the target sentence gets an ordered list of translated words from the input sentence. Here, the previous input sentence has been taken as an example for generating the translation.
For complex and compound sentences, our system generates two translated sentences for two different clauses (similar to simple sentences) separately as discussed earlier. The following sentence in Figure 3.9 is an example to show how our system processes a complex sentence by splitting it into two simple sentences first. Afterwards, our system adds necessary English merging keywords for corresponding Bengali merging keywords at right places so that these two simple sentences merge to form the target complex or compound sentence as shown in Figure 3.10 and Figure 3.11 respectively.

Figure 3.8: Target (English) parse tree

Figure 3.9: Processing a complex sentence into two clauses representing two simple sentences
3.2 Verb Identification and Memory Optimization

In our proposed rule-based translation system, we store the verbs in a database along with the other words as a part of the vocabulary of the intended (Bengali) language. It is worth mentioning that, in Bengali, one verb may have multiple representations based on tense and subject of a sentence as shown in Figure 3.12. The figure shows an example of different forms taken by each of the two different verbs in Bengali, which correspond to ‘eat’ and ‘play’ in English respectively.

We, therefore, explore three different approaches for translating such verbs efficiently in terms of memory consumption and accuracy [13]. We will discuss these approaches in the subsequent sections. Here, one approach improves over another in a sequential manner as we progress onward.

3.2.1 Approach 1: Plain Vocabulary including All Forms of Verbs

The first one is the simplest and most straightforward proposed approach in our implementation as presented in [14]. Here, similar to all other general words (nouns, pronouns, etc.), we simply insert
all different forms of each standard verb with their standard translation as separate entries in the database (vocabulary). Table 3.6 illustrates how several entries for a standard verb are incorporated in the database or vocabulary.

Table 3.6: Database table for translating a verb having different forms

<table>
<thead>
<tr>
<th>Word</th>
<th>Translation</th>
<th>Word</th>
<th>Translation</th>
</tr>
</thead>
<tbody>
<tr>
<td>भाजर</td>
<td>Eat</td>
<td>खास</td>
<td>Eat</td>
</tr>
<tr>
<td>खास</td>
<td>Eat</td>
<td>खास</td>
<td>Eat</td>
</tr>
<tr>
<td>शाकाँ</td>
<td>Eat</td>
<td>खास</td>
<td>Eat</td>
</tr>
<tr>
<td>शाकाँ</td>
<td>Eat</td>
<td>शाकाँ</td>
<td>Eat</td>
</tr>
<tr>
<td>शाकाँ</td>
<td>Eat</td>
<td>शाकाँ</td>
<td>Eat</td>
</tr>
<tr>
<td>शाकाँ</td>
<td>Eat</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Using this table, we can find the standard translated verb (‘eat’ in this case) for all different forms of the verb, which we then modify according to the tense and subject of the sentence applying semantic analysis as discussed earlier. Let us consider an example of a translated verb ‘eat’. We will process the verb as ‘is eating’, ‘ate’, ‘has eaten’, etc., based on the semantic analysis (using token tagging table) of the sentence. This approach guarantees 100% accuracy in terms of verbs translation. However, memory consumption becomes a major issue due to the repetitive insertions of one standard verb in various forms resulting in wastage of considerable chunk of space.

3.2.2 Approach 2: Optimized Database with Semantic Analysis

Our next proposed approach for verb identification offers an immediate improvement over our previous approach as presented in [14]. As discussed earlier, if it is required to store the word translation for each form of the same verb then the database will become very large due to the repetitive insertions leading to massive unnecessary memory consumption. However, we can avoid such multiple insertions of the same verb (having different forms) in our database through an optimization technique with semantic analysis approach.

Here, we store only the standard verb in the vocabulary. Afterwards, we apply semantic analysis to detect the standard form from the other forms of the verb depending on number, person, and tense as shown in Figure 3.13. The figure shows how one word (standard verb) can take two different forms and suggests insertion of only corresponding particular standard word in the database omitting the need of inserting all of its different forms. This approach, thus, avoids multiple insertions in the database for the same verb with multiple forms.
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However, to detect that standard verb from its other different forms, we concatenate all the different forms of the verb as a single large string and insert it into another table with its standard form as a single entry. Figure 3.14 shows a couple of examples of such strings with corresponding standard form.

This approach significantly improves over the previous approach in terms of searching time. Besides, this approach avoids overheads for multiple entries for one standard verb. Accuracy of detecting the verb still remains at the maximum (100%) in this approach too. However, it offers no significant improvement in terms of overall memory consumption since it ultimately stores all the forms (as a single string) of a standard verb in the database.

### 3.2.3 Approach 3: Modified Levenshtein Distance

Significant improvement is achieved with our final approach for verb identification in terms of both memory consumption and computational time as presented in [13]. In this approach, the translation of a verb is performed using a hash table. The key-value pair in the hash table consists of only the
standard form of verbs of both source and target languages. In order to translate effectively, it is required to recognize these standard forms of verbs from their non-standard forms. For this purpose, a modified version of a popular string similarity measurement algorithm [17] is used in this approach, which is known as Levenshtein Distance [18].

As presented in [13], a non-standard form of a Bengali verb may have prefix and suffix assimilated into it based on tense, number, person, etc. Accordingly, instead of directly trying to match a non-standard form of verb with its standard form, first, the non-standard form is broken down into its root word (stemming) in this approach. Afterwards, that root word (stem) is matched with its standard form. Finally, translation of that non-standard form of verb can be obtained from its standard form. Detail of the whole approach can be found in [13].

3.3 Name Identification

One major and unique improvement achieved by our rule-based translation system is dealing with unknown words (not found in vocabulary), specifically name identification and corresponding translation technique [14]. Here, we need to identify the names of persons or objects to properly analyze the tokens obtained from an input sentence. Names of people are generally considered as nouns in the sentences, which dictate person, number, and gender of the subject if they appear as the subjects of the sentences. Therefore, properly identifying the names as subjects is very crucial for accurate translation. Google translator sometimes completely misunderstands the Bengali names of persons. As a consequence, it fails to recognize number and person of the subject, which ultimately leads to failure in translating even very basic Bengali sentences as shown in Figure 2.1 earlier. Besides, it is not practical to translate names by using any database containing the vocabulary.

In our proposed model, our system first recognizes the names by applying its specific grammatical rule set to identify the subjects not found in vocabulary. We show an example of this procedure of name identification while translating from Bengali to English in Figure 3.15. When our system detects the names as subjects in this way, it recognizes the token as a subject with tags - third person and singular number. Then our system can modify the verbs by adding prefixes and/or suffixes accordingly as discussed earlier. However, we are left with no translation for the names as names cannot appear in vocabulary. Therefore, we develop a Bengali to English phonetic mapping conversion system in our proposed system, which enables translation of the names (unknown words) from Bengali to English.
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Figure 3.15: Name identification in our proposed model

Here, first, our system performs direct character-to-character(s) translation using a predefined set of character-to-character(s) mappings between two languages as shown in Figure 3.16.

Next, our system modifies the previously generated translation by introducing some missing characters (if any). To do so, our system checks whether two consonants appear in the translation consecutively. If our conversion system detects any such case, it inserts a vowel - ‘a’ or ‘o’ between those two consonants since this is how we generally translate Bengali names to English names. Figure 3.17 presents two example Bengali names translated using our proposed name translation technique. This proposed system cannot work in case of having emphasizing tags, which needs a specialized treatment as presented in the next subsection.

3.3.1 Subjects with Emphasizing Tags

There are different emphasizing tags used in many languages. The emphasizing tags, associated with the names or pronouns, are not actually any part of the main word (name or pronoun). Rather they
mean to emphasize the names or pronouns presenting a notion of supporting adjective or adverb.
Thus, the tags have separate meanings and use in the sentences. If we do not identify these tags
correctly and separate them from the names or pronouns, the resulting translation may become faulty
as shown in Figure 3.18. In this figure, the system misinterprets the subject of the first sentence as

```
Rahimo  R. H. i, m  rhim  r|ahim  Rahim
              ↓         ↓         ↓         ↓
Monir     mnir     Mnir
```

Figure 3.17: Translating names from Bengali to English using our proposed phonetic mapping
conversion system

Figure 3.18: Faulty translation due to not identifying emphasizing tags

a full-name (Rahimo) due to the omission of checking for emphasizing tags. Similarly, the system
misinterprets the subjects of other sentences in the figure as names (Tumio, Amii). This happens as
the subject does not appear in our vocabulary due to having an emphasizing tag associated with it.
Here, the translation of the first sentence actually should have been - “Rahim also eats rice”, where
the Bengali form of ‘also’ appears as an emphasizing tag (as suffix) not recognized in the translation
presented in Figure 3.18.

Hence, first, we need to check the suffix of the subject (name or pronoun) for any such tags
in Bengali sentences. If we can identify any such tag, we need to separate it from the subject.
Figure 3.19 illustrates the process of separating emphasizing tags with three different examples. After
this separation, we can translate the name as discussed earlier, and take care of the emphasizing tags
(suffixes) separately as shown in Figure 3.20.

Although we can apply this mechanism for name identification with emphasizing tags in our
Figure 3.19: Separating emphasizing tags from subjects

Figure 3.20: Separating emphasizing tags from subjects and corresponding translations

system appropriately, this may not generate the desired result in all cases. This happens as the forms of emphasizing tags can also be parts of actual names in some cases. We will focus on this point later with relevant examples in the next chapter. However, ignoring such possibilities of faulty identifications of emphasizing tags only in a limited number of cases, we can apply the proposed mechanism for name identification with emphasizing tags effectively in most of the cases.

3.4 Blending Rule-based Translator with NMT

Our proposed rule-based translator exhibits good performance in case of smaller sentences. This scope of rule-based translator expands as we add more rules continuously. However, it is near-to-impossible to implement unlimited and ever changing grammatical rules for any language. Besides, it is hard to deal with rule interactions in big systems [56], grammatical ambiguities [57], and idiomatic expressions [58]. Therefore, the potential of machine translation comes to light. Machine translation (MT) is a sub-field of computational linguistics that investigates the use of software to translate text or speech from one language to another. Recently, neural machine translation (NMT) has emerged as the most popular MT system since NMT is used in translation purpose by reputed organisations such as Google and Microsoft.

We have already discussed Google’s Neural Machine Translation (GNMT) system in the previous
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(a) NMT followed by rule-based translation

(b) Rule-based translation followed by NMT

(c) Either NMT or rule-based translation depending on the type of sentence

Figure 3.21: Different blending techniques between rule-based translation and NMT as explored in this study

GNMT works considerably well for translating between any pair of popular languages. However, NMT has its own major limitation in terms of generating accurate translations as shown in Figure 2.1 earlier. Thus, both rule-based translator and NMT exhibit their advantages and limitations compared to other. This finding leads to our next investigation on blending between rule-based translator and NMT.

To do so, we implement the classical NMT in our system from an open source resource [50]. Then, we integrate our proposed rule-based translator with the classical NMT to investigate whether such an integration can achieve a better performance in translation. We can explore the blending in three
different ways:

- NMT followed by rule-based translation,
- Rule-based translation followed by NMT, and
- Either NMT or rule-based translation depending on the type of sentence.

Figure 3.21 illustrates how we can implement the possible blending approaches in our system. Besides, we present our blending approaches in Algorithm 1, 2, and 3. We discuss each of these three techniques in the next subsections.

### 3.4.1 NMT Followed by Rule-based Translation

Classical NMT initially requires training with parallel corpus (sentence pairs of source language and target language). In our case, we develop and adopt parallel corpus of different sizes containing Bengali-English sentence pairs for training the NMT. After training, we feed the intended input sentences to the NMT and generate the output sentences translated in English using the classical

```plaintext
Algorithm 1 Blending between rule-based translator and data-driven translator (NMT or SMT)

procedure GetBlendingOutput
Input : Source sentence (Bengali)
Output : Target sentence (English) after blending

NMT_Output ← Output generated by NMT (or SMT)
RB_Output ← Output generated by rule-based translator

Word ← An object with two attributes - token (word) and PoS_tag (Parts of Speech)
PoS_tagger(sentence) ← ArrayList of Word objects with PoS_tag for each word in the sentence
src_len ← Length of source sentence

NMT_words ← ArrayList of Word objects (words with PoS tagging) in NMT
RB_words ← ArrayList of Word objects (words with PoS tagging) in rule-based translation

Translation_NMT+RB ← ArrayList of Word objects after blending (NMT followed by rule-based)
Translation_RB+NMT ← ArrayList of Word objects after blending (RB followed by rule-based)
Translation_NMTorRB ← ArrayList of Word objects after blending (Either NMT or rule-based)

NMT_words := PoS_tagger(NMT_Output)
RB_words := PoS_tagger(RB_Output)

Translation_NMT + RB := PerformBlending(NMT_words, RB_words)
Translation_RB + NMT := PerformBlending(RB_words, NMT_words)
Translation_NMTorRB := PerformBlending_NMTorRB(NMT_Output, RB_Output, src_len)

display Translation_NMT+RB
display Translation_RB+NMT
display Translation_NMTorRB
```

sentences to the NMT and generate the output sentences translated in English using the classical
NMT approach. In our experimentation, we consider a deep multi-layer recurrent neural network (RNN), which is unidirectional and uses LSTM as a recurrent unit [50].

After getting the NMT generated translated sentence, our blending approach applies grammatical rules on the translated sentence to further modify the sentence to improve its translation accuracy (Figure 3.21(a)). Algorithm 1 shows the skeleton of our blending approaches. Here, as discussed earlier, our system first tokenizes the source sentence to form the token-tagging table for rule-based translation. Using these token tagging information, our blending system can now substitute some of the words or phrases in the NMT generated translated sentences with the translated words obtained from our rule-based translator. More specifically, rule-based translator just further ameliorates the skeleton of the translated sentence that NMT has already built as shown in Algorithm 2.

Algorithm 2 Blending Module for NMT followed by rule-based approach and rule-based followed by NMT approach

\begin{algorithm}
\begin{algorithmic}
\Procedure{PerformBlending}{sentence1, sentence2}
\Require sentence1\quad\text{ArrayList of Word objects in the sentence on which blending will be performed}
\Require sentence2\quad\text{ArrayList of Word objects in the sentence with which sentence1 will be blended}
\Ensure Translated sentence after performing blending
\State sent1\_len \leftarrow \text{Length of sentence1}
\State sent2\_len \leftarrow \text{Length of sentence2}
\State sent1\_word \leftarrow \text{A Word object in sentence1}
\State sent2\_word \leftarrow \text{A Word object in sentence2}
\State blended\_Translation \leftarrow \text{Output sentence after performing blending}
\State blended\_Translation := \text{NULL}
\For{$i$\text{ := 0 to $i$ < sent1\_len}}
\State sent1\_word := sentence1\_get(i)
\For{$j$\text{ := 0 to $j$ < sent2\_len}}
\State sent2\_word := sentence2\_get(j)
\If{sent1\_word\_token \neq sent2\_word\_token}
\If{sent1\_word\_PoS\_tag = sent2\_word\_PoS\_tag}
\State sentence1\_set(i, sentence2\_get(j))
\State sentence2\_remove(j)
\State break
\EndIf
\EndIf
\EndFor
\EndFor
\State blended\_Translation := blended\_Translation + " " + sentence1\_get(i).token
\State \Return blended\_Translation
\EndProcedure
\end{algorithmic}
\end{algorithm}

Algorithm 2 considers NMT generated translation and rule-based translation as ‘sentence1’ and ‘sentence2’ respectively for ‘NMT followed by rule-based’ blending approach. Here, if our blending system finds any pair of unmatched words (token) having the same parts-of-speech (PoS\_tag), then our system replaces the NMT word with the corresponding rule-based word. This is how our system...
checks each word in the NMT generated translation with each word in the rule-based translation for replacement. Figure 3.22 shows an example of how this blending technique works. Here, apart from generating translation by NMT, we also generate its rule-based translation. However, NMT translation forms the skeleton of the translated sentence. Next, our blending system matches translations from both the translators token by token using the token tagging table of the rule-based translator. If the system finds any mismatch in any position or parts of speech then it replaces the NMT generated word in that position by the rule-based generated word exactly in the same position. Here, NMT translates Bengali name “oishee” to “Ishii” where “Ishii” takes the position of noun. However, “Oishee” takes the same position in rule-based translation. Therefore, first, this blending technique replaces “Ishii” by “Oishee” in the final translation. Afterwards, our system also replaces “had”, “finish”, and “his” by “was”, “finishing”, and “her” respectively keeping the words in other positions intact.

This technique proves itself to be the best blending technique so far, which we will illustrate in our experimental evaluation part later in this paper. The main reason behind this point is the fact that this technique realizes skeleton of translation from NMT and word-based attributes (such as person, number, tense, etc.) from rule-based translation. These two different forms of realizations best fit to strengths of the two different translation approaches.

3.4.2 Rule-based Translation Followed by NMT

This is another blending technique, which we propose and investigate. Here, we implement a reverse sequence of the previous blending technique. First, we pass the source sentence to the rule-based translator. Next, we further modify the translated sentence by NMT in this blending system as
shown in Figure 3.21(b).

Similar to the earlier case, Algorithm 2 also illustrates this blending technique. This time, our system considers rule-based translation as ‘sentence1’ and NMT generated translation as ‘sentence2’ in Algorithm 2. Major limitation of this technique is that NMT runs completely on its own. NMT can generate completely wrong words in different positions in a sentence during translation since NMT always predicts the next word in sequence using probabilities. Its performance largely depends on the magnitude of training data. On the other hand, rule-based translator at least cannot pick wrong words since it only searches the vocabulary for any particular word translation and pick the translated word if found.

Therefore, if this blending system further modifies the rule-based translated sentence by NMT then it can happen that translation performance degrades in many cases. Only luck with this approach is when our rule-based translator cannot recognize the source sentence due to lack of appropriate rule-set. This point relates to one of the most common advantages of using machine translation - NMT works better for translating any random sentence (not all sentences needs to be covered by rules), and for fast and cheap translation. Figure 3.23 presents an example on how this technique performs translation.

![Figure 3.23: An example of rule-based translation followed by NMT](image)

Here, initially, the two unmatched words, “Oishee” in rule-based and “Ishii” in NMT, hold the same position in the translated sentences. Therefore, first, this blending approach replaces “Oishee” by “Ishii”. Afterwards, our system also replaces “was”, “finishing”, and “her” by “had”, “finish”, and “his” respectively as shown in Figure 3.23.
3.4.3 Either NMT or Rule-based Translator

This blending technique is much simpler compared to earlier ones. It performs choosing one between two translations generated by rule-based translator and NMT separately as shown in Figure 3.21(c). However, this blending system needs to make the choice based on some criteria so that it chooses the better one.

In our system, rule-based translator works better for small sentences. More specifically, our rule-based translation system implements rules for the sentences having smaller length (not more than 7 words) and simpler structure so far. As we keep adding more rules, the scope of translation will definitely grow for rule-based translator. Therefore, this blending approach chooses rule-based translation if the source sentence is smaller in length. Otherwise, it chooses NMT generated translation as the output translation. We present this blending approach in Algorithm 3.

Algorithm 3 Blending module for Either NMT or rule-based approach

```
procedure PERFORMBLENDING_NMTORRB
Input: sentence1 ← Translation generated by NMT
Input: sentence2 ← Translation generated by rule-based translator
Input: source_length ← Length of source sentence
Output: Translated sentence after performing blending

  blended_Translation ← Output sentence after performing blending
  blended_Translation := NULL

  if source_length ≤ 7 then
    blended_Translation := sentence2 // rule-based translation
  else
    blended_Translation := sentence1 // NMT

return blended_Translation
```

Figure 3.24 shows a working example of this blending technique. In the figure, we identify the source sentence as a small sentence with only five words. Our blending system considers sentences consisting of less than 8 words as small sentences. Therefore, the system selects translation generated by the rule-based translator as the final translation and ignores NMT this time. Besides, note that we can update the selection criteria (sentence type) in this blending system according to the scope of the rule-based translator. The more we add rules, the more types of sentences we can translate using rule-based translator. Therefore, selection criteria can be made much more flexible and tricky in this system depending on performance analysis after incorporating more rules.
Figure 3.24: An example of choosing either NMT or rule-based translation
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Performance Evaluation

We perform rigorous performance evaluation of our different approaches on the basis of different types of metrics. In this chapter, we present our experimental settings, data sets, performance metrics, and all kinds of results along with corresponding analyses.

4.1 Experimental Settings

We need to employ considerable resources for our experimentation, as such experimentation are resource-hungry and time consuming in general. We present the resources and settings we utilized in our experiments in the next subsection.

4.1.1 Settings for Experimentation of Rule-based Translator

We use software and hardware resources for implementing our rule-based translation system. Here, we use JAVA language, Netbeans platform/IDE, Sqlite database, OpenNLP tools [49], and Windows 10 (64-bit) operating system as software resources. Besides, we use Core i3 - 2310M (2.10 GHz) processor, 4.00 GB RAM, and 1 TB HDD hard disk as hardware resources.

We face a major challenge regarding taking input and parsing Bengali texts in Java. To do so, initially, we set the text encoding in Netbeans to UTF-8 [15]. However, Bengali fonts and texts do not appear in Netbeans properly. Afterwards, we change the font settings (font family, font size, etc.) to finally be able to work with Bengali texts in Netbeans successfully. Besides, integration of Sqlite library [15] with Netbeans IDE for connecting database is another important feature of our rule-based translator. Since we need a Bengali to English dictionary in the system, we require a
database (vocabulary) to retrieve the Bengali to English word translation. Additionally, for keeping other information such as token-tagging table, number table, person table, etc., we need to connect a database with our system. For this purpose, we integrate Sqlite with Netbeans by adding a jar file for Sqlite.

Regarding Bengali to English dictionary, we do not find any well-defined dictionary format so that we can import it to our system’s database directly. Therefore, we ourselves insert a reasonable amount of words in our database.

4.1.2 Setting of Experimentation with NMT

To perform our experimentation with NMT, we utilize TensorFlow in our system. Specifically, we install TensorFlow version 1.4.2 using Python’s pip package manager having Ubuntu 16.04 as the operating system. We pull the source code of NMT from Github to our system by running the command - “git clone https://github.com/tensorflow/nmt/”. Here, we use Python language, PyCharm platform/IDE, Tensorflow library, and Linux (64-bit) operating system. Besides, we use Core i3-2310M (2.10 GHz) processor, 4.00 GB RAM, and 1 TB HDD hard disk as hardware resources.

To start the experimentation, we design datasets for training NMT and testing its performance. We use the following hyper-parameters in our system for training NMT with our designed datasets - 1) 12000 training steps, 2) 2 hidden layers, 3) 20% dropout rate, and 4) 100 steps per statistics. We choose these hyper-parameters based on the benchmarks achieved for English-Vietnamese and German-English translation as claimed in [50].

4.2 Datasets

Designing and developing datasets has been one of the most challenging and time intensive tasks in our experimentation. For training the NMT reasonably, we require a large parallel corpus containing both source language and target language. In our case, NMT requires such a corpus of Bengali-English sentence pairs. However, we find very few sources available for constructing a reasonable sized dataset containing Bengali-English sentence pairs.
4.2.1 Demography of Datasets

We create the corpus at our own by translating different Bengali sentences to English one by one. We develop our dataset of Bengali-English parallel corpus from well-established contents such as Al-Quran [52], newspapers [53], movie subtitles [54], and university websites [55]. Besides, we translate different example-based individual Bengali sentences into English and accumulate them in the dataset. Figure 4.1(a) illustrates a demography of our full dataset. Initially, we experiment with only literature-based source (Al-Quran) of our full dataset since its size is large enough to be considered as a separate dataset when compared to the size our full dataset. Afterwards, we also experiment with our full dataset with an intent to generate results from a fairly diversified dataset. Therefore, our full dataset also includes another dataset (custom dataset) as its subset (excluding the literature-based dataset). However, we do not consider using this custom dataset independently in our experimentation since its size is too small to train an NMT system reasonably. We present a demography of our custom dataset (a subset of full dataset) in Figure 4.1(b). Additionally, we also perform translations over individual sentences and analyze their outcomes.

![Figure 4.1: Demography of our datasets](image)

There is another dataset containing more than 1 million Bengali-English parallel sentences, which is made available in a website called ‘GlobalVoices’ [61]. However, the sentences in this dataset contain numerous unknown characters and words (even from other languages such as Arabic, Chinese, German, etc.), which needs to be cleaned first before using in experimentation. Therefore, we carefully remove such unknown characters from this dataset. Besides, there are English sentences that are not
CHAPTER 4. PERFORMANCE EVALUATION

proper translations of corresponding Bengali sentences in this dataset. Therefore, this dataset requires rigorous manual checking and corrections for each sentence pair. Table 4.1 shows summary of the different datasets.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Number of sentences</th>
<th>Sources</th>
<th>Used in experimentation?</th>
</tr>
</thead>
<tbody>
<tr>
<td>Literature-based</td>
<td>8,000</td>
<td>Al-Quran</td>
<td>Yes</td>
</tr>
<tr>
<td>Custom</td>
<td>3,500</td>
<td>Newspaper, subtitles, websites, etc.</td>
<td>Blended in full dataset</td>
</tr>
<tr>
<td>Full (combined)</td>
<td>11,500</td>
<td>Literature-based and custom dataset</td>
<td>Yes</td>
</tr>
<tr>
<td>GlobalVoices</td>
<td>10,31,725</td>
<td>Website</td>
<td>Yes</td>
</tr>
</tbody>
</table>

Table 4.1: Summary of the different datasets

4.2.2 Individual Sentences

We design individual sentences mainly for testing the performance of our rule-based translator after integrating different rules. This requires having different categories of sentences from the source language. In our case, we consider 540 individual Bengali sentences for translation, which cover different categories (rules) of sentences. To do so, we collect 540 individual sentences. Figure 4.2 shows some examples on how we choose different categories of sentences. For example, the first sentence in the figure is an example of a simple present tense. The second sentence and the third sentence refer to present continuous tense and simple past tense respectively. The last sentence is an example of a complex sentence.

আমি ভাত খাই।
তারা ফুটবল খেলছে।
তুমি ভাত খেয়েছিলে।
যখনই সে সুঝো পাবে তখনই সে বাড়ি আসবে।

Figure 4.2: Individual sentences for evaluating translations by our rule-based translator
4.2.3 Literature-based Dataset

Unlike rule-based translator, we require a large parallel corpus of Bengali-English sentence pairs in NMT. Therefore, we develop our literature-based dataset keeping NMT as the prime focus. It is a challenging task to collect and compile a large parallel corpus using Bengali literature, as most of the translations of Bengali literature books are available as scanned copies that are not editable. In this regard, we find Al-Quran (the holy Islamic book) to be available as parallel corpus consisting of Bengali-English sentence pairs. Therefore, we adopt Al-Quran as a source of our literature-based dataset, which contains around 8,000 Bengali-English sentence pairs. Figure 4.3 and Figure 4.4 show snippets of our Bengali and English datasets respectively extracted in this manner. Note that it is not ideal to consider only Al-Quran as a source for Bengali-English translation for two reasons - 1) Most of the source sentences are tough for a machine (or even for a human) to realize and process, and 2) Translations are relatively complex here to some extent.

In addition to our dataset, we need to provide vocabulary files of both source and target languages for predicting words during generating translations by NMT. There are two separate vocabulary files for Bengali and English, which we generate from Bengali and English sentences respectively. These files contain one unique token (word) per line. Besides, NMT needs the words to be sorted in descending order according to their frequency (number of appearances) in the whole corpus. Figure 4.5 and Figure 4.6 show snippets of vocabulary files of Bengali and English respectively.

Another point is that each vocabulary file should begin with three special tokens as shown in Figure 4.7. Here, 1) “unk” refers to replacing the unknown word translations as “unk”, 2) “s” refers to a starting symbol “s” (“tgt_sos_id” in our code) enabling the decoding (translation) process to be started as soon as the decoder receives this symbol, and 3) “/s” refers to an output symbol (“tgt_eos_id” in our code) enabling the translation process to be continued until this end-of-sentence marker “/s”.
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Figure 4.3: Partial Bengali literature-based dataset (extracted from Al-Quran)
In the name of Allah, the Entirely Merciful, the Especially Merciful.

[ All ] praise is [ due ] to Allah, Lord of the worlds.
The Entirely Merciful, the Especially Merciful,
Sovereign of the Day of Recompense.
It is You we worship and You we ask for help.
Guide us to the straight path -
The path of those upon whom You have bestowed favor, not of those who ha:
Alif, Lam, Meem.

This is the Book about which there is no doubt, a guidance for those com:
Who believe in the unseen, establish prayer, and spend out of what We gi:
And who believe in what has been revealed to you, [ O Muhammad ], an:
Those are upon [ right ] guidance from their Lord, and it is those who:
Indeed, those who disbelieve - it is all the same for them whether you w:
Allah has set a seal upon their hearts and upon their hearing, and over:
And of the people are some who say, " We believe in Allah and the Last;
They [ think to ] deceive Allah and those who believe, but they decei:
In their hearts is disease, so Allah has increased their disease; and fo:
And when it is said to them, " Do not cause corruption on the earth,:
Unquestionably, it is they who are the corrupters, but they perceive:

For you is your religion, and for me is my religion. "
When the victory of Allah has come and the conquest,
And you see the people entering into the religion of Allah in multitudes
Then exalt [ Him ] with praise of your Lord and ask forgiveness of Him
May the hands of Abu Lahab be ruined, and ruined is he .
His wealth will not avail him or that which he gained .
He will [ enter to ] burn in a Fire of [ blazing ] flame
And his wife [ as well ] - the carrier of firewood .
Around her neck is a rope of [ twisted ] fiber .
Say, " He is Allah, [ who is ] One , Allah, the Eternal Refuge .
He neither begets nor is born ,
Nor is there to Him any equivalent . "
Say, " I seek refuge in the Lord of daybreak
From the evil of that which He created
And from the evil of darkness when it settles
And from the evil of the blowers in knots
And from the evil of an envier when he envies . "
Say , " I seek refuge in the Lord of mankind ,

Figure 4.4: Partial English literature-based dataset (extracted from Al-Quran)
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Figure 4.5: Partial Bengali vocabulary

Figure 4.6: Partial English vocabulary
4.2.4 Custom Dataset

Literature-based dataset from Al-Quran has a considerable size (around 8,000 sentence pairs) that can be used for training the NMT. However, sentences of Al-Quran might not be considered as standard enough to represent a language. Nonetheless, Al-Quran can also be quite complex for a machine to recognize and process. Therefore, we develop another dataset with more usual and realizable sentences representing both the source and the target languages for the purpose of training the NMT better.

Major sources of this custom dataset are newspaper articles, movie subtitles, websites, etc. However, we cannot import any of such existing sources directly as Bengali-English parallel corpus. Each source (Bengali) sentence from the newspapers or the subtitles requires manual checking and editing in generating the parallel target (English) sentence. We perform this at our own to develop the custom dataset, which is presented in Appendix. Size of our custom dataset is around 3,500 parallel sentences, which is so small that it cannot train an NMT system reasonably. Therefore, we do not
I was enchanted.
It is my hobby.
Trees are our great friends.
You are now terribly upset.
You may start with walking.
He needs help from you.
They utter objectionable words.
The police cannot arrest them.
Think, you are a student.
We conduct trade and international relationship through English.
Corruption is pervasive everywhere today in our society.
Water is an important element of environment.
Most of the countries have their own dictionaries.
A walk in the sea-beach is a unique experience.
It thoroughly shook me with horror.
Education plays a vital role in the alleviation of poverty.
We should save the earth’s wild creatures to save ourselves.
Power is the source of all strength.
His teaching methods are well-planned, scientific and effective.
An irregular person is an enemy to himself.

Figure 4.8: Partial Custom dataset

use this dataset independently in our experimentation. We present a snippet of our custom dataset in Figure 4.8.
4.2.5 Full Dataset

Our literature-based dataset consists of sentences only from the holy Al-Quran, whereas our custom dataset is not large enough to be considered for training an NMT system. Therefore, we combine our custom dataset with our literature-based dataset for experimenting with a larger and more diversified dataset. Thus, our full dataset (combined with literature-based dataset and custom dataset) consists of around 11,500 Bengali-English sentence pairs from different sources such as Al-Quran, newspaper articles, movie subtitles, university websites, etc. Besides, both Bengali and English sentences in our full dataset vary in size or length. Figure 4.9 reflects percentages (%) of different types of sentences in our full dataset in terms of different sizes or lengths. In addition to that, we also generate necessary vocabulary files for our full dataset similar to what we have done in the case of literature-based dataset.

![Figure 4.9](image)

(a) Bengali sentences  
(b) English sentences

Figure 4.9: Percentages of sizes of sentences in the full dataset

4.2.6 GlobalVoices Dataset

Data-driven translators (NMT or SMT) require significant amount of training data. However, our full dataset contains up to 11,500 parallel Bengali-English sentences, which represents the context of low-resource language. Therefore, we develop a larger Bengali-English parallel corpus containing more than one million sentence pairs to extend our experimentation to a high-resource context. Figure 4.10 reflects percentages (%) of different types of sentences in this dataset in terms of different sizes or lengths.
4.2.7 Representativeness in Our Datasets

We analyze the representativeness of our dataset using Zipf’s law [51]. Zipf’s law pertains to frequency distribution of words in a language (or a dataset of the language, which is large enough to be a representative of the language). To illustrate Zipf’s law, let we have a dataset and let there be \( V \) unique words in the dataset. For each word in the dataset, we compute how many times the word occurs in the dataset. We refer this as \( \text{Freq}(\text{word}) \). Then, we rank the words (\( \text{Rank}(\text{word}) \)) in descending order of their frequencies. Let \( r \) be the rank of a word and \( \text{Prob}(r) \) be the probability of a word at rank \( r \). By definition, \( \text{Prob}(r) = \text{freq}(r)/N \), where \( \text{freq}(r) \) is the number of times the word at rank \( r \) appears in the dataset. Besides, \( N \) is the total number of words in the dataset. Zipf’s law states that \( r \times \text{Prob}(r) = A \), where \( A \) is a constant that we should empirically determine from the dataset.

Taking into account that \( \text{Prob}(r) = \text{freq}(r)/N \), we can rewrite Zipf’s law as \( r \times \text{freq}(r) = A \times N \).

To demonstrate that Zipf’s law holds in our dataset, we compute \( \text{freq}(r) \) that involves computing frequency and ranking of each word. Then, we compute \( r \times \text{freq}(r) \) to check whether \( r \times \text{freq}(r) \) becomes approximately a constant in all cases. The simplest way to show that Zipf’s law holds in a dataset is to plot the computed values and check whether the slope is proportionately downward. Here, instead of plotting \( \text{freq}(r) \) versus rank, it is better to plot \( \log(r) \) in the X axis and \( \log(\text{freq}(r)) \) in the Y axis [51]. Accordingly, we plot the computed values for both Bengali corpus and English corpus separately in two different graphs.

We present the graphs for our first dataset (literature-based dataset) in Figure 4.11(a) and Fig-
Figure 4.11: Representativeness in our literature-based dataset according to Zipf’s law

Figure 4.12: Representativeness in our full dataset according to Zipf’s law
4.3 Evaluation Metrics

Human evaluations of machine translation are extensive, however, expensive. Human evaluations can take substantial time to finish. Therefore, we need to adopt a quick method of automatic evaluation of machine translation, which can correlate highly with human evaluation. Accordingly, for the purpose of performance evaluation of our system, we adopt three different metrics that are widely used for evaluating performance of machine translation. The metrics are - 1) Bi-Lingual Evaluation Understudy (BLEU) [19], 2) Metric for Evaluation of Translation with Explicit ORdering (METEOR) [20], and 3) Translation Edit Rate (TER) [21]. We present brief overview on each of these metrics in the following subsections.

4.3.1 BLEU

BLEU presents an automated understudy to skilled human judges, which substitutes for them in case of a need for quick or frequent evaluations [19]. “The closer a machine translation is to a professional human translation, the better it is” - this is the theme of this method. Typically, there can be many “perfect” translations of a given source sentence. These translations may vary in word choice or in word order even when they use the same words. Yet, humans can clearly distinguish a good translation from a bad one. For example, let us consider two candidate translations of a source sentence in Example 1.

Example 1.

- **Candidate 1**: “It is a guide to action, which ensures that the military always obeys the commands of the party.”

- **Candidate 2**: “It is to insure the troops forever hearing the activity guidebook that party direct.”

Although they appear to convey the same meaning, they differ markedly in quality. For comparison, we state three reference human translations of the same sentence below.

- **Reference 1**: “It is a guide to action that ensures that the military will forever heed Party commands.”

- **Reference 2**: “It is the guiding principle, which guarantees the military forces always being under the command of the Party.”
• Reference 3: “It is the practical guide for the army always to heed the directions of the party.”

It is clear that the good translation, Candidate 1, shares many words and phrases among these three reference translations, while Candidate 2 does not. Besides, note that Candidate 1 shares “It is a guide to action” with Reference 1, “which” with Reference 2, “ensures that the military” with Reference 1, “always” with References 2 and 3, “commands” with Reference 1, and finally “of the party” with Reference 2 (all ignoring capitalization). In contrast, Candidate 2 exhibits far fewer matches, and their extent is less.

It is clear that an automated program can rank Candidate 1 higher than Candidate 2 simply by comparing n-gram\(^1\) matches between each candidate translation and the reference translations. Here, BLEU compares n-grams of the candidate with the n-grams of the reference translation and count the number of matches. These matches are position independent. The more the matches, the better the candidate translation is.

To calculate BLEU score, we need to calculate the modified n-gram precision for the entire test corpus initially. To do so, first, we count the maximum number of times a candidate n-gram occurs in any single reference translation. Note that we compute these n-gram matches sentence by sentence. Next, we clip the total count of each candidate n-gram by its maximum reference count. In other words, we truncate each n-gram’s count, if necessary, to not exceed the largest count observed in any single reference for that n-gram. Let us consider another example in this regard.

Example 2.

• Candidate: “the the the the the the the”

• Reference 1: “the cat is on the mat”

• Reference 2: “there is a cat on the mat”

In the example above, the unigram (n=1) “the” appears twice in reference 1, and once in reference 2. Thus, maximum reference count for the unigram is 2, whereas its total count in the candidate sentence is 7. Therefore, we clip its total count (7) by its maximum reference count (2).

Then, we sum up these clipped counts over all distinct n-grams for all the candidate sentences, and divide the summation by the total (unclipped) number of candidate n-grams in the test corpus.

\(^1\)An n-gram is a contiguous sequence of n items from a given dataset. The items can be phonemes, syllables, letters, words, etc., according to the application. For example, if the sample sentence is - “This is an example”, corresponding 1-grams (unigrams) are - “This”, “is”, “an”, and “example”, corresponding 2-grams (bigrams) are - “This is”, “is an”, and “an example”, and so on.
Therefore, we can calculate the modified n-gram precision score, $P_n$, for the entire test corpus as follows:

$$
P_n = \frac{\sum_{C \in \text{Candidates}} \sum_{n\text{-gram} \in C} \text{Count}_{\text{clip}}(n\text{-gram})}{\sum_{C' \in \text{Candidates}} \sum_{n\text{-gram} \in C'} \text{Count}(n\text{-gram}')}
$$

(4.1)

In Example 1, if we consider Candidate 1 is the only candidate sentence in the entire corpus then Candidate 1 (corpus) achieves a modified unigram precision of $17/18$. Similarly, Candidate 2 achieves a modified unigram precision of $8/14$. Similarly, the modified unigram precision in Example 2 is $2/7$. Besides, Candidate 1 achieves a modified bigram $(n=2)$ precision of $10/17$, whereas the lower quality Candidate 2 achieves a modified bigram precision of $1/13$. In Example 2, the candidate sentence achieves a modified bigram precision of 0.

We penalize candidate translations longer than their references using the modified n-gram precision measure. Here, we introduce a multiplicative brevity penalty factor so that a high-scoring candidate translation must now match the reference translations in length, in word choice, and in word order. We also calculate the brevity penalty over the entire corpus to allow freedom at the sentence level. To do so, first, we compute the test corpus’ effective reference length, $r$, by summing the best match lengths for each candidate sentence in the corpus. Next, we choose the brevity penalty through a decaying exponential as $r/c$, where $c$ is the total length of the candidate translation corpus. We can calculate the brevity penalty (BP) as follows [19]:

$$
BP = \begin{cases} 
1, & \text{if } c > r, \\
e^{(1-r/c)}, & \text{otherwise}. 
\end{cases}
$$

(4.2)

Finally, we calculate the BLEU score for the entire test corpus using the following formulas [19]:

$$
\text{BLEU} = BP \times \exp \left( \sum_{n=1}^{N} w_n \log p_n \right)
$$

(4.3)

$$
\log \text{BLEU} = \min \left( 1 - \frac{r}{c}, 0 \right) + \sum_{n=1}^{N} w_n \log p_n
$$

(4.4)

---

2In Candidate 1, there are sixteen distinct unigrams - “It”, “is”, “a”, “guide”, “to”, “action,”, “which”, “ensures”, “that”, “the”, “military”, “always”, “obeys”, “commands”, “of”, “party”. Here, “the” has clipped count 3, “obeys” has 0, and each of the other unigrams has clipped count 1 contributing to total clipped count 17. Besides, total number of candidate unigrams is 18. Therefore, modified unigram precision is $17/18$. 
Here, we consider $w_n$'s as the positive weights summing to one. In the baseline, we have chosen $N=4$ and uniform weights as $w_n=1/N$.

### 4.3.2 METEOR

METEOR is an automatic metric for machine translation evaluation that is based on a generalized concept of unigram matching between machine produced candidate translation and human produced reference translations [20]. METEOR can match unigrams based on their surface forms, stemmed forms, and meanings. Furthermore, we can easily extend METEOR to include more advanced matching strategies. Once Meteor finds all generalized unigram matches between the two strings, it computes a score for this matching using a combination of unigram-precision\(^3\), unigram-recall\(^4\), and a measure of fragmentation that is designed to directly capture how well-ordered the matched words in the machine translation are with respect to the reference.

METEOR evaluates a translation by computing a score based on explicit word-to-word matches between the translation and a reference translation. If more than one reference translation is available, METEOR scores the given translation against each reference independently, and reports the best score.

Given a pair of translations (a candidate sentence and a reference sentence) to be compared, METEOR creates an alignment between the two strings (translations). We define an alignment as a mapping between unigrams, such that every unigram in each string maps to zero or one unigram in the other string, and to no unigram in the same string. Thus, in a given alignment, a single unigram in one string cannot map to more than one unigram in the other string. We incrementally produce this alignment through a series of stages, each stage consisting of two distinct phases.

In the first phase, we list all the possible unigram mappings between the two strings. Thus, for example, if the word “computer” occurs once in the system translation and twice in the reference translation, we list two possible unigram mappings - one mapping the occurrence of “computer” in the system translation to the first occurrence of “computer” in the reference translation, and another mapping it to the second occurrence. Here, different modules map unigrams based on different criteria. The “exact” module maps two unigrams if they are exactly the same (e.g. “computers” maps to “computers” but not “computer”). The “porter stem” module maps two unigrams if they are the

\(^3\)Unigram-precision is calculated as a ratio between the number of unigrams in the candidate translation that are also found in the reference translation and the total number of unigrams in the candidate translation.

\(^4\)Unigram-recall is calculated as a ratio between the number of unigrams in the candidate translation that are also found in the reference translation and the total number of unigrams in the reference translation.
same after they are stemmed using the Porter stemmer (e.g.: “computers” maps to both “computers” and to “computer”). The “WN synonymy” module maps two unigrams if they are synonyms of each other (e.g.: “well” maps to “good”).

In the second phase of each stage, we select the largest subset of these unigram mappings such that the resulting set constitutes an alignment as defined above (that is, each unigram must map to at most one unigram in the other string). If more than one subset constitutes an alignment, and also has the same cardinality as the largest set then we select the set that has the least number of unigram mapping crosses as shown in Figure 4.13.

![Figure 4.13: Unigram mappings between a candidate sentence and a reference sentence](image)

Here, we choose the unigram mapping of Figure 4.13(a) over that of Figure 4.13(b) as Figure 4.13(a) has the least number of unigram mapping crosses. Formally, two unigram mappings \((t_i, r_j)\) and \((t_k, r_l)\) (where \(t_i\) and \(t_k\) are unigrams in the system translation mapped to unigrams \(r_j\) and \(r_l\) in the reference translation respectively) are said to cross if and only if the following formula evaluates to a negative number:

\[
((\text{pos}(t_i) - \text{pos}(t_k)) \times (\text{pos}(r_j) - \text{pos}(r_l)))
\]  

(4.5)

Here, \(\text{pos}(t_x)\) is the numeric position of the unigram \(t_x\) in the system translation string, and \(\text{pos}(r_y)\) is the numeric position of the unigram \(r_y\) in the reference string.

Each stage only maps unigrams that we have not mapped to any unigram in any of the preceding stages. Generally, the first stage uses the “exact” mapping module, the second the “porter stem” module and the third the “WN synonymy” module. Once we have run all the stages and produced a final alignment between the candidate translation and the reference translation, we compute the METEOR score for this pair of sentences as follows. Firstly, we compute unigram precision \(P\) as the ratio of the number of unigrams in the system translation that are mapped (to unigrams in the reference translation) to the total number of unigrams in the system translation. Similarly, we
compute unigram recall (R) as the ratio of the number of unigrams in the candidate sentence that are mapped (to unigrams in the reference sentence) to the total number of unigrams in the reference translation. Let us the consider a candidate sentence and a reference translation in the following example.

**Example 3.**

- **Candidate:** on the mat sat the cat
- **Reference:** the cat sat on the mat

In the above example, the number of mapped unigrams in the candidate sentence is 6, and the total number of unigrams in the candidate sentence is 6. Therefore, unigram precision, P is 1 (6/6). Besides, the total number of unigrams in the reference sentence is 6. Therefore, unigram recall, R is also 1 (6/6). Next, we compute $F_{mean}$ by combining the precision and recall via a harmonic-mean that places most of the weight on recall. The resulting formula used is -

$$F_{mean} = \frac{10PR}{R + 9P} \quad (4.6)$$

To take into account longer matches, we calculate a penalty for a given alignment using the following formula:

$$Penalty = 0.5 \times \left( \frac{\text{# of chunks}}{\text{# of unigrams matched}} \right)^3 \quad (4.7)$$

For example, if the candidate sentence is “the president spoke to the audience” and the reference sentence is “the president then spoke to the audience”, there are two chunks - “the president” and “spoke to the audience”. Similarly, in our example (Example 3), there are six chunks (no bigram or longer matches) - “on”, “the”, “mat”, “sat”, “the”, and “cat”. We need to note that the penalty increases as the number of chunks increases to a maximum of 0.5. As the number of chunks goes to 1, penalty decreases. Finally, we compute the METEOR score for the chosen alignment as follows:

$$Score = F_{mean} \times (1 - Penalty) \quad (4.8)$$

This has the effect of reducing the $F_{mean}$ by 50% maximum ($Penalty_{max} = 0.5$) if there are no bigram or longer matches. For example, we calculate the METEOR score for Example 3 as follows:

$$F_{mean} = \frac{10 \times 1 \times 1}{1 + 9 \times 1} = 1.00$$
\[ \text{Penalty} = 0.5 \times \left( \frac{6}{6} \right)^2 = 0.50 \]
\[ \text{Score} = 1.00 \times (1 - 0.50) = 0.50 \]

4.3.3 TER

Translation Edit Rate (TER) measures the amount of editing that a human would have to perform to change a system output so that it exactly matches a reference translation [21]. Formally, we define TER as the minimum number of edits (normalized by the average length of the references) needed to change a candidate sentence so that it exactly matches one of the references. Since the main concern is the minimum number of edits needed to modify the candidate, we measure only the number of edits to the closest reference. Specifically, we can calculate TER as follows:

\[ \text{TER} = \frac{\text{Number of edits}}{\text{Average number of reference words}} \]  \hspace{1cm} (4.9)

Possible edits include insertion, deletion, and substitution of single words as well as shifts of word sequences. A shift moves a contiguous sequence of words within the candidate sentence to another location within that sentence. All edits, including shifts of any number of words by any distance, have equal cost [21]. In addition to that, we treat punctuation tokens as normal words and count miscapitalization as an edit. For example, let us consider the reference-candidate pair below, where we indicate the differences between reference and candidate by upper case.

- **Reference:** SAUDI ARABIA denied THIS WEEK information published in the AMERICAN new york times.
- **Candidate:** THIS WEEK THE SAUDIS denied information published in the new york times.

Here, the candidate sentence is fluent and means the same thing (except for missing “American”) as the reference sentence. However, TER does not consider this an exact match. First, the phrase “this week” in the candidate is in a shifted position (at the beginning of the sentence rather than after the word “denied”) with respect to the reference. Second, the phrase “Saudi Arabia” in the reference appears as “the Saudis” in the candidate (this counts as two separate substitutions). Finally, the word “American” appears only in the reference. If we apply TER to this candidate and reference, the number of edits is 4 (1 shift, 2 substitutions, and 1 insertion), giving a TER score of 4/13=31\%. 
We calculate the number of edits for TER in two phases. In the first phase, we use a greedy search\(^5\) to find the set of shifts, by repeatedly selecting the shift that most reduces the number of insertions, deletions, and substitutions, until no more beneficial shift remains. In the next phase, we use dynamic programming to optimally calculate the remaining edit distance using a minimum-edit-distance (where each insertion, deletion, or substitution has a cost of 1) [21]. We calculate the number of edits for all of the references, and take the best (lowest) score.

The greedy search is necessary to select the set of shifts because an optimal sequence of edits (with shifts) is very expensive to find. We use several other constraints in order to further reduce the space of possible shifts and to allow for efficient computation. These constraints are intended to simulate the way in which a human editor might choose the words to shift. They are as follows:

1. The shifted words must exactly match the reference words in the destination position.
2. The word sequence of the candidate in the original position and the corresponding reference words must not exactly match. This prevents the shifting of words that are currently correctly matched.
3. The word sequence of the reference that corresponds to the destination position must be misaligned before the shift. This prevents shifting to align the words that already correctly aligned.

As an example, let us consider the following reference-hypothesis pair:

\[
\begin{align*}
\text{Reference: } & \quad a \quad b \quad c \quad d \quad e \quad f \quad c \\
\text{Candidate: } & \quad a \quad d \quad e \quad b \quad c \quad f
\end{align*}
\]

Here, we can shift the words “b c” in the candidate to the left to correspond to the words “b c” in the reference, because there is a mismatch in the current location of “b c” in the candidate, and there is a mismatch of “b c” in the reference. After the shift the candidate changes to as follows:

\[
\begin{align*}
\text{Reference: } & \quad a \quad b \quad c \quad d \quad e \quad f \quad c \\
\text{Candidate: } & \quad a \quad b \quad c \quad d \quad e \quad f
\end{align*}
\]

TER, as defined above, only calculates the number of edits between the best reference and the candidate. If we use TER in the case of multiple references, it most accurately measures the error rate of a candidate sentence when the corresponding reference is the closest possible reference to the candidate.

---

\(^5\)Since the solution to this is conjectured to be NP-hard, a greedy search is used here [21].
4.4 Experimental Results and Findings

Based on the above-mentioned performance metrics, we evaluate performances of our proposed techniques through rigorous experimentation. We present results and finding of the evaluation in the next subsections.

4.4.1 Results from Our Proposed Rule-based Translator

In our rule-based translator, we consider all types of sentences covering basic simple, complex, and compound sentences. Initially, we implement simple sentences in our system through adding some basic rules for forming a simple sentence. Figure 4.14 and Figure 4.15 show a couple of glimpses of sample outputs from our implementation for translating simple sentences using JAVA.

![Figure 4.14: Sample translation of simple sentences (simple past tense)](image)

In Figure 4.14, we show translation of a sentence in simple past tense. Here, our rule-based translation system analyze the input Bengali sentence and synthesizes it. Here, first, our system determines the subject and recognizes the subject as a pronoun. Then, our system identifies the object as a noun. Next, our system identifies the verb and analyzes carefully to properly detect the tense. Besides, our system also recognizes person and number of the subject. Moreover, analyzing the suffix of the verb, our system detects the tense. Apart from this, our system can generate translations of all the words (subject, object, and verb) in the input sentence from its vocabulary as shown in the
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Figure 4.15: Sample translation of simple sentences (simple future tense)

figure. Later, it modifies the verb by adding suffixes according to the tense. This is how our system generates the final output (translated sentence). Similarly, Figure 4.15 shows another example of translating a sentence in simple future tense.

Now, we focus on a complex sentence in Figure 4.16. Here, first, our system recognizes the complex sentence by examining the presence of any keyword of complex sentence in the input sentence. Next, our system splits the complex sentence into two independent simple sentences. Then, our system
translates these simple sentences using the same procedure used for translating simple sentences as discussed earlier. Finally, our system combines the translated simple sentences with necessary keywords to generate the target translated sentence.

We test our rule-based translator with different types of sentences (from our datasets), which realize a number of different rules. We show a scenario of our experimental results in Table 4.2, Table 4.3, and Table 4.4. Here, we summarize some of our implemented rules and generated outputs. Table 4.2 shows a partial list of our implemented rules used for translating simple sentences. Table 4.3 and Table 4.4 show some of our implemented rules and some examples of generated translations for complex and compound sentences respectively.

Table 4.2: Experimental results for some example simple sentences

<table>
<thead>
<tr>
<th>Sentence type</th>
<th>Grammatical rule</th>
<th>Source sentence</th>
<th>Translated sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>simple sentence</td>
<td>sub+verb+'s'/es'+obj</td>
<td>Rahim .Wait</td>
<td>Rahim eats rice</td>
</tr>
<tr>
<td></td>
<td>sub+am/is/are+'ing'</td>
<td>Rahim .Wait</td>
<td>Rahim is eating rice</td>
</tr>
<tr>
<td></td>
<td>form of verb+obj</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sub+has/have+'pp'</td>
<td>They have</td>
<td></td>
</tr>
<tr>
<td></td>
<td>form of verb+obj</td>
<td>eaten rice</td>
<td></td>
</tr>
<tr>
<td></td>
<td>sub+past form of</td>
<td>You got</td>
<td></td>
</tr>
<tr>
<td></td>
<td>verb+obj</td>
<td>chance</td>
<td></td>
</tr>
<tr>
<td></td>
<td>sub+was/were+'ing'</td>
<td>You were</td>
<td></td>
</tr>
<tr>
<td></td>
<td>form of verb+obj</td>
<td>eating rice</td>
<td></td>
</tr>
<tr>
<td></td>
<td>sub+had+'pp' form of</td>
<td>You had</td>
<td></td>
</tr>
<tr>
<td></td>
<td>verb+obj</td>
<td>done the work</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>last week</td>
<td></td>
</tr>
<tr>
<td></td>
<td>sub+shall/will+verb+</td>
<td>He will</td>
<td></td>
</tr>
<tr>
<td></td>
<td>obj</td>
<td>eat rice</td>
<td></td>
</tr>
<tr>
<td></td>
<td>sub+shall/will be+'ing'</td>
<td></td>
<td>He will be watching TV</td>
</tr>
<tr>
<td></td>
<td>form of verb+obj</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>sub+shall/will have+'pp'</td>
<td></td>
<td>Oishee will eaten</td>
</tr>
<tr>
<td></td>
<td>form of verb+obj</td>
<td></td>
<td>rice</td>
</tr>
</tbody>
</table>

Table 4.2: Experimental results for some example simple sentences
<table>
<thead>
<tr>
<th>Sentence type</th>
<th>Grammatical rule</th>
<th>Source sentence</th>
<th>Translated sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Complex sentence (keyword+simple sentence1 (SS1)+,+simple sentence2 (SS2) Or, SS2+keyword+SS1)</td>
<td>SS2+until+SS1</td>
<td>আমি টিভি দেখবে যতক্ষণ না তুমি বাড়ি আস</td>
<td>Amin will watch TV until you came home</td>
</tr>
<tr>
<td></td>
<td>Whenever+SS1+,+SS2</td>
<td>আমি যখনই সুযোগ পায় তখনই সে টিভি দেখে</td>
<td>Whenever Amin gets chance, he watches TV</td>
</tr>
<tr>
<td></td>
<td>Although/Though+SS1+,+SS2</td>
<td>আমি বই পড়তেছি যদিও তারা দাবা খেলতেছে</td>
<td>Although they are playing Chess, I am reading book</td>
</tr>
<tr>
<td>If+SS1(negative)+,then+SS2</td>
<td>তুমি যদি বই না পড়তে তাহলে মানীর টিভি দেখবে</td>
<td>If you do not read book, Monir will watch TV</td>
<td></td>
</tr>
<tr>
<td>If+SS1+,then+SS2</td>
<td>যদি তুমি ভাত খাও তাহলে সে ভাত খাবে</td>
<td>If you eat rice then he will eat rice</td>
<td></td>
</tr>
<tr>
<td>When+SS1+,+SS2</td>
<td>যখন হাশম রসায়ন পড়ত তখন কাশ্ম গণিত পড়ত</td>
<td>When Hashem taught Chemistry, Kashem taught Mathematics</td>
<td></td>
</tr>
</tbody>
</table>

Table 4.3: Experimental results for some example complex sentences

<table>
<thead>
<tr>
<th>Sentence type</th>
<th>Grammatical rule</th>
<th>Source sentence</th>
<th>Translated sentence</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compound sentence (SS1+keyword+SS2)</td>
<td>SS1+,and+SS2</td>
<td>আমি ভাত খাচ্ছি এবং সে টিভি দেখছ</td>
<td>I am eating rice, and he is watching TV</td>
</tr>
<tr>
<td></td>
<td>SS1+,or+SS2</td>
<td>আমি দুবা খেলব অথবা আমি টিভি দেখব</td>
<td>I will play Chess, or I will watch TV</td>
</tr>
<tr>
<td></td>
<td>SS1+,but+SS2</td>
<td>রাহিম ফুটবল খেলে অথচ সে দাবা পছন্দ করে</td>
<td>Rahim plays Football, but he likes Chess</td>
</tr>
<tr>
<td></td>
<td>SS1+:however,+SS2</td>
<td>তুমি সুযোগ পেয়েছিলে কিন্তু আমি সুযোগটি হারালাম</td>
<td>You got chance; however, I lost the chance</td>
</tr>
<tr>
<td></td>
<td>SS1+:/,+SS2</td>
<td>রাহিম বই পড়েছে; সে ফুটবল খেলবে</td>
<td>Rahim has read book; he will play Football</td>
</tr>
</tbody>
</table>

Table 4.4: Experimental results for some example compound sentences
4.4.2 Results on Name Identification

Next, we present outcomes of our name identification mechanism and corresponding translations. As discussed earlier, one of the major improvements by our rule-based translator is name identification and name translation.

![Sample outputs of name identifications and translating names](image)

Figure 4.17: Sample outputs of name identifications and translating names

Figure 4.17 shows translation of two names - ‘Sohan’ and ‘Oishee’, generated by our system. Besides, our system can also process subjects with emphasizing tags after separating the emphasizing tags as shown in Figure 4.18. However, one important observation regarding emphasized subject identification is that the emphasizing tag itself may be the part of a valid name (subject) as mentioned earlier in the previous chapter (Chapter 3). In such (less frequent) cases, our system discards that tag (which is not actually any tag) from the valid name leading to a faulty name identification. In Figure 4.18, our system misinterprets ‘Romio’ by removing the tag and thus reducing it to ‘Romi’. Note that such cases are quite rare and less contributing to performance compared to the overall improvement achieved in most of the cases. Therefore, we tolerate this shortcoming in our system as a trade-off, and leave its solution as a future work.
4.4.3 Results on Optimized Verb Translation Technique

In case of our optimized verb identification technique, modified Levenshtein distance calculation shows significant improvement in terms of optimizing both memory consumption and searching time. We apply this algorithm on several Bengali verbs to get their root verbs, which we then map to standard forms of the verbs. We present outcomes of our modified Levenshtein distance algorithm in Figure 4.19.

Note that, detection of root verb by calculating Levenshtein distance can be incorrect for some forms of verbs, which can lead to incorrect translations of those verbs. In Figure 4.19, we can notice one such case where our first modification of the Levenshtein distance algorithm provides erroneously translated verb ‘eat’ in place of ‘play’. We handle such erroneous cases successfully through preprocessing of the verbs before determining the root verbs as discussed earlier in Chapter 3. Figure 4.20 shows the improvement achieved (inside green box) after incorporating the preprocessing of verbs before calculating Levenshtein distance. Here, we overcome the incorrect detection of root verbs shown previously in Figure 4.19 and accomplish detection of correct root verbs for almost all the possible cases. Afterwards, our system translates the verb by modifying its raw translated form as per other relevant information (POS tagging, person, number, etc.) extracted from the input sentence.
<table>
<thead>
<tr>
<th>Verb Form</th>
<th>Root Word</th>
<th>Standard Form</th>
<th>Translation</th>
<th>Remark</th>
</tr>
</thead>
<tbody>
<tr>
<td>--[eat]--</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ভেরেছিলা</td>
<td>খায়া</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>ভেরেছিলা</td>
<td>খায়া</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>ভেরেছিলা</td>
<td>খায়া</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>খাব</td>
<td>খা</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>খাব</td>
<td>খা</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>খাব</td>
<td>খা</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>খাব</td>
<td>খা</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>খাব</td>
<td>খা</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>খাব</td>
<td>খা</td>
<td>খাওয়া</td>
<td>eat</td>
<td>OK</td>
</tr>
<tr>
<td>--[play]--</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>খেলি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলাতেছি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলাতেছি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলেছি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলেছি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলেছি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলেছি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>খেলেছি</td>
<td>খেলা</td>
<td>খেলা</td>
<td>play</td>
<td>OK</td>
</tr>
<tr>
<td>--[go]--</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>যাও</td>
<td>যাওয়া</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>যাও</td>
<td>যাওয়া</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>যাও</td>
<td>যাওয়া</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>যাও</td>
<td>যাওয়া</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>যাও</td>
<td>যাওয়া</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>যাও</td>
<td>যাওয়া</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>যাও</td>
<td>যাওয়া</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>গিয়েছি</td>
<td>গিয়ে</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>গিয়েছি</td>
<td>গিয়ে</td>
<td>যাওয়া</td>
<td>go</td>
<td>OK</td>
</tr>
<tr>
<td>--[study]--</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>পড়</td>
<td>পড়া</td>
<td>পড়া</td>
<td>study</td>
<td>OK</td>
</tr>
<tr>
<td>পড়</td>
<td>পড়া</td>
<td>পড়া</td>
<td>study</td>
<td>OK</td>
</tr>
<tr>
<td>পড়েছি</td>
<td>পড়া</td>
<td>পড়া</td>
<td>study</td>
<td>OK</td>
</tr>
<tr>
<td>পড়েছি</td>
<td>পড়া</td>
<td>পড়া</td>
<td>study</td>
<td>OK</td>
</tr>
<tr>
<td>Figure 4.19: Outcomes of our first modification on Levenshtein distance algorithm</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
4.4.4 Overall Improvement with Name Identification and Optimized Verb Translation Technique

We present the improvement achieved by our rule-based translator after implementing name identification and optimized verb translation technique in terms of BLEU score in Table 4.5. Table 4.5 shows the improvement achieved using our both individual sentences (540 sentences) and full dataset (11,500 sentences). Here, we achieve significant improvement using our individual sentences as these sentences are designed based on the set of rules implemented in our rule-based translator. As discussed earlier (in Chapter 3), we extract individual sentences mainly for testing the performance of our rule-based translator so that they remain in-line with the different rules implemented in our rule-based translator.
### Table 4.5: Improvement with name identification and optimized verb translation technique in terms of BLEU score

<table>
<thead>
<tr>
<th>Dataset</th>
<th>Rule-based</th>
<th>Improved Rule-based</th>
<th>Improvement</th>
</tr>
</thead>
<tbody>
<tr>
<td>Individual sentences</td>
<td>71.28</td>
<td>92.36</td>
<td>30%</td>
</tr>
<tr>
<td>Full</td>
<td>3.05</td>
<td>3.13</td>
<td>3%</td>
</tr>
</tbody>
</table>

4.4.5 Comparison with Google Translator

We compare the performance of our rule-based translator with that of popular Google Translator. In the comparison, we present that our rule-based translator performs better than Google Translator in case of sentences whose rules have already been implemented in our system so far. We show examples of such improvements achieved by our rule-based translator over Google Translator in Table 4.6.

<table>
<thead>
<tr>
<th>Sentence</th>
<th>Rule-based translator</th>
<th>Google translator</th>
<th>Google?</th>
</tr>
</thead>
<tbody>
<tr>
<td>তুমি ভাল খেয়েছিলে</td>
<td>You ate rice</td>
<td>You used to eat rice</td>
<td>Wrong!</td>
</tr>
<tr>
<td>রাহিম ফুটবল খেলে</td>
<td>Rahim plays Football</td>
<td>Rahim playing football</td>
<td>Wrong!</td>
</tr>
<tr>
<td>সোহান চিড়ি দেখে</td>
<td>Sohan watches TV</td>
<td>Sohan TV watch</td>
<td>Wrong!</td>
</tr>
<tr>
<td>আমিন চিড়ি দেখে যতক্ষণ না তুমি বাড়ি আস</td>
<td>Amin will watch TV until you come home</td>
<td>I watch TV until you come home</td>
<td>Wrong!</td>
</tr>
</tbody>
</table>

Table 4.6: Comparison between performances of our rule-based translator and Google Translator for some example sentences

Figure 4.21: Snapshots of translations generated by Google Translator for our example sentences in Table 4.5 (collected on or before August 30, 2019)
We show all of these translations generated by Google Translator [45] for our example sentences in Figure 4.21.

### 4.4.6 Results from Our Different Blending Approaches

After implementation of both our proposed rule-based translator and classical NMT, we blend between these two approaches using three different techniques as discussed earlier. We analyze performances of each of these approaches with three standard metrics namely BLEU, METEOR, and TER as presented earlier. We consider different types of datasets with different sizes for analyzing the performances. This is because, results obtained from only one dataset may not be enough to draw any convincing conclusion about performance of translation by our proposed different approaches. Therefore, as already mentioned, we adopt a literature-based dataset (from Al-Quran) and create another dataset from different sources except any literature. The latter dataset, i.e., our custom dataset, is relatively smaller in size (around 3,500 parallel sentence pairs), which is too small to train an NMT system reasonably. Therefore, we combine this dataset with our literature-based dataset to form another dataset (full dataset) for experimentation.

#### 4.4.6.1 Results using Literature-based Dataset

First, we present results (scores of performance metrics) obtained from translation over our literature-based dataset in Table 4.7.

<table>
<thead>
<tr>
<th>Score</th>
<th>NMT</th>
<th>Rule-based</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>8.56</td>
<td>1.28</td>
<td>11.43</td>
<td>0.84</td>
<td>8.80</td>
</tr>
<tr>
<td>METEOR</td>
<td>12.34</td>
<td>13.50</td>
<td>20.31</td>
<td>10.62</td>
<td>12.43</td>
</tr>
<tr>
<td>TER</td>
<td>93.73</td>
<td>93.90</td>
<td>85.09</td>
<td>96.62</td>
<td>93.50</td>
</tr>
</tbody>
</table>

Table 4.7: Comparison among different translation approaches

Table 4.7 shows a comparison among all the approaches (in isolation and in combination) using the standard performance metrics. Here, the higher the METEOR score and the BLEU score, and the lower the TER score; the better the performance is. From Table 4.7, we notice that ‘NMT followed by rule-based’ (NMT+rule-based) blending technique exhibits significant improvement over the classical NMT (GNMT). More specifically, it emerges as the best blending technique that gets reflected in the performance scores using each of the three metric. Therefore, we can understand that our blending
approaches can significantly improve performance of NMT generated translations. The best way of blending appears to be applying grammatical rules after translating by NMT.

Another blending technique, ‘either NMT or rule-based’ (NMT or rule-based), also shows slight improvement over the classical NMT. We actually anticipate that since we carefully choose the best between the translations from rule-based translator and NMT as per the types of sentences in this technique. However, performance scores decline in ‘rule-based followed by NMT’ (rule-based+NMT) blending approach, which points out the inability of NMT to further improve translations done by the rule-based translation. Table 4.8 reflects a closer look at BLEU scores of all the approaches as per consideration of different n-grams (n=1, 2, 3, and 4). Ideally, BLEU score is considered for n-gram model where n=4. In all cases including n=4, the blending of ‘NMT followed by rule-based’ outperforms all other alternatives.

<table>
<thead>
<tr>
<th>n-gram</th>
<th>NMT</th>
<th>Rule-based</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>1-gram</td>
<td>31.46</td>
<td>31.74</td>
<td>46.07</td>
<td>25.59</td>
<td>31.35</td>
</tr>
<tr>
<td>2-gram</td>
<td>17.18</td>
<td>10.70</td>
<td>25.19</td>
<td>7.56</td>
<td>17.37</td>
</tr>
<tr>
<td>3-gram</td>
<td>11.42</td>
<td>3.70</td>
<td>16.04</td>
<td>2.60</td>
<td>11.66</td>
</tr>
<tr>
<td>4-gram</td>
<td>8.56</td>
<td>1.28</td>
<td>11.43</td>
<td>0.84</td>
<td>8.80</td>
</tr>
</tbody>
</table>

Table 4.8: Comparison as per BLEU scores

Next, we present comparisons over classical NMT and other approaches graphically to portray the individual performance scores for each of the test sentences. We show comparisons using METEOR and TER scores where light red lines indicate NMT score and deep blue lines indicate each one of the other approaches one by one. Here, we adopt NMT as the benchmark approach in all the graphs, as it is commonly adopted by the widely-used Google translator. Note that we do not show any comparison in terms of BLEU score at sentence level as BLEU is generally calculated over the entire test corpus.

**Comparison between NMT and Only Rule-based Approach**

Firstly, Figure 4.22 and Figure 4.23 show a comparison between NMT and only rule-based approach (deep blue lines) in isolation in terms of METEOR and TER scores respectively. These two figures reflect that the overall performance of only rule-based approach is worse than NMT in isolation for literature-based dataset.
Comparison between NMT and ‘NMT followed by Rule-based’ Approach

Next, we show the performance of one of our blending techniques, ‘NMT followed by rule-based’ (NMT+rule-based), in terms of METEOR and TER scores in Figure 4.24 and Figure 4.25 respectively. Actually, these two figures reflect the performance of our best blending technique in terms of METEOR and TER scores. Here, deep blue lines indicate the scores obtained using ‘NMT followed by rule-based’ blending approach. We can see significant improvement over classical NMT in these figures.
Comparison between NMT and ‘Rule-based followed by NMT’ Approach

After that, we present the results of ‘rule-based followed by NMT’ (rule-based+NMT), in terms of METEOR and TER scores in Figure 4.26 and Figure 4.27 respectively. Here, deep blue lines indicate the scores obtained using ‘rule-based followed by NMT blending’ approach. These two figures reflect that ‘rule-based followed by NMT’ approach performs poorly when compared to the classical NMT. In fact, this blending technique proves itself to be the worst performer among all the approaches.
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Comparison between NMT and ‘Either NMT or Rule-based’ Approach

Finally, we present the results of ‘either NMT or rule-based’ blending technique in Figure 4.28 and Figure 4.29. Here, deep blue lines indicate the scores obtained using this blending approach. This approach performs on par with classical NMT as shown in the figures. Main reason behind this result is that most of the sentences are lengthy in this dataset. Since this approach chooses NMT generated translation if the length of the sentence is large, it chooses NMT generated translations mostly. However, this approach performs at least as good as classical NMT.

We can clearly notice that light red lines exceed deep blue lines for most of the sentences in
Figure 4.22 and Figure 4.26. That means, both only rule-based approach and ‘rule-based followed by NMT’ approach perform worse than NMT in isolation. However, deep blue lines exceed light red lines in Figure 4.24 for almost all the sentences, which reflects the clear victory of our ‘NMT followed by rule-based’ approach over NMT in isolation. In addition to that, we notice that light red lines and deep blue lines are mostly at the same level in Figure 4.28, which reflects the on par performance of our ‘either NMT or rule-based’ approach as discussed above.
Analysis on Sensitivity of Our Operational Parameter

Performance of our rule-based translator changes as we increase the number of rules or we add more rules. However, adding rules seems like a never-ending process. Therefore, we analyze how implementation of different numbers of rules impacts on the performance scores of our different approaches.

![Figure 4.30: Variation of BLEU scores with an increase in the number of implemented rules](image)

BLEU score increases as number of implemented rules increases in our system as shown in Figure 4.30. In this figure, we show performance of three different approaches with respect to an increase in the number of added rules - only rule-based approach, NMT, and ‘NMT followed by rule-based’ approach. We notice that the curves of only rule-based approach and ‘NMT followed by rule-base’ approach show a gradual increase (initially sharp) in BLEU score as the number of implemented rules increases. Besides, the curves tend to become flat after implementing around 90-100 rules in our system. It depends on the order in which different rules are being added. In our system, we implement more basic and important grammatical rules such as basic sentence structures (Table 4.2, Table 4.3, and Table 4.4), verb identification, tenses, etc., first. That is why, the curve shows a sharp rise in between first 3-10 implemented rules, and then rises consistently until 70-80 rules are added. In our system, we add the most important rules that significantly improve the translation performance.
within around first 50 rules (specifically, rule number 30-50). Afterwards, addition of more rules merely impacts on changing the performance score significantly since those rules such as detection of subject’s gender, punctuations, etc., seem to be less contributing compared to the previously added (first 50-60 rules) rules.

Nonetheless, the curve for NMT remains flat (parallel to X axis) since performance of NMT does not change with the number of implemented rules. Moreover, although the curve of ‘NMT followed by rule-based’ approach exhibits characteristics nearly similar to that of only rule-based approach, it does not directly originate from the curve of rule-based approach using any mathematical formula. However, if the performance of translation generated by only rule-based approach improves then our blending (‘NMT followed by rule-based’ approach) also improves its performance to some extent since our system blends with that improved rule-based translation after generating translation by NMT. This is why, we notice such similarity between these two curves.

Similarly, we illustrate variation of METEOR scores with respect to the number of added rules. Figure 4.31 presents the results for only rule-based approach, NMT, and ‘NMT followed by rule-based’ approach.

![Figure 4.31: Variation of METEOR scores with an increase in the number of implemented rules](image)

Trends in these curves for METEOR scores of these three approaches are similar to what we have just presented for BLEU scores above. Here, we show variation for only ‘NMT followed by rule-based’ approach.
approach, as this approach leads all other approaches. Note that the curves in this approach does not start from zero score, as NMT already sets a positive score that our blending system further increases by applying rules.

Finally, we also show variation of TER scores with an increase in the number of rules in Figure 4.32 for only rule-based approach, NMT, and ‘NMT followed by rule-based’ approach. Expectedly, apart from curve of NMT, behaviour of remaining two curves for TER scores is exactly opposite to the previous curves, as TER scores decrease with an increase in the number of rules. Here, less score refers to better performance, as the score refers to an error rate. Similar to the previous case, the curves go almost flat after the addition of first 70 rules.

![Figure 4.32: Variation of TER scores with an increase in the number of implemented rules](image)

We present a combined graph (Figure 4.33) containing normalized value of all the metrics for both rule-based approach and ‘NMT followed by rule-based’ approach. Here, in case of values of each metric, we normalize the values with respect to our found maximum values. The combined presentation of all the normalized values in Figure 4.33 demonstrates efficacy of our proposed blending approach, as its application improves performance metrics in all cases.

That is all about experimentation on performance scores using our literature-based dataset. However, as promised earlier, we also perform similar experimentation using another dataset (full dataset) since scores obtained from only one dataset may not be enough to draw any convincing conclusion on
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4.4.7 Results using Full Dataset

Next, we perform experimentation using our combined (literature-based and custom) dataset. Table 4.9 shows summary of results obtained using this dataset.

<table>
<thead>
<tr>
<th>Score</th>
<th>NMT</th>
<th>Rule-based</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>9.28</td>
<td>3.13</td>
<td>12.26</td>
<td>1.34</td>
<td>9.87</td>
</tr>
<tr>
<td>METEOR</td>
<td>14.18</td>
<td>14.43</td>
<td>22.32</td>
<td>12.86</td>
<td>14.92</td>
</tr>
<tr>
<td>TER</td>
<td>92.78</td>
<td>93.21</td>
<td>83.83</td>
<td>95.52</td>
<td>92</td>
</tr>
</tbody>
</table>

Table 4.9: Comparison among different translation approaches for full (combined) dataset

Table 4.9 strongly supports the results obtained earlier (Table 4.7) using our literature-based dataset. Here, ‘NMT followed by rule-based’ blending approach again outperforms all other approaches. In addition to that, ‘Either NMT or rule-based’ approach remains as our second best approach. Next, similar to our literature-based dataset, we show variation of BLEU, METEOR, and TER scores with an increase in the number of rules in Figure 4.34, Figure 4.35, and Figure 4.36.
respectively for only rule-based approach, NMT, and ‘NMT followed by rule-based’ approach using our full dataset.

![Figure 4.34: Variation of BLEU scores with an increase in the number of implemented rules for full dataset](image)

Besides, we also present another combined graph (Figure 4.37) containing normalized value of all the metrics for both rule-based approach and ‘NMT followed by rule-based’ approach using our full dataset. Figure 4.37 reflects that the graph for our full dataset exhibits similar behaviour with respect to our previous dataset (literature-based). Therefore, we have just double-checked and justified our observation on performance scores of different approaches discussed earlier (for literature-based dataset), using our combined dataset this time.

Besides, we perform analysis on time and memory consumption for our implemented methods with different datasets. To do so, we first calculate average time and memory separately required by NMT and rule-based translator for translating a sentence. Then, we determine required blending time and memory while applying each of our blending techniques. We find that NMT requires around 80 minutes and 90 minutes for training with our literature-based dataset and full dataset respectively. After that, NMT performs inference for generating translations based on its learning acquired through training. We consider only this inference time (or translation time) in determining time required for translating each sentence by NMT. On an average, NMT requires 0.08-0.09s (80-90ms) for generating
Figure 4.35: Variation of METEOR scores with an increase in the number of implemented rules for full dataset

Figure 4.36: Variation of TER scores with an increase in the number of implemented rules for full dataset
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4.5 Resource Overhead

In this section, we analyze resource overheads required for our different translation approaches. Specifically, we cover time overhead and memory overhead in the subsequent sections.

4.5.1 Time Overhead

Time overhead increases as number of implemented rules increases in our system as shown in Figure 4.38. In this figure, we show time overhead per sentence translation for three different approaches with respect to an increase in the number of implemented rules - only rule-based approach, NMT, and ‘NMT followed by rule-based’ approach. Similar to the graphs for performance scores (METEOR and BLEU), the curves of only rule-based approach and ‘NMT followed by rule-based’ approach also exhibit significant rise for first 60-70 rules. However, unlike those (METEOR and BLEU) graphs, these two curves keep rising slowly rather than getting flat as we keep adding more rules. Besides, the curve for NMT remains flat (parallel to X axis) since time overhead of NMT does not change with
the number of implemented rules.

Here, we calculate time overhead of ‘NMT followed by rule-based’ approach as the summation of time overheads of only rule-based approach, NMT, and blending between them. Table 4.10 shows a summary of time overheads of our aforementioned approaches for different number of implemented rules.

<table>
<thead>
<tr>
<th>Number of rules</th>
<th>Rule-based</th>
<th>NMT</th>
<th>Blending</th>
<th>NMT followed by rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>67ms</td>
<td>90ms</td>
<td>4.743s</td>
<td>4.900s</td>
</tr>
<tr>
<td>10</td>
<td>77ms</td>
<td>90ms</td>
<td>5.053s</td>
<td>5.220s</td>
</tr>
<tr>
<td>50</td>
<td>163ms</td>
<td>90ms</td>
<td>5.357s</td>
<td>5.610s</td>
</tr>
<tr>
<td>70</td>
<td>196ms</td>
<td>90ms</td>
<td>5.574s</td>
<td>5.860s</td>
</tr>
<tr>
<td>120</td>
<td>204ms</td>
<td>90ms</td>
<td>5.699s</td>
<td>5.993s</td>
</tr>
</tbody>
</table>

Table 4.10: Time overheads of rule-based, NMT, and ‘NMT followed by rule-based’ for literature-based dataset

Next, we also explore time overheads of different approaches with respect to an increase in the number of implemented rules using our full dataset. Figure 4.39 shows three different curves (rule-based, NMT, and NMT followed by rule-based) generated using our full dataset. We notice that behaviour of each of the curves for this dataset remains identical to that of the curves for our previous
4.5.2 Memory Overhead

In addition to that, we perform analysis on memory consumption overhead for our different approaches with respect to different number of rules. Behaviour of memory consumption curves is similar to that of time overhead curves as shown earlier. Figure 4.40 shows three curves (only rule-based approach, NMT, and ‘NMT followed by rule-based’ approach) reflecting total memory consumption per sentence translation with an increase in the number of implemented rules using our literature-based dataset. Here, the curves of only rule-based approach and ‘NMT followed by rule-base’ approach exhibit significant rise for first 60-70 rules, whereas the NMT curve remains flat (parallel to X axis). We consider unit of memory consumption as kilobytes (KB).

Next, we also explore memory consumption of different approaches with respect to an increase in the number of implemented rules using our full dataset. Figure 4.41 shows three different curves (rule-based, NMT, and NMT followed by rule-based) generated using this dataset.
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Figure 4.40: Comparison in variation of memory consumption with an increase in the number of implemented rules for literature-based dataset

Figure 4.41: Comparison in variation of memory consumption with an increase in the number of implemented rules for full dataset
### 4.6 Overall Comparison

We summarize different results (performance scores, time overhead, and memory overhead) obtained using our different datasets in Table 4.11 and Table 4.12. Here, Table 4.11 reflects the results obtained for our literature-based dataset, and Table 4.12 reflects the results obtained for our full dataset.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NMT</th>
<th>Rule-based</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>8.56</td>
<td>1.28</td>
<td>11.43</td>
<td>0.84</td>
<td>8.80</td>
</tr>
<tr>
<td>METEOR</td>
<td>12.34</td>
<td>13.50</td>
<td>20.31</td>
<td>10.62</td>
<td>12.43</td>
</tr>
<tr>
<td>TER</td>
<td>93.73</td>
<td>93.90</td>
<td>85.09</td>
<td>96.62</td>
<td>93.50</td>
</tr>
<tr>
<td>Time (s)</td>
<td>0.090</td>
<td>0.204</td>
<td>5.993</td>
<td>4.011</td>
<td>0.806</td>
</tr>
<tr>
<td>Memory (KB)</td>
<td>200.60</td>
<td>610.982</td>
<td>1120.002</td>
<td>998.614</td>
<td>902.100</td>
</tr>
</tbody>
</table>

Table 4.11: Comparison among different translation approaches for literature-based dataset

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NMT</th>
<th>Rule-based</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>9.28</td>
<td>3.13</td>
<td>12.26</td>
<td>1.34</td>
<td>9.87</td>
</tr>
<tr>
<td>METEOR</td>
<td>14.18</td>
<td>14.43</td>
<td>22.32</td>
<td>12.86</td>
<td>14.92</td>
</tr>
<tr>
<td>TER</td>
<td>92.78</td>
<td>93.21</td>
<td>83.83</td>
<td>95.52</td>
<td>92</td>
</tr>
<tr>
<td>Time (s)</td>
<td>0.092</td>
<td>0.203</td>
<td>6.569</td>
<td>4.97</td>
<td>0.807</td>
</tr>
<tr>
<td>Memory (KB)</td>
<td>200.60</td>
<td>609.702</td>
<td>1204.228</td>
<td>1037</td>
<td>903.341</td>
</tr>
</tbody>
</table>

Table 4.12: Comparison among different translation approaches for full dataset

### 4.7 Overall Experimental Findings

Next, we present our overall experimental findings in terms of average percentage (%) improvement of our different blending approaches over different parameters such as BLEU, METEOR, and TER in Table 4.13, Table 4.14, Table 4.15, and Table 4.16. Here, Table 4.13 and Table 4.14 reflect the results (average percentage (%) improvement) for literature-based dataset and full dataset respectively with
respect to NMT. Note that we find these percentage improvements of our different approaches with respect to NMT.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>32%</td>
<td>-86%</td>
<td>6%</td>
</tr>
<tr>
<td>METEOR</td>
<td>57%</td>
<td>-9%</td>
<td>5%</td>
</tr>
<tr>
<td>TER</td>
<td>10%</td>
<td>-3%</td>
<td>1%</td>
</tr>
</tbody>
</table>

Table 4.14: Overall percentage (%) improvement over different parameters with respect to NMT for full dataset

Similarly, Table 4.15 and Table 4.16 reflect the results (average percentage (%) improvement) for literature-based dataset and full dataset respectively with respect to only rule-based approach. Here, we find that % improvements of our different blending approaches with respect to rule-based approach is much higher than NMT approach.

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>793%</td>
<td>-34%</td>
<td>588%</td>
</tr>
<tr>
<td>METEOR</td>
<td>50%</td>
<td>-21%</td>
<td>-8%</td>
</tr>
<tr>
<td>TER</td>
<td>9%</td>
<td>-3%</td>
<td>0%</td>
</tr>
</tbody>
</table>

Table 4.15: Overall percentage (%) improvement over different parameters with respect to rule-based approach for literature-based dataset

<table>
<thead>
<tr>
<th>Parameters</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>292%</td>
<td>-57%</td>
<td>215%</td>
</tr>
<tr>
<td>METEOR</td>
<td>55%</td>
<td>-11%</td>
<td>3%</td>
</tr>
<tr>
<td>TER</td>
<td>10%</td>
<td>-2%</td>
<td>1%</td>
</tr>
</tbody>
</table>

Table 4.16: Overall percentage (%) improvement over different parameters with respect to rule-based approach for full dataset

4.8 Extension of Our Experimental Results

Machine translation is in practice for long time in different forms such as Example-based Machine Translation [4], Phrase-based Machine Translation [5], Statistical Machine Translation (SMT) [44], Neural Machine Translation (NMT) [50], etc. NMT is the most recent technology in machine translation, which outperforms all other translation approaches. This is why, we attempt to contribute in machine translation keeping NMT as our prime focus, and adopt NMT in our system. However,
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NMT depends largely on size and quality of dataset, which we lack significantly for Bengali language. Therefore, we extend our experimentation on another popular machine translation technology, Statistical Machine Translation (SMT). SMT was used by popular Google Translator just before NMT, not more than five years earlier.

Besides, M. Mumin et al., recently reported a Phrase-Based Statistical Machine Translation system between English and Bengali languages in both directions claiming to have achieved a promising BLEU score 17.43 for Bengali to English translation. In this regard, we adopt their baseline SMT system [37] to investigate the performance of SMT using our dataset. To do so, first, we implement a popular SMT toolkit, Moses [59], and we configure the system following their configuration process [37]. Next, we train the SMT system with our combined (literature-based and custom) dataset. Finally, we evaluate the performance of SMT using our dataset.

We achieve BLEU score 12.31 using the baseline SMT. In addition to that, we investigate the performance of our different blending approaches. We blend our rule-based translator with SMT this time. We present the performance scores of different approaches in Table 4.17.

<table>
<thead>
<tr>
<th>Score</th>
<th>SMT</th>
<th>Rule-based</th>
<th>SMT+rule-based</th>
<th>Rule-based+SMT</th>
<th>SMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>12.31</td>
<td>3.13</td>
<td>16.43</td>
<td>2.16</td>
<td>14.14</td>
</tr>
<tr>
<td>METEOR</td>
<td>15.35</td>
<td>14.43</td>
<td>22.33</td>
<td>13.48</td>
<td>20.92</td>
</tr>
<tr>
<td>TER</td>
<td>88.14</td>
<td>90.17</td>
<td>82</td>
<td>93.35</td>
<td>85.38</td>
</tr>
</tbody>
</table>

Table 4.17: Comparison among different translation approaches considering SMT as baseline system

Table 4.17 reflects that our ‘SMT or NMT followed by rule-based’ approach stills remains the best translation approach. Interestingly, performance of ‘SMT followed by rule-based’ approach (BLEU = 16.43) is better than ‘NMT followed by rule-based’ approach (BLEU = 12.26) since in this case, SMT (BLEU = 12.31) performs better than NMT (BLEU = 9.28) in isolation. This happens because, our dataset is not large enough to train an NMT system efficiently. SMT perhaps takes this advantage to outperform NMT by a small margin for this dataset. Besides, our best approach (BLEU = 16.43) lags behind their proposed approach (BLEU = 17.43) in terms of overall performance score because of our insufficient dataset again. They trained their system with a large dataset containing 197,338 parallel Bengali-English sentences, which is more than 16 times larger than our current dataset. However, their dataset is not made publicly available.

Nonetheless, SMT scores 16.91 using their dataset [37], whereas SMT scores 12.26 using our dataset. They achieve BLEU score 17.43 in their approach over SMT score 16.91 [37], which offers
an improvement of 3.1\% over SMT. However, our best translation approach achieves BLEU score 16.43 over SMT score 12.31, which offers 33.5\% improvement over SMT. Therefore, we expect to achieve much higher BLEU score when we can match their dataset in future. In addition to that, this extended experimentation leads to an important finding - “Any translation generated by machine (NMT or SMT) can be significantly improved after blending with rule-based translator”.

4.9 Extending Our Study to A High-Resource Context

Performance of data-driven translators (NMT or SMT) largely depends on availability of significant amount of training data. However, the largest dataset used in our experimentation presented so far consists of up to 11,500 parallel Bengali-English sentences. Only 11,500 sentences may not really satisfy the need for significant amount of training data for an NMT system mimicking the context of low-resource language.

However, we are yet to show what would happen if we take our approach to a high-resource context. Therefore, we extend our study to a high-resource context by developing a larger Bengali-English parallel corpus containing more than one million sentence pairs. We summarize the performance scores of our different approaches obtained using this dataset in Table 4.18. Table 4.18 again establishes that our ‘NMT followed by rule-based’ approach performs the best over all other alternative approaches.

<table>
<thead>
<tr>
<th>Score</th>
<th>NMT</th>
<th>Rule-based</th>
<th>NMT+rule-based</th>
<th>Rule-based+NMT</th>
<th>NMT or rule-based</th>
</tr>
</thead>
<tbody>
<tr>
<td>BLEU</td>
<td>13.43</td>
<td>4.16</td>
<td>18.73</td>
<td>2.89</td>
<td>14.51</td>
</tr>
<tr>
<td>METEOR</td>
<td>24.82</td>
<td>16.22</td>
<td>31.30</td>
<td>13.65</td>
<td>26.87</td>
</tr>
<tr>
<td>TER</td>
<td>85.79</td>
<td>88.50</td>
<td>77.94</td>
<td>92.84</td>
<td>83.14</td>
</tr>
</tbody>
</table>

Table 4.18: Comparison among different translation approaches for a high-resource context

Next, we present the improvement in performance scores of all the approaches with respect to an increase in the size of dataset in Figure 4.42. The figure shows that performance improves with an increase in the size of dataset. Here, we also show a comparison between NMT and ‘NMT followed by rule-based’ approach in terms of BLEU scores using our different datasets. Note that we find the best performance score (BLEU = 18.73) after extending our experimentation to the high-resource context (with one million sentence pairs), which is substantially higher than our previous best score (BLEU = 12.43) obtained for the low-resource context (with 11,500 sentence pairs).
Finally, we present the improvement in performance scores of all the approaches with respect to an increase in the number of training steps in Figure 4.43. The figure shows that performance improves as we increase the number of steps for training the data-driven translators.
At this point, we perform a casual cross checking to our proposed methods and their results with respect to human behaviour. Note that the idea of our proposed translation approaches actually comes from how people approach translation in real life. In this regard, we conduct a survey to identify how people generally perform translation from one language to another such as from Bengali to English. Around 150 participants respond to this survey by sharing their own translation approach. The survey basically presents a very simple question to the participants on how they perform translation from one language to another (Bengali to English in our case). As the possible answers to the question, we provide all possible options. Thus, we form the question as follows.

Question: How do you prefer to translate from one language to another language (for example, Bengali to English)?

- Use experience only (how others speak and reading bilingual books) with no formal grammatical knowledge
- Strictly stick to applying knowledge on grammatical rules only
- Apply both grammatical rules and experience from various sources in any order
- Apply formal grammatical rules first to translate initially, and then try to use experience (on you have seen or heard something like your initially translated sentence) to modify it (may be
slightly) to get more accurate translation

- Apply your experience first, then apply grammatical checking to make the translated sentence more accurate
- Translate separately using only grammatical rules and only experience. Then, decide any one of them without mixing one with another at all

5.1 Demography of Survey Participants

Next, we present the demography of the participants. People from different ages, genders, and backgrounds take part in our survey. Besides, both Bengali-English speakers and non-speakers respond to our survey. We present the demography of participants in Figure 5.1.

Figure 5.1: Demography of survey participants
5.2 Survey Results

Majority of the survey participants respond that they use experience first before applying grammatical rules to translate from one language to another. This process mimics our ‘NMT (or SMT) followed by rule-based’ translation approach. This happens as experience generally refers to learning how others communicate or speak in the target language along with reading materials in that language. It is similar to the learning process of our mother tongue. Here, we interpret ‘using experience’ as ‘translation generated by machine (NMT or SMT)’ since machine translates based on its learning acquired through rigorous training with corpus (datasets). Through using the experience, a forma of the target sentence generally gets generated that is also done by the NMT (or SMT). Therefore, the case of using experience first, then grammatical rules is analogous to our ‘NMT (or SMT) followed by rule-based’ case. Besides, some of our survey participants also prefer to translate by applying rules first, then experience, which is analogous to our ‘rule-based followed by NMT’ approach. We show a mapping between different types of human translation approaches (considered in our survey) and our proposed translation approaches in Table 5.1. Next, we present the results obtained from our

<table>
<thead>
<tr>
<th>Human translation approach</th>
<th>Our proposed translation approach</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only experience</td>
<td>NMT (or SMT)</td>
</tr>
<tr>
<td>Only rules</td>
<td>Rule-based</td>
</tr>
<tr>
<td>Experience and rules in any order</td>
<td>Not applicable</td>
</tr>
<tr>
<td>Rules first, then experience</td>
<td>Rule-based followed by NMT (or SMT)</td>
</tr>
<tr>
<td>Experience first, then rules</td>
<td>NMT (or SMT) followed by rule-based</td>
</tr>
<tr>
<td>Either experience or rules</td>
<td>Either NMT (or SMT) or rule-based</td>
</tr>
<tr>
<td>Others (specify)</td>
<td>Not applicable</td>
</tr>
</tbody>
</table>

Table 5.1: Mapping between human translation approaches and our proposed translation approaches

survey in Figure 5.2. Therefore, we find that this survey result supports our obtained experimental results since our results also imply that ‘NMT (or SMT) followed by rule-based’ approach is the best translation approach in machine translation.
Figure 5.2: Results of survey participants’ responses
People from various backgrounds thrive for learning multiple languages equal effectively for sustaining in the era of technology and communication. Translators offer great help to accomplish such a laborious task. However, very basic and primary sentence building rules of any language usually consist of a good number of exceptions. Keeping track of wide varieties of such possible cases is one of the most challenging tasks of a translation system, even the most intelligent living beings are not any exception to it. For example, let us consider these two sentences:

1 “The complex houses married and single soldiers and their families.” This is what is called a garden path sentence. Though grammatically correct, the readers initial interpretation of the sentence may be nonsensical. Here, ‘complex’ may be interpreted as an adjective and ‘houses’ may be interpreted as a noun. Readers are immediately confused upon reading that ‘the complex houses married’, interpreting ‘married’ as the verb. How can houses get married? In actuality, ‘complex’ is the noun, ‘houses’ is the verb, and ‘married’ is the adjective. The sentence is trying to express the following: “Single soldiers, as well as married soldiers and their families, reside in the complex.”

2 “All the faith he had had had had no effect on the outcome of his life.” This sentence is an example of lexical ambiguity. As strange as this sentence might sound, it is actually grammatically correct. The sentence relies on a double use of the past perfect. The two instances of ‘had had’ play different grammatical roles in the sentences. The first one is a modifier while the second one is the main verb of the sentence.

Because of the presence of such ambiguities in all languages, even the most sophisticated software
cannot substitute the skill of a professional translator. Besides, the reasons why machine translations are not as satisfactory as human translation are many. One of the reasons that translators cannot replace professional human translators is the same reason that plain old bilingual laypeople cannot replace professional human translators for many tasks. For most of the translation jobs, the task requires more than just knowledge of two languages. Translators cannot be walking dictionaries. They need to recreate language by crafting beautiful phrases and sentences to make them have the same impact as the source. Often, they may need to devise brand new ways of saying things by translation, and to do so, they must draw upon a lifetime’s worth of knowledge derived from living in two cultures. However, machine translators cannot exactly do that. Considering all these apparently unavoidable limitations of a machine translator, we must also accept that machine translation is now vital to the top industries around the world, and one of the most promising fields in research sector. However, this topic is very little explored for low-resource languages such as Bengali, which opens up scope for large varieties of possible future work in this research area.

6.1 Future Work

Things are changing fast in the world of translation technology. As each year passes, improvements in computational capacity, AI, and data analysis expand in terms of both speed and accuracy of machine translation. Although previous forms of machine translation were completely rule-based (RBMT) or phrase-based (PBMT), NMT makes the translation process look less like a computer, and more like a human. However, the road to replace human translators with NMT may be a long one. We discuss some of our possible future work as follows:

- Although NMT is a huge success in translation industry, it does not perform equally well for all languages. Different languages can vary from each other to a great extent in terms of word embeddings, inferences, etc. We plan to create an efficient word embedding module for Bengali soon.

- Although we achieve improvement over classical NMT in terms of performance scores, it comes at a cost of higher resource (time and memory) overheads than NMT. Therefore, we plan to optimize the resource overheads required for our proposed approaches.

- We plan to explore other possible modes of blending such as phrase-based blending, trained
blending, morphological blending, etc., in future.

- Efficient AI techniques, indexing and searching mechanisms will improve the total system that may result in more accurate output. We plan to devise a more efficient algorithm for token tagging and searching words in vocabulary.

- One of the main challenges in Bengali to English text conversion remains in implementing its vast grammatical set of rules. If we can track more core rules to overshadow the ambiguous grammars then the translation task will be simpler and compact. Therefore, we plan to standardize and optimize the set of implemented rules for Bengali in our rule-based translator.

- Building a parallel corpus for Bengali-English sentence pairs is one of the most demanding tasks for translation of Bengali sentences using NMT. While other high-resource languages have available parallel corpus containing millions of sentence pairs, there is no such corpus for Bengali even containing thousand sentences which drastically degrades the translation performance of Bengali sentences using NMT.

- There are lots of research opportunities in language processing sector. Since languages keep evolving continuously, we need to find a way to update new grammatical rules. Machine Learning using Statistical MT can be one way. We plan to investigate integration of statistical language model with our rule-based model for future improvement.

- Role of prepositions in a sentence can be ambiguous. Therefore, another idea of our future work is to extend the preposition handling component. Besides, adding more postpositional words and inflectional suffixes would improve the system’s translation performance.

- Developing Opennlp tools for parts-of-speech tagging of Bengali words in a sentence efficiently is one of the most crucial and less explored tasks in Bengali to English translation. Currently, there is an efficient Opennlp tool for parts-of-speech tagging of words in English sentences. We aim to extend our work on developing Opennlp tools for Bengali language which will definitely create a landmark in Bengali language processing.

- Finding applications of WordNet in different areas of NLP. We plan to develop a WordNet for Bengali in future.
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Conclusion

Millions of immigrants thrive for working knowledge on popular non-native languages such as English, as this creates many opportunities in international communities. Translators can offer a great help to accomplish such a laborious task. On the other hand, in case of machine translation, NMT has emerged as the most promising approach in recent years. NMT mostly outperforms all other previous translation technologies. Google Translator, one of the most popular and widely available translators, also uses NMT approach for translating from one language to another. However, NMT-based systems perform poorly for translating low-resource languages such as Bengali, Arabic, etc. Therefore, the importance of an efficient translator for such languages is noteworthy.

Bengali, being one of the most popular and widely-spoken languages worldwide, remains little explored in some crucial areas of machine translation research. Existing research studies in this regard mostly focus on English to Bengali translation, as only a handful studies have been performed on translating from Bengali to English. Besides, although some of the existing studies focus on rule-based translation for translating from Bengali to English, these studies lack in processing Bengali words semantically from various aspects such as finding stems of different forms of Bengali verbs, processing unknown words, etc. Moreover, to the best of our knowledge, none of the studies existing in the literature focuses on integration between rule-based translator and data-driven machine translators such as NMT, SMT, etc. Accordingly, we focus on all these yet to be focused aspects in our study.

In our study, we make our contribution from three perspectives. First, we develop and implement a new rule-based translator from the scratch, which covers several basic grammatical rules for Bengali to English translation. Our rule-based translator adopts new methodologies for stemming of Bengali
verbs and processing unknown words. Second, we separately incorporate two popular data-driven machine translation approaches (NMT and SMT). Finally, we explore different possible approaches for blending these two translation schemes (rule-based translation and data-driven machine translation). We also evaluate performance of each of the blending approaches in terms of standard translation performance metrics.

As revealed in our study, a number of critical issues always make natural language processing and translation tasks more complex. For a rule-based translator, there remain a number of exceptions that violate the standard rules of grammar, which are quite tough to tackle by implementing any number of rules [57]. Hence, the efficiency of a rule-based translator in translating languages with complex grammatical structures is very low. On the other side of the coin, translations generated by data-driven machine translator can be unreliable, offensively wrong, or utterly unintelligible sometimes [10]. Besides, such machine translation systems have a steeper learning curve with respect to the amount of training data, resulting in worse quality in low-resource settings. Thus, the performance of a rule-based translator is constrained by the number of incorporated rules whereas the performance of a data-driven translator is constrained by the amount of data fed to it for learning or training. In reality, it is very difficult to ensure sufficiency either in terms of the number of rules or in terms of the amount of data. Accordingly, neither of the two different types of approaches can suffice all alone.

Considering these realistic aspects, we explore different approaches of blending between rule-based translator and data-driven machine translator (NMT and SMT) to investigate whether and how a synergy between these translators can be attained. Here, we mainly focus how the different types of translators can work in combination rather than in isolation. Our study leads to some promising outcomes as two of our blending approaches outperform both NMT and SMT in isolation going much beyond the rule-based translator. In addition to exploring the blending approaches, we also investigate how our rule-based translator (for translating from Bengali to English) can be made more efficient in isolation.

While conducting our study, we have found that it is extremely difficult (if not impossible) to get a large parallel corpus for Bengali to English translation. Accordingly, we plan to work on building such a corpus in future. Besides, we will also focus on improving the neural network level architecture used in the NMT considering specific aspects of translating from Bengali to English. Besides, we also plan to limit resource usage required for our blending purpose. In addition to that, we plan to explore other possible modes of blending such as phrase-based blending, trained blending, etc.,
in future. Finally, exploring our proposed blending approaches for other language pairs remains yet another future work of this study.
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