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Abstract

Person re-identification (ReID) across multiple surveillance cameras with non-overlapping
fields of view is one of the most significant problems in real-world intelligent video
surveillance systems. Due to the unconstrained nature of the problem, gait-based per-
son recognition is the only likely identification method to solve the person ReID in
this situation. Furthermore, most of the existing ReID algorithms were designed for
closed-world scenarios that consider the same descriptors across the camera network re-
gardless of the dramatic change in view angle due to different camera positions, which
eventually cause them to perform poorly in real-world scenarios. To address this prob-
lem, therefore, in this thesis, we present a simple yet effective algorithm for robust gait
recognition for person ReID that addresses the challenges that arise from the real-world
multi-camera surveillance environment. In this approach, we first designed a novel low-
dimensional spatio-temporal feature vector that was extracted from the pose estimation
of raw video frames. In this research, we have developed a 50-dimensional feature
descriptor by concatenating four different types of spatio-temporal features. These fea-
tures are discriminant, and at the same time robust to the variations of different covari-
ate factors. Thereafter, a pose sequence having a timestep of length of 28 frames was
formed to feed into an RNN-based classifier network. The RNN network consists of two
BGRU layers each of which only has 80 GRU cells. The input layer was followed by a
batch normalization layer. The output of the recurrent layers was also batch normalized
to standardize the activations and finally fed into an output softmax layer. The major-
ity voting scheme was employed to process the output to predict the subject ID. For
multi-view gait recognition, we also propose a two-stage network in which we initially
identify the walking direction from gait video by employing a view angle identification
network. Here, the input of the network was a clip of 16 consecutive frames that were
preprocessed and resized to 112x112 to feed into a 3D convolutional network based on
C3D. The experimental evaluation conducted on two challenging CASIA A and CA-
SIA B gait datasets demonstrates that the proposed method has achieved state-of-the-art
performance on both single-view and multi-view gait recognition. The experimental re-
sult clearly confirms the effectiveness of our proposed approach when compared to the
other state-of-the-art methods.

xii



Chapter 1

Introduction

1.1 Person Re-identification

In recent years, with the increasing demand for public safety and security, the network
of video surveillance cameras are proliferating in both public and private areas. In
order to reduce the number of crimes and terror attacks, and to provide a safer and
secure environment, it is necessary to improve the current state of the surveillance sys-
tem by implementing computer vision-based algorithms to automatically recognize a
suspicious person. However, unfortunately, existing surveillance systems only have the
capacity to capture and store the video leaving the task of detecting abnormal events
in human operators. Therefore, there has been a great effort by the computer vision
and artificial intelligence (AI) communities to develop an intelligent video surveillance
system capable of real-time monitoring and alerting. Person re-identification (ReID),
a fundamental task of intelligent video surveillance system, refers to recognizing the
same person across a network of cameras with non-overlapping fields of view from the
given single or multiple images. Besides security and surveillance, it is needed for a
lot of applications such as authentication, human-computer interaction, cross-camera
person tracking, human behavior, and activity analysis.

A basic person re-identification scenario can be shown in Figure 1.1. In a surveillance
system person ReID helps us to know when and where a person appears with respect
to a given camera, and in a network of multiple cameras. It potentially allows us to
estimate his/her trajectory over a short period of time.

However, person ReID remains an open problem to be addressed in real-time surveil-
lance due to the large variation in camera view angle, pose and illumination varia-
tion, partially or complete occlusions, and subject intrinsic variations. However, among

1
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Figure 1.1: A basic topology of person re-identification in a multi-camera network
environment.

these, the viewpoint variation is one of the most challenging problems which simulta-
neously creates the intra-class variation and the inter-class confusion.

1.2 Gait Recognition

1.2.1 Definition

Biometrics refers to the automatic identification or authentication of people by ana-
lyzing their physiological and behavioral characteristics. Physiological biometrics is
related to the shape of body parts such as the face, fingerprints, shape of the hand, iris,
retina, etc., which are not subject to change due to aging. It is now used as the most
stable means for authenticating and identifying people in a reliable way. However, for
efficient and accurate authentication, these traits require cooperation from the subject
along with a comprehensive controlled environmental setup. Therefore, these traits are
not useful in surveillance systems. Behavioral biometrics such as signatures, gestures,
gait, and voice, etc., is related to a persons behavior. But, these traits are more prone to
change depending on factors such as aging, injuries, or even mood.

Gait can be defined as the coordinated, cyclic combination of movements that result in
human locomotion [1]. The movements of gait are coordinated in the sense that they
must occur with a specific temporal pattern and cyclic in nature since a walker cycles
between steps with alternating feet. It is both the coordinated and cyclic nature of
the motion that makes gait a unique phenomenon for each individual. Although these
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Figure 1.2: Common challenges in gait recognition

movements follow the same basic bipedal pattern for all humans, they seem to vary
from one person to another considerably in their relative timing and magnitudes [2].

Gait recognition is a behavioral biometric modality that identifies a person based on
his/her gait pattern. Among the behavioral biometrics cues, gait is very relevant to
person ReID in surveillance networks. It is the most prevalent human movement in
typical surveillance spaces.

1.2.2 Advantages

In contrast to other biometrics such as face and fingerprint, gait has several attractive
properties. For example, it is a non-invasive technique for identifying an individual
which is hard to copy. It doesn’t require any cooperation or awareness of the subject.
Another unique advantage of gait as a biometric is that it offers recognition at a greater
distance with a simple instrument. Additionally, recognition can also be done reliably
at low-resolution images. Other biometrics may not provide the required accuracy un-
der these conditions. Due to these potential advantages, gait has attracted significant
attention in recent years.

1.2.3 Challenges

It has been observed that some recent gait recognition algorithms have achieved 100%

classification accuracy under controlled environmental setup. However, these results
significantly degrade in real-world scenarios due to the presence of various covariate
factors. Due to these covariate factors, gait recognition in a real-world multi-camera
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environment remains an open research problem that yet prevent it to be employed in
public places for surveillance-based applications.

Gait recognition is highly affected by the change in environment such as variations in
view angle, illumination, and walking surface as well as different intraclass variations
such as variation in clothing and carrying condition. Some of the challenging factors
and their effects are explained in following:

• View angle variation: Since with the variation of camera position the distance
between the subject and the camera as well as the walking direction of the subject
are varying, different sizes or shapes of the subject can be observed in different
viewing angles. Moreover, one view can contain partial information of subject’s
body pose. Even some the body parts of the subject are not visible in one view
angle, but could be visible in another view angle. Furthermore, in same view
angle different people’s shape may look more similar compare to the shape of
same subject under different view angle.

• Partial occlusion: Sometimes subjects are partially or completely occluded by
overlapping with other people or objects.

• Low resolution: Surveillance cameras are usually installed in high places on
walls which are far away from the subject. Therefore, the captured videos are in
low resolution which often cause inaccurate body pose estimation.

• Clothing or carrying variation: The subject may appear with different clothing
and carrying object in different camera views. For example, subject may wear a
coat or take the backpack in hand from back.

• Illumination variation: In a network of multiple camera illumination condition
can vary. Therefore, the same subject can have a color difference on the appear-
ance under different lighting conditions.

Some of the examples images illustrating these challenges are shown in Figure 1.2. So,
these challenges are needed to be addressed for robust gait recognition.

1.3 Problem Definition

Gait-based person re-identification in surveillance is a problem of recognizing individ-
uals based on their gait pattern at different times and locations from a network of in-
terconnected cameras without overlapping views. However, the presence of various co-
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variate factors make the problem very challenging. Although a multitude of researches
have been done in recent years, it remains an open problem and many of its aspects
have yet to be addressed. This research aims to build a robust algorithm to address
these challenges. It also investigates ways to incorporate the multi-view data to solve
the problem of view-dependency in multi-camera network.

1.4 Motivations

The type of person re-identification is fundamentally different between normal appli-
cations and surveillance-based applications. For normal person ReID, the operator has
control over most of the acquisition factors, e.g., camera viewpoint, the number of
persons in the image, chance of occlusion, subject pose, and illumination, etc. On
the other hand, in person ReID under a real-world surveillance system, most of these
conditions are uncontrolled, e.g., changes in viewpoint and illumination over a large
number of cameras, no control on the number of people, and possible occlusions, etc.
Therefore, due to the unconstrained nature of the problem, gait recognition algorithm is
now considered as the only likely identification technology in real-world video-based
surveillance applications [3].

Consequently, in recent years, it has been widely investigated in covert video surveil-
lance for security, criminal investigation, and forensic analysis where surveillance cam-
eras have been employed. For example, digital video footage from subway stations,
airports, shopping mall, or other public places can be analyzed to identify the suspects
of an unexpected event. Gait signature can also be implemented to serve as identity
verification for access control or criminology. Here the method is not vulnerable to
spoofing attacks and signature forgery.

In addition to the authentication applications, gait analysis can also be used in medical
applications for abnormality detection, Parkinson’s disease [4], and Chronic disease [5].
Early detection of these types of disorders by motion analysis can be very helpful for
the treatment of such diseases.

1.5 Objectives of the Thesis

The objective of this thesis is to design a gait recognition method for person ReID in
a multi surveillance camera environment. To achieve this objective, we have identified
the following specific aims.
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• To design a novel low-dimensional gait feature descriptor based on the pose in-
formation of the people detected in the gait videos.

• To develop a robust pose-based gait recognition algorithm using recurrent neu-
ral network (RNN), which will be invariant to factors like view angle, clothing,
presence of bags, etc.

• To identify people across a set of interconnected surveillance cameras.

• To compare the results with state-of-the-art methods.

1.6 Contributions

Original contributions resulting from the research presented in this thesis are fourfold:

• We introduce a novel low-dimensional discriminative gait feature vector from the
2D body pose information which is invariant to covariate factors and achieved
comparable performance to the methods which require to calculate gait energy
image (GEI) or expensive 3D poses for gait descriptors.

• We design a novel RNN network with GRU architecture and devise several strate-
gies to effectively train the network for robust gait recognition.

• We also propose a two-stage network for multi-view gait recognition in which
we first identify the walking direction using a 3D convolutional network and then
performs subject recognition using a temporal network trained on that view angle.

• The proposed pose-based RNN network achieves the best results on two chal-
lenging benchmark datasets CASIA A and CASIA B [6] by outperforming other
prevailing methods in both single-view and multi-view gait recognition at a sig-
nificant margin.

1.7 Thesis Outline

In the rest of this thesis, we present the details of our approach for robust gait recogni-
tion.

• Chapter 2 provides a survey of the existing gait recognition algorithms and eval-
uates them for their strengths and limitations.
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• Chapter 3 provides elaboration about some of the relevant theories of the pro-
posed gait recognition framework.

• Chapter 4 describes the proposed framework with all required preprocessing,
modeling, and network architecture for both single-view and multi-view gait
recognition. It also presents the detailed training strategies of these models with
a complete implementation procedure.

• Chapter 5 gives the experimental evaluation of the proposed framework on two
publicly available datasets, namely CASIA A and CASIA B dataset. It also com-
pares our results with other state-of-the-art gait recognition algorithms in the dif-
ferent experimental setup on these datasets.

• Chapter 6 concludes the work with a summary of contributions and presents
some perspectives about possible future research directions.



Chapter 2

Literature Review

Over the last two decades, several methods have been studied to develop a robust gait
recognition system [7]. In this chapter, we briefly discuss some of these techniques
which can be divided into the following three main classes:

• Interactive sensor-based methods: These methods use sensing devices such as
infrared reflective sensors, a gear sport, etc. to capture specific information from
the subject and use this information to analyze gait. Pressure plates or carpet is
also used to measure the pressure profile of the feet during gait. In [8], the gait of
a monitored subject is captured using infrared (IR) cameras in conjunction with
reflective tags worn in several parts of the body to analyze several diseases like
pain in the back and leg, Paraplegia, and Parkinson [4]. However, these methods
are appropriate for indoor spaces and for a restricted number of activities.

• Motion sensor-based methods: Wearable motion sensors such as accelerome-
ters, gyroscopes, and magnetometers are attached to the joints of the subject’s
body. The displacement is recorded with respect to a reference point. Joint angle
trajectories and the distance between different parts of the body during gait are
then calculated and used for recognition. These methods are more prevalent in
medical research and rehabilitation studies with limited discomfort for the wearer.
Here, the experiments are usually done in the laboratory setup; and therefore, has
limited scope.

• Vision-based methods: A video is recorded as the person walks along a pre-
set trajectory without having any sensors attached to any part of the body. The
data can be recorded both indoor and outdoor using single or multiple cameras.
These types of methods have a much wider scope and applications as compared to
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sensor-based ones. These methods can be further subdivided into two categories:
marker-based and markerless methods.

– Marker-based methods: Active or passive markers are placed on the body
of the subject at different joints. This helps to detect and track the motion of
the desired joints in the video during gait motion. The subject usually wears
black and tight clothing and then reflective markers are placed on the body
joints.

– Markerless methods: Recognition is done in a video that is recorded with
normal clothing without using any marker.

Vision-based gait recognition method is particularly challenging in a real-world multi-
camera environment due to the large variation in camera view angle, pose, illumination,
and subjects intrinsic variations such as the change in clothing and carrying condition.
Among these covariate factors, the viewpoint variation is the most important factor
which severely affects the gait recognition performance. To handle view variation effi-
ciently, gait recognition algorithms have generally been studied under three experimen-
tal setups: single-view, multi-view, and cross-view setup. In a single-view setup, both
probe and gallery gaits are kept within the same view angle, wherein cross-view gait
recognition, the probe, and gallery gaits are kept in different views; and in multi-view
gait recognition, multiple views of gallery gaits are combined to recognize a probe gait
under a specific view.

The work proposed in this thesis falls into the vision-based markerless category. There
are two main approaches in person gait recognition in markerless systems. The first
approach, known as the appearance-based approach, does not assume any prior human
geometric shape. The second approach, a model-based one, on the contrary, assumes a
priori geometric shape model.

Again, in vision-based methods, to extract discriminative features for performing recog-
nition, various input data types such as human silhouette [9], pose [10, 11], optical
flow [12], and dense trajectories [13] have been employed in literature that are not quite
robust to all covariate variations and often requires costly equipment. However, among
these input data types, it has been proven that the pose information does not depend on
people body appearance and hence less affected by the variation of covariate factors.
Moreover, the dynamics of the human body pose can convey the temporal information
of gait; therefore, it can effectively represent the gait pattern. But unfortunately, for
the missing joint information in human pose estimation due to occlusion and left-right
body part mixing, we often got errors while modeling the pose sequence. Nevertheless,
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employing recent deep learning-based algorithms in body pose estimation and proper
post-processing, we can model different human body parts accurately which signifi-
cantly improves the performance of pose-based gait recognition.

In this chapter, we will present a brief review of the previous works in both cate-
gories. However, with time these traditional handcrafted appearance-based techniques,
as discussed in Section 2.1, and model-based techniques, as discussed in Section 2.2,
are being shifted toward automated learning methods, i.e., deep learning-based meth-
ods.Section 2.3 discusses some of the methods that achieved state-of-the-art results us-
ing deep learning-based algorithms. And in Section 2.4, we review some of the recent
pose-based gait recognition approaches that are closely related to our work.

2.1 Appearance-Based Methods

The appearance-based gait recognition methods first performed motion detection to seg-
ment the regions corresponding to the moving humans. Some form of shape analysis
was then applied to these image sequences to extract the gait signatures. Static body
parameters such as lengths and widths of the limbs, the height of the person were ex-
tracted in some techniques and used to represent gait. Some works rely on the dynamic
features that were extracted by shape changes and motion flow. Most of the previous
work following this approach [2, 9, 14–16] used human silhouette masks as the main
source of information and extracted features that show how these mask change.

BenAbdelkader et. al. [2] presented a parametric method for person identification based
on the height and the stride parameters of gait from low-resolution video sequences.
A non-parametric background modeling approach was adopted for the segmentation
of the moving objects. Foreground blobs were then tracked using the spatial and the
temporal coherence. The height and the stride parameters were determined from the
extracted binary silhouettes. The experiments were performed on a database containing
45 subjects and an accuracy of 49% was achieved by using both the stride and the
height parameters and only 21% by using the stride parameter only. Although they did
not achieve a significant performance, yet their results showed that stride and the height
parameters may be used as potential candidates for the gait recognition system.

In [14], Liu and Sarkar computed the average silhouette during the whole gait sequence.
Their algorithm consisted of three steps. In the first step, the background pixel statis-
tics were calculated using the Mahalanobis distance and EM algorithm. The second
step calculated the periodicity of the gait by simply counting the number of foreground
pixels in the silhouette in each frame over time. The pixels belonging to the leg area
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were used to increase the sensitivity for determining the periodicity of the gait. In the
third and last step, the average silhouettes were computed. The similarity measure was
defined as the negative of the median of the Euclidean distance between the averaged
silhouettes from the probe and the gallery.

However, the most popular gait representation employed in appearance-based methods
is gait energy image (GEI) [9], a binary mask computed through aligning and averaging
the silhouettes over a complete gait cycle. Though there are many other alternatives
for GEI, e.g., gait entropy image (GEnI) [15], gait flow image (GFI) [16], and chrono-
gait Image (CGI) [17], due to its insensitiveness of incidental silhouettes error, it has
been considered as the most stable gait features. It can achieve good performance under
controlled and cooperative environments but does not show robustness when the view
angle and clothing condition change.

In order to reduce the drastic change in the shape of GEI, Huang et al. [18] fused two
new gait representation: shifted energy image and the gait structural profile to increase
the robustness to some classes of structural variations. But, the performance of this
method was not good enough due to the loss of temporal information while calculating
GEI.

To preserve the temporal information, Wang et. al. [17] modified the gait energy image
and constructed a Chrono-gait image to include the temporal information. After gait
period detection, they used local information entropy to obtain the gait contour from
the silhouette images. Synthetic chrono-gait images were also constructed to avoid
overfitting due to the smaller number of real chrono-gait images. LDA and PCA were
applied for dimensionality reduction. A comprehensive experimental evaluation was
reported on three major gait datasets. An average CMS value of 48.64% and 66.81%

was achieved at rank 1 and rank 5 respectively using all 12 probe sets of the HumanID
database [19]. These results did not show any marked improvements over the related
gait energy image method.

In summary, appearance-based methods are sensitive to the covariate factors as the
extraction of human silhouettes is affected by the changes in lighting. Moreover, when
the shape of the human body and appearance changes substantially, the performance of
these methods degrades severely. Therefore, these methods are not completely robust
toward the covariate factors.
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2.2 Model-Based Methods

Model-based methods [20–22] are often built with a structural and a motion model to
capture both the static as well as the dynamic information of gait. The salient advantage
of these approaches is that, in contrast to silhouette-based approaches, it can efficiently
handle the covariate factors if the human bodies are accurately modeled.

There has been a considerable amount of work on tracking the human body based on
the pose and body shape. However, these techniques have not caught much attention
over the past years into the research community due to the fact that tracking the human
body is itself a challenging problem that involves very intensive computations. The
geometrical model of the human body is usually parameterized and tracking of the
shape is achieved by establishing the correspondence between model configurations
and image features. The most common methods for tracking include Kalman filter,
dynamic Bayesian network [23], and condensation algorithm [24].

The model-based approaches generally extract gait features from either the static pa-
rameters or the relative motion of joint angles. The static parameters of the human
body such as torso height, leg length, and stride are calculated from fitting the model in
each frame and then further analyzing it for feature extraction. The joint angle trajec-
tories are calculated using some methods and the gait features are extracted from them.
These approaches can also be distinguished by the dimension of the shape model which
could be 2D or planar or a 3D model. The following paragraphs elaborate on some of
the popular model-based methods for human gait recognition.

Wagg and Nixon developed a model-based method based on the biomechanical analy-
sis of walking people and used it for recognition [22]. The image sequences were seg-
mented to extract the moving regions and an articulated model is fitted to the edge by
a hierarchical procedure. Motion estimation was performed using a sinusoidal model
for the leg and angle trajectories were then extracted. The method was evaluated by
employing the SOTON database [25]. They designed a 63 dimensional feature vector.
A recognition rate of 84% on the indoor dataset and 64% for the outdoor dataset was
achieved.

Yam et al. [20] developed an automated model-based approach to recognize the people
using walking as well as running gait. They used a modeling technique based on the
concept of coupled oscillators and the underlying principles of human locomotion. The
two approaches derive a phase-weighted Fourier Descriptor (FD) gait signature by au-
tomated non-invasive means. Assuming the gait symmetry, the same model was used
to describe either leg since both performed the same motion but out of phase with each
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other by half a period. These motions operate in space and time satisfying the rules
of spatial symmetry and temporal symmetry. This model of forced coupled oscillators
was fitted to the image data extracting the lower leg motion in both walking and running
gait. The gait features were derived from the magnitude and phase of FDs of the thigh
and lower leg rotation. Statistical analysis was also performed to find the most effective
feature set.

A 3D human body model consisting of 11 body segments was developed by Gu et.

al. [21]. The head was represented by a sphere and other segments were cylindri-
cal. The model contains 10 joints with 24 Degrees Of Freedom (DOF). The kinematic
structure of the model was estimated by employing anthropometric constraints between
ratios of the limb lengths. After the body segmentation, an adaptive particle filter was
used to track the body segments. Gait features were extracted from the pose parameters
and the joint position sequences. Two gait models were obtained from the normalized
joint sequence of the whole body and the normalized joint sequence of the two legs us-
ing an exemplar-based Hidden Markov Model (HMM). Maximum a Posteriori (MAP)
estimation was used for pattern classification. The test dataset consisted of multiple
video streams of 12 subjects that were simultaneously captured from multiple static
calibrated cameras. Volumetric representation sequences were created using the visual
hull method after foreground extraction. An average recognition rate of 94.4% was
reported on the test dataset.

So, in summary, model-based approaches are generally invariant to various intraclass
variations like clothing, carrying, and view angle, etc. But the main drawback of this
approach is that the extraction process of human body parameters like the height, knee,
and torso are computationally expensive and highly dependent on the quality of the
gait video. Recent advancement of the pose-estimation algorithms in computer vision
using deep learning-based methods [26, 27], however, make it possible to estimate the
poses of multiple people in real-world low-resolution images with higher accuracy and
low computational cost. The success of these algorithms opens the door to retake these
approaches for robust gait recognition.

Therefore, in this thesis, we have proposed a model-based approach for robust gait
recognition where we extracted gait features from 2D body pose information. Body
pose information is proven to be invariant to the change in clothing and carrying con-
ditions. Additionally, as gait can be considered a time series of walking postures, body
pose information also has a powerful capacity to capture the temporal pattern of gait.
Therefore, the proposed method will be less affected by the variation of covariate fac-
tors.
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2.3 Deep Learning for Gait Recognition

Modern deep learning-based algorithms such as CNN and RNN have recently gained
increasing popularity while achieving outstanding performance in many computer vi-
sion tasks such as video classification [28], pose estimation [26], and action recog-
nition [29, 30], etc. Due to its powerful feature learning abilities, convolutional neu-
ral networks (CNNs) have achieved great success in object recognition task in recent
years. In contrast to methods presented in the previous sections in which features are
handcrafted, CNNs implement a data-driven approach to find the best feature extractors
based on the training data. Several CNN-based gait recognition methods [12, 31–35]
have been proposed which can automatically learn the robust gait features from the
given training samples. Additionally, using CNNs, we now can execute feature extrac-
tion and perform recognition within a single framework.

Wu et al. [31] performed cross-view gait recognition by developing three convolutional
layer network using the subject’s GEI as input. Shiraga et al. [32] designed an eight-
layered CNN network, GEINet, for cross-view gait recognition. The network consisted
of two sequential triplets of convolution, pooling, normalization layers, and two fully
connected layers. The network was evaluated under a cross-view gait recognition setup
using the OU-ISIR large population dataset.

In [12], Wolf et al. used 3D convolutions for multi-view gait recognition by capturing
the spatio-temporal features to find a general descriptor for human gait which is invari-
ant to view angles, color, and different walking conditions. In order to make the model
color invariant, they formulated a special type of input having three channels where
the first channel of the input was the RGB-image converted to grey-scale, and for the
second and third channel, the optical flow in X and Y directions were employed. The
algorithm was evaluated on three different datasets namely the CMU Motion of Body
(MoBo) [36], the USF HumanID gait dataset [19], and CASIA B dataset [6].

A Siamese neural network-based gait recognition system has been developed in [33]
where GEI was feed as input. In [34], Yu et al. used generative adversarial nets to
design a feature extractor in order to learn the invariant features. In [35], they further
improved the GAN-based method by adopting a multi-loss strategy to optimize the
network to increase the inter-class distance and to reduce the intraclass distance at the
same time.
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2.4 Pose-Based Gait Recognition

Recently, there has been a huge interest in the study of deep learning-based approaches
for the task of real-time pose estimation from image and video. [26, 27].

To recognize multi-person pose, Cao et al. [26] developed a deep CNN-based regression
method to estimate the association between anatomical parts in the image. The architec-
ture jointly learned the part locations and their association through the two branches of
the same sequential prediction process. Furthermore, this bottom-up method achieved
state-of-the-art performance in multiple benchmark datasets while achieving real-time
performance. On the COCO 2016 key points challenge dataset, this architecture set
the state-of-the-art performance, and the results achieved on the MPII multi-person
dataset [37] significantly exceed the previous state-of-the-art methods. In this work,
we employed their pretrained model on our experimental dataset to get accurate 2D
coordinate information of the body parts.

It is also worth mentioning that, in this work, we didn’t use 3D pose data as our gait
feature: firstly, computing 3D poses are computationally expensive, and secondly, most
of the 3D pose estimation algorithms recover 3D poses from 2D RGB images which
often require multiple views, and hence multiple cameras, rendering the technique un-
suitable for surveillance. Again, recovering 3D pose from a single uncalibrated camera
is inherently an ill-posed problem and which often causes large pose estimation errors.

Again, recently, RNNs have also achieved a promising performance in many sequence
labeling tasks. The reason behind their effectiveness for sequence-based tasks lies
in their ability to capture long-range dependencies in a temporal context from a se-
quence. RNNs have also been successfully employed to achieve state-of-the-art results
in many vision-based tasks like image captioning [38], action recognition [29, 30], and
gait recognition [10, 39].

With the advent of the pose-estimation algorithms in computer vision, the recognition
of human gait based on body pose information has received much more attention due to
its effective representation of gait features and robustness toward covariate conditions.
Again, some of the most successful approaches for human gait recognition employ
RNNs [10,11,39] to effectively model the temporal sequences of human pose data. For
example, Feng et al. [39] employed the human body joint heatmap to describe each
frame. They fed the joint heatmap of consecutive frames to long short-term memory
(LSTM). Their gait features are the hidden activation values of the last timestep. In
contrast to their architecture, we employed the body pose information to extract a 50-D
discriminative feature vector for each frame.



2.4. POSE-BASED GAIT RECOGNITION 16

In [10], Liao et al. constructed a pose-based temporal-spatial network (PTSN) to extract
the spatial-temporal features which were robust to the clothing and carrying variations.
They used two different kinds of networks for their model: LSTM to extract the tem-
poral features from gait pose sequences and CNN to extract the spatial features from
static gait pose frames. Finally, the two types of features were combined to capture
the dynamic-static information of gait pose. They chose 6 effective body joints from
OpenPose algorithm [26] as gait features and normalized them before feeding into the
network. Experiments on CASIA B dataset showed that their method improved gait
recognition rate greatly especially for the clothing condition variation.

In this thesis, we employed a similar approach to [10] for robust view-invariant gait
recognition. However, instead of the raw normalized body joints, we extracted four
different types of spatio-temporal features to form robust gait feature descriptors from
OpenPose pose estimation algorithm. Again, in contrast to PTSN architecture which
combined CNN with RNN architecture for capturing dynamic-static information, in this
thesis, we performed gait recognition on a temporal domain employing only a simple
but effective RNN-based network.

Authors in [11], introduced a new model-based gait recognition method, PoseGait,
which employed the 3D body joint coordinates as input to their network as a discrim-
inative and robust feature for gait recognition. They also fused four different kinds of
features at the input level where some of the handcrafted features were also extracted
based on human prior knowledge to form a spatio-temporal feature vector. Finally,
they trained a 7-layer CNN architecture for CASIA B dataset and a 20-layer CNN ar-
chitecture for CASIA E dataset to achieve better performance compared with 2D pose
estimation. In their experiment, they found that instead of RNN, CNN can achieve a
high recognition rate in gait recognition.

Our approach to gait recognition is similar to this PoseGait architecture. In this study,
similar to [11] we extracted four different types of spatio-temporal features and fused
them to form a discriminative gait feature vector. However, unlike [11] we extracted
gait features from 2D pose information and their feature vector was also different from
ours. Moreover, in this thesis, we only designed a simple but effective 2-layer BGRU
architecture to model the discriminative gait features in a temporal domain in contrast
to deep CNN architecture as proposed in [11]. Although authors in [11] achieved high
performance in cross-view gait setup, the main drawback of their architecture was that
they had to design a different network for the different datasets. It was also difficult to
train and computationally expensive in comparison to our proposed architecture.

Thus, the main idea of our proposed framework is to design low-dimensional spatio-
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temporal feature descriptors from 2D pose estimation for improved performance at a
reduced computational cost. Our gait descriptor is a concatenation of four different
types of the feature vector. We also build a simple but powerful network based on
the (BGRU) which is proven to be effective in capturing and modeling the temporal
dynamics of gait descriptors. For multi-view gait recognition, we also propose a two-
stage network in which we first determine the walking direction, i.e., the view angle of
the camera using a 3D convolutional network, and later identify the subject using the
proposed 2-layer (BGRU) network trained on that view angle.



Chapter 3

Background

In this chapter, we discuss some of the relevant theories for understanding our proposed
framework. Section 3.1 discusses some of the key concepts of different deep learning
algorithms, such as convolutional neural networks, and recurrent neural networks. We
also illustrate different types of regularization and normalization techniques required to
train our proposed network. In Section 3.2 we will present an overview of the human
pose estimation algorithms employing deep learning.

3.1 Deep Learning Basics

3.1.1 Deep learning

Machine Learning (ML) is a field of AI that utilizes statistical techniques to learn hidden
patterns from available data and make decisions on unseen records. The core task of a
ML algorithm is to first build a general model based on the probability distribution of
training examples, and then generalizes its experience on unseen examples. The process
of learning is highly dependent on the quality of data representation.

Deep Learning (DL) is an advanced branch of the ML field that aims to discover the
complex representation out of simpler representations. DL methods are typically based
on artificial neural networks that consist of multiple hidden layers with nonlinear pro-
cessing units. The word deep refers to the multiple hidden layers that are used for trans-
forming the data representation. Using the concept of feature learning, each hidden
layer of neural network maps its input data into a new representation. The succeeding
layer tends to capture a higher level of abstraction from the less abstract concept in
the preceding layer and the hierarchy of learned features in multiple levels are finally
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Image

Kernel Feature Map

Figure 3.1: Computing output activation of a convolutional layer

mapped to the output of the ML task (e.g., classification and regression) in an unified
framework.

DL architectures are divided into two broad categories: (1) unsupervised learning ap-
proaches including restricted boltzmann machines (RBMs), deep autoencoders, and
generative adversarial networks (GANs), (2) supervised learning approaches including
deep neural networks (DNNs), convolutional neural networks (CNNs), and recurrent
neural networks (RNNs).

Although, (DNNs) automatically extract rich and high level features which is needed
for feature engineering, one of the most time-consuming parts of machine learning
practice, increasing the depth does not necessarily improve their performance. Firstly,
because they easily suffer from the overfitting problem, which means the model does
not generalize well to test cases. Secondly, because they are more difficult to train and
more training data is needed for convergence. To alleviate this problem special types of
deep neural networks, e.g., CNNs and RNNs are introduced.

Some of the real-world applications of Deep Learning include image recognition [40],
image captioning [38], machine translation [41], video classification [28] and speech
recognition [42]. This thesis aims to contribute to this growing area of research by
exploring the potential power of deep learning techniques in gait recognition.

3.1.2 Convolutional Neural Networks

Convolutional neural networks (ConvNets or CNNs) are a category of neural networks
which are proven to be very effective in areas such as image recognition [40], video
classification [28], and action recognition [43]. They were inspired by biological pro-
cesses [44] in that the connectivity pattern between neurons resembles the organization
of the animal visual cortex. Individual neurons respond to stimuli only in a restricted
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(a) (b)

Figure 3.2: (a) A typical rolled representation of a recurrent neural network. (b) Un-
rolled recurrent neural network for t% timesteps. [Image courtesy Chris Olah [45]]

region of the visual field known as the receptive field. The receptive fields of different
neurons partially overlap such that they cover the entire visual field.

When the input, e.g. images, have a local topological structure that does not depend on
the specific location in the global reference system, a dense connectivity pattern might
be wasteful. It is usually preferable to be able to exploit the data structure. Firstly,
because adapting the connectivity pattern according to the structure of the data reduces
total number of parameters and hence number of the operations performed by the net-
work, which consequently reduces the risk of overfitting. Additionally, it also reduce
the memory usage and the computation time. Secondly, constraining the connectivity
pattern can have the effect of forcing the network to focus on what is important, yielding
faster training and better performance.

CNNs exploit this understanding of the data by applying the same pattern detector at
every locations in the image. This is formally done through a convolution, a signal
processing operation that superimposes a pattern detector usually called a filter or kernel

on different locations of the image and emits an activation in each position to produce
a matrix of activations, typically referred to as feature map.

Let, X is a two-dimensional image and W is the weight matrix, also called a kernel,
then the convolution operation can be defined as

(W ∗X)(i, j) =
∑
m

∑
n

X(m,n)W (i−m, j − n) (3.1)

Intuitively, the output of the convolutional layer is formed by sliding the weight matrix
over the image and computing the dot product (see Figure 3.1). In any real-world appli-
cation, it would be common to apply multiple kernels at once with the same convolution
hence obtaining a tensor of feature maps.
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Figure 3.3: The computational graph of a unrolled recurrent neural network that maps
an input sequence of x values to a corresponding sequence of output o values

3.1.3 Recurrent Neural Networks

Recurrent neural networks (RNNs) are a type of artificial neural networks (ANNs)
where the output from the previous step is fed as input to the current step. It achieves
state-of-the-art performance on various tasks in different domains such as language
modeling [46], speech recognition [42], and machine translation [41].

RNNs implement feedback loops (see Figure 3.2a) that propagate some information
from one timestep to the next. It might be confusing in practice to put a loop in an ANN
and backpropagate through it. To better comprehend how RNNs work it is useful to
consider its behavior explicitly by unrolling the RNN, as shown in Figure 3.2b.

The forward propagation equations of RNN are depicted in Figure 3.3. Forward propa-
gation begins with a specification of the initial state h(0). Then, for each timestep from
t we apply the following update equations:

a(t) = b + W · h(t−1) + U · x(t)

h(t) = tanh(a(t))

o(t) = c + V · h(t)

ŷ(t) = softmax(o(t))

(3.2)
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Here, the parameters are the bias vectors b and c along with the weight matrices U, V
and W, respectively, for input-to-hidden, hidden-to-output and hidden-to-hidden con-
nections. The activation of an RNN (see Figure 3.3) at time t depends on the input at
time t as well as on the information coming from the previous step t − 1. RNNs have
a very simple internal structure, that usually amounts to applying some affine trans-
formation to the input and to the previous output, and computing some non-linearity
(typically a tanh) of their sum.

The sequential information is preserved in the recurrent network’s hidden state, which
manages to span many timesteps as it cascades forward to affect the processing of each
new example. It is finding correlations between events separated by many moments,
and these correlations are called long-term dependencies, because an event downstream
in time depends upon, and is a function of, one or more events that came before. One
way to think about RNNs is that they applies the same model to each timestep of the
sequence or, equivalently, applies different models at each timestep which share their
weights.

For training these networks, it is required to unroll the computation graph and use the
backpropagation algorithm to proceed from the most recent timestep. This algorithm is
usually referred to as Backpropagation through time (BPTT). The problem of BPTT is
that it requires the application of the chain rule all the way from the current timestep to
t = 0 to propagate the gradients. This results in a long chain of products that can easily
go to infinity or become zero if the elements of the multiplication are greater or smaller
than 1 respectively [47]. These two issues, i.e., going to infinity and becoming zero,
are known in the literature as exploding gradient and vanishing gradient [48] problem
respectively. The first one can be partially addressed by clipping the gradient when it
becomes too large, but the second is not easy to overcome and can make training these
kind of models very hard.

3.1.4 Long Short-Term Memory

Long short-term memory (LSTM) networks (Figure 3.4) have been proposed to solve
the problems of RNNs in modeling long-term dependencies. LSTMs have been de-
signed to have an internal memory, or state, that can be updated at each timestep. As
opposed to vanilla RNN, this internal memory allows LSTM to separate their output
from the information they want to carry over into the future steps.

Figure 3.5 highlights the internal memory path. From the figure it can be observed that
how the internal memory of the previous timestep ct−1 is carried over to the current
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Figure 3.4: A long short-term memory (LSTM). [Image courtesy Chris Olah [45]]

Figure 3.5: The internal state of LSTMs. [Image courtesy Chris Olah [45]]

timestep where it is updated through a multiplicative and an additive interaction and
concurs to determine the current state of the memory ct. Thereafter, this state once
again, propagated to the next timestep.

LSTMs interact with memory through gate, a computational node, that determines the
behavior of the model. The forget gate, as shown in Figure 3.6, determines how much
of the previous step’s memory to forget or, equivalently, how much of the previous state
to retain. This is modeled through a sigmoid layer (σ) that takes the current input xt and
the output of the previous step ht−1 and produces an activation vector between 0 and
1. This activation is multiplied by the previous state ct−1 and results in an intermediate
memory state where some of the activations can be weaker than those in ct−1 and some
others are potentially zeroed out.

The forget gate allows the LSTM to discard information that is not relevant anymore.

ft = σ (Wf · xt + Uf · ht−1 + bf ) , (3.3)

Again, LSTMs have a mechanism to add new information to the memory. This behavior
is controlled by an input gate (Figure 3.7) that modulates the amount of the current input
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x

Figure 3.6: The LSTM forget gate. [Image courtesy Chris Olah [45]]

Figure 3.7: The LSTM input gate. [Image courtesy Chris Olah [45]]

Figure 3.8: The LSTM output gate.[Image courtesy Chris Olah [45]]
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that is going to be stored in the memory. This operation is split over two computation
paths: similarly to the forget gate, the input gate takes the current input xt and the output
of the previous step ht−1 and exploits a sigmoid layer to produce an activation vector
between 0 and 1. Simultaneously, a tanh layer generates a state update c̃t between −1

and 1. This is governed by the following equations:

it = σ (Wi · xt + Ui · ht−1 + bi)

c̃t = tanh (Wc · xt + Uc · ht−1 + bc)
(3.4)

The input gate modulates how much of this state update will be applied to the old state
to generate the current state. The forget gate ft and the input gate it, together with the
state update c̃t and the previous state ct−1 fully determine the state at time t.

ct = ft ◦ ct−1 + it ◦ c̃t (3.5)

Here, the symbol ◦ denotes Hadamard product, i.e., the element-wise multiplication
between two identical shaped matrices. The last gate of LSTM is the output gate (Fig-
ure 3.8) ot that, as the name reveals, manipulates the output of the LSTM at time t.
The usual sigmoid layer determines the state of the output gate and the memory re-
sulting from the transformations due to the forget and input gates goes through a tanh
nonlinearity and is multiplied by the output gate to finally produce the output.

ot = σ (Wo · xt + Uo · ht−1 + bo)

ht = ot ◦ tanh (ct)
(3.6)

3.1.5 Gated Recurrent Unit

Cho et al. [49] proposed a new kind of RNN called gated recurrent unit (GRU), as
shown in Figure 3.9, with less gates than LSTM and a different internal structure. In
GRUs the forget and input gates are coupled into an update gate zt. The memory and
output are also merged into a single state and the internal structure is modified to cope
with these changes. Figure 3.9 shows the internal structure of a GRU unit.

The update gate zt for timestep t helps the model to determine how much of the infor-
mation from the previous timestep needs to be passed along the future. It is analogous
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Figure 3.9: Gated recurrent units (GRUs). [Image courtesy Chris Olah [45]]

to the output gate in an LSTM cell.

zt = σ (Wz · xt + Uz · ht−1 + bz) (3.7)

On the other hand, reset gate in GRU is used to decide how much of the past information
needs to forget. It is analogous to the combination of the input gate and the forget gate
in an LSTM cell.

rt = σ (Wr · xt + Ur · ht−1 + br) (3.8)

GRU has also a new memory content which will use the reset gate to store the relevant
information from the past

h̃t = tanh (Wh · xt + Uh · (rt ◦ ht−1) + bh) (3.9)

In the last step, the GRU calculates the current information ht from the update gate
(zt), previous information (ht−1), and memory content (h̃t) and passes it down to the
network.

ht = zt ◦ ht−1 + (1− zt) ◦ h̃t. (3.10)

Therefore, the differences between LSTM unit and GRU are:

• GRUs have 2 gates while LSTMs have 3 gates

• GRUs do not have any internal memory in contrast to LSTMs

• Nonlinearity is not applied when computing the output of GRUs

The advantage of GRUs over LSTMs is the smaller number of gates that make them less
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Figure 3.10: The architecture of a vanilla bidirectional recurrent neural network

memory as well as computationally intense, which is often a critical aspect for ANNs.
Therefore, GRU involves less computation compared with LSTM while keeping similar
performance and improving the efficiency of the original RNNs. That’s why, GRU has
shown better classification performance on smaller datasets [50].

3.1.6 Bidirectional RNNs

Bidirectional recurrent neural networks (BRNNs) [51] connect two hidden layers run-
ning in opposite directions into a single output, allowing them to receive information
from both past and future states. Here, the input sequence is fed in normal time order
for one network, and in reverse time order for another. The outputs of the two networks
are usually concatenated at each timestep. So, this type of structure allows the networks
to have both backward and forward information about the sequence at every timestep.
BRNNs are especially useful when the context of the input is needed. For example, in
handwriting recognition [52], the performance can be enhanced by knowledge of the
letters located before and after the current letter. A vanilla architecture of the BRNN is
illustrated in Figure 3.10.
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Figure 3.11: The architecture of a bidirectional gated recurrent neural network

3.1.6.1 Bidirectional GRU

In a bidirectional GRU (BGRU) consists of 2 vanilla unidirectional GRUs stacked side
by side, but the second GRU reads the input sequence from the opposite direction.
Figure 3.11 illustrates the basic architecture of a Bidirectional GRU.

3.1.7 Regularization for Deep Learning

Regularization is a technique which makes slight modifications to the learning algo-
rithm such that the model generalizes better. This in turn improves the model’s perfor-
mance on the test data. As we know, DNNs are highly complex models (many param-
eters and many non-linearities) and they are easy to overfit, hence, we need some form
of regularization. Some of the very effective regularization techniques often employed
in DNNs training are discussed below.

3.1.7.1 L2 Regularization

This type of regularization is popularly known as weight decay. This strategy drives
the weights closer to the origin. It works on assumption that smaller weights generate
simpler model and thus helps to avoid overfitting. So, we can add an extra term to the
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loss expression in order to prefer solutions with smaller norms.

In L2 regularization, regularization term is the sum of square of all feature weights.
It forces the weights to be small but does not make them zero and does non sparse
solution. This technique is also known as ridge regression. It is expressed as:

min
w

N∑
t=1

l(f(xt;W), y(t)) + λ
∑
i

‖Wi ‖2F (3.11)

λ is a parameter which controls the behavior of the regularization term.

3.1.7.2 Dropout

Dropout is a computationally inexpensive but powerful regularization technique which
prevents complex co-adaptations on training data in neural networks for reducing over-
fitting [53]. It is a very efficient way of performing model averaging with neural net-
works. The term dropout refers to dropping out units (both hidden and visible) in a
neural network. So, the key idea is to randomly drop units (along with their connec-
tions) from the neural network during training which prevents units from co-adapting
too much. At test time, it is easy to approximate the effect of averaging the predic-
tions of all these thinned networks by simply using a single unthinned network that has
smaller weights. This significantly reduces overfitting and gives major improvements
over other regularization methods.

Another significant advantage of dropout is that it does not significantly limit the type of
model or training procedure that can be used. It works well with nearly any model that
uses a distributed representation and can be trained with stochastic gradient descent.

3.1.7.3 Dataset Augmentation

The simplest way to reduce overfitting is to increase the size of the training data. There-
fore, we can collect more data or create fake data and add it to our training dataset. Ex-
plicit regularizer, such as weight decay and dropout, succeed in mitigating overfitting
by blindly reducing the effective capacity of the model, implicit regularization such as
dataset augmentation improves generalization by effectively capturing important char-
acteristics of the data [54]. Furthermore, if the transformations are such that they reflect
plausible variations of the real objects, it increases the robustness of the model. Be-
sides, unlike explicit regularization techniques, data augmentation does not increase
the computational complexity. It also transparently adapts to architectures of different
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depth, in contrast to explicitly regularized models which need manual adjustment of the
regularization parameters

3.1.7.4 Early Stopping of Training

One way to think of early stopping is as a very efficient hyperparameter selection algo-
rithm. The idea of early stopping of training is that as soon as the validation error starts
to increase we freeze the parameters and stop the training process. Or we can also store
the copy of model parameters every time the error on the validation set improves and
return these parameters when the training terminates rather than the latest parameters.

Early stopping has an advantage over weight decay that early stopping automatically de-
termines the correct amount of regularization while weight decay requires many training
experiments with different values of its hyperparameter.

3.1.7.5 Noise Robustness

Noise is often introduced to the inputs as a dataset augmentation strategy. The addition
of noise with infinitesimal variance at the input of the model is equivalent to imposing a
penalty on the norm of the weights. Noise injection is much more powerful than simply
shrinking the parameters.

In addition to adding noise to the inputs, random noise can be added to the other parts
of the network during training. The addition of the noise to the layer activations can
be useful for deep networks as it allows noise to be used at any point in the network.
Again, noise can be added to the layer outputs themselves, but it more likely achieved
via the use of noisy activation function. Another way that noise has been used in the
service of regularizing models is by adding it to the weights. This technique has been
employed primarily in the context of recurrent neural networks. This can be interpreted
as a stochastic implementation of Bayesian inference over the weights [55].

3.1.8 Normalization

Normalizing the input data of neural networks to zero-mean and constant standard de-
viation has been known for decades to be beneficial for neural network training. Batch
normalization (BN) [56] is a technique to normalize activations in intermediate layers
of DNNs across the mini-batch. Its tendency to improve accuracy and speed up training
have established BN as a favorite technique in deep learning. For each feature, batch
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normalization computes the mean and variance of that feature in the mini-batch. It then
subtracts the mean and divides the feature by its mini-batch standard deviation. This
restricts the activations to have 0 mean and unit standard deviation.

Given N input samples each denoted by a vector x(i)ε Rd, i = 1, ..., N , BN computes
the mean and variance of each dimension independently across all the samples.

µj =
1

N

N∑
i=1

xji [minibatch mean]

σ2
B =

1

m

m∑
i=1

(xi − µB)2 [minibatch variance]

(3.12)

Then it normalizes the input to be zero mean and unit variance by

x̂
(i)
j =

x
(i)
j − µj√
σ2
j + ε

[normalize] (3.13)

where ε is a small positive number that avoids zero division. At last, BN applies a linear
transformation to x̂ by

y
(i)
j = αjx̂

(i)
j + βj [scale and shift] (3.14)

where α, β ε Rd are learnable parameters.

3.2 Human Pose Estimation

Human pose estimation, one of the core problems in computer vision, refers to the pro-
cess of inferring poses in an image or video. Essentially, it entails predicting the body
parts or body joint positions of individuals in an image. It is the key component which
enables machines to have a perception of the people in images and videos. It has been
successfully employed in many real-world applications such as action recognition [29],
augmented reality [57], gaming [58], and gait recognition [11].
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Figure 3.12: Realtime multi-person 2D pose estimation using OpenPose algorithm.
[Image courtesy Cao et al. [26]]

3.2.1 Types of Pose Estimation

Depending upon the output dimension requirement, a pose estimation algorithm can be
categorized into 2D pose estimation and 3D pose estimation. In 2D pose estimation, the
location of the body joint is predicted in terms of pixel values of the image frame. On the
other hand, 3D pose estimation is predicting a three-dimensional spatial arrangement
of all the body joints as its final output. Again, depending on the number of people
being tracked, pose estimation can be further classified into single-person and multi-
person. Single-person pose estimation guarantees of only one person present in the
frame, whereas, in multi-person pose estimation, each image may contain an unknown
number of people who can appear at any position or scale. Therefore, it needs to handle
the additional problem of inter-person occlusion.

3.2.2 Techniques for Pose Estimation

There are two overarching approaches to pose estimation: a bottom-up approach, and a
top-down approach.

With a bottom-up approach, the model detects every instance of a particular keypoint
in a given image and then attempts to assemble groups of keypoints into skeletons for
distinct objects. In simpler terms, the algorithm first predicts all body joints present in
the image. This is typically followed by the formulation of a graph, based on the body
model, which connects joints belonging to the same human. Integer linear programming
(ILP) or bipartite matching are two common methods of creating this graph.

While, a top-down approach involves a segmentation step at the start. The network
first uses an object detector to draw a box around each instance of an object and then
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(a) Input Image (c) Part Affinity Fields

(b) Part Confidence Maps

(d) Bipartitie Matching (e) Parsing Results

Figure 3.13: An example of a bottom up approach. [Image courtesy Cao et al. [26]]

estimates the keypoints within each cropped region.

The potential simplest model for pose estimation used DNN-based regressor to predict
X, Y, and potentially Z coordinates for each keypoint location from an input image. In
practice, however, this architecture does not produce accurate results without additional
refinement.

A slightly more complicated approach employs a deep learning-based encoder-decoder
architecture. In this type of approach, instead of estimating the keypoint coordinates di-
rectly, the encoder is fed into a decoder, which creates heatmaps representing the likeli-
hood that a keypoint is found in a given region of an image. During post-processing, the
exact coordinates of a keypoint are found by selecting heatmap locations with the high-
est keypoint likelihood. In the case of multi-pose estimation, a heatmap may contain
multiple areas of high keypoint likelihood (e.g. multiple right hands in an image).

In top-down approach, an object detection module is placed between the encoder and
decoder which is used to crop regions of an image likely to contain an object. Keypoint
heatmaps are then predicted individually for each box. Rather than having a single
heatmap containing the likely location of all of the specific body part in an image, we
get a series of bounding boxes that should only contain a single keypoint of each type.

So, top-down approach makes it easy to assign the keypoints to specific instances with-
out a lot of post-processing. However, it suffers greatly when the person detector fails
due to close proximity among people. Furthermore, their runtime is proportional to
the number of people in the image. Contrarily, bottom-up approaches show robustness
to early commitment and have the potential to decouple runtime complexity from the
number of people in the image [26].
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Stage t, (t      Tp) Stage t, (Tp < t       Tp + Tc)

Figure 3.14: Network architecture of the multi-stage CNN. The first set of stages pre-
dicts PAFs Lt, while the last set predicts confidence maps St. [Image courtesy Cao et
al. [26]]

3.2.3 Introduction to OpenPose Library

In this research, we have employed OpenPose [26], an open-source library for realtime
multi-person 2D pose detection including body, foot, hand, and facial keypoints. This
bottom-up approach achieves state-of-the-art accuracy in realtime performance.

The overall pipeline of the OpenPose library is illustrated in Figure 3.13. An RGB
image(Figure 3.13a) is fed as input to the library and it outputs the 2D locations of
anatomical keypoints for each person in the image (Figure 3.13e). Firstly, a feedfor-
ward network predicts a set of 2D confidence maps S of body part locations (Figure
3.13b) and a set of 2D vector fields L of part affinity fields (PAFs), which encode the
degree of association between parts (Fig. 3.13c). The set S = (S1,S2, ...,SJ) has J
confidence maps, one per part, where Sj ε Rw×h . The set L = (L1,L2, ...,LC) has C
vector fields, one per limb, where Lc ε Rw×h×2. Each image location in Lc encodes a
2D vector. Finally, the confidence maps and the PAFs are parsed by greedy inference
(Figure 3.13d) to output the 2D keypoints for all people in the image. The network
architecture of OpenPose algorithm, shown in Figure 3.14, iteratively predicts affinity
fields that encode part-to-part association.



Chapter 4

Proposed Gait Recognition System

In this chapter, we are going to discuss the proposed framework and its main compo-
nents in detail. In Section 4.1, we will explain the data collection and preprocessing
steps. In Section 4.2 and Section 4.3, the proposed spatio-temporal gait feature extrac-
tion and preprocessing techniques are elaborated respectively in detail. The network
architectures of our proposed algorithm for both single-view and multi-view gait recog-
nition are illustrated in Section 4.4 and Section 4.5 respectively.

4.1 Data Preprocessing

From 2D pose estimation algorithm [26], we got raw 2D coordinates for each body joint,
as shown in Figure 4.1. In this work, several preprocessing steps have been undertaken
to build a compact, robust and discriminative descriptor based on these raw coordinates.
In this section, we are going to discuss these steps in detail.

4.1.1 Collecting Pose Information

Let D = {vi, si}Ni=1 be the gait dataset containing N samples. vi represents the ith

subject’s RGB gait video. siεL represents the ith subject ID, where L is the set of target
IDs. Let T ⊂ D be the chosen training subset and T ? = D\T the testing subset. From
the OpenPose algorithm [26] we get a mapping between the RGB data and the body
skeleton as:

v
(t)
i

pose detector−−−−−−→ p
(t)
i ∀t = 1, ..., Ti (4.1)

35
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Figure 4.1: Examples of 2D human pose estimation by [26] from RGB images of CA-
SIA dataset.

where, p(t)
i represents the ith sample pose at frame t and Ti represents the time-length

of sample i. In particular, p(t)
i consists of a list of 2D coordinates:

p
(t)
i = (x

(t)
j , y

(t)
j )i j ε J (4.2)

where j represents the joint index and J is the joints set defined by the pose estimation
algorithm. Thereafter, we exploit these RGB-poses mapping provided by the Openpose
algorithm to design a novel 50-D spatio-temporal feature vector for each frame and
transformed them into a time series to train a RNN network.

4.1.2 Handling Missing Joint Information

One of the most challenging tasks for the pose estimation algorithm to estimate the
pose of a subject who is completely or partially occluded. This scenario often leads
the algorithm to fail in estimating one or more joint coordinates. In order to make
our proposed gait algorithm robust and accurate, we have to address the problem of
missing joint information carefully. So, it is of vital importance to make an algorithm
that can estimate the whole body joints set appropriately. In this thesis, we employed
the following strategies which are proven to be effective in addressing the missing joint
problem:

• The center of the hip joint is considered as the origin of the coordinate system.
Now, any frame is rejected where the origin can not be located due to the missing
hip joints;

• If more than one body joints are missing in between the knee and the hip joints
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of both leg, the frame is rejected;

• Persistent missing joints are calculated by exploiting the left and right side body
symmetry;

• In other cases, a position of [0.0, 0.0] is given to the joint which was not located
in the frame.

The above strategies are simpler and do not require any computation. They are also
proven to be effective in addressing the missing data problem. Algorithm 1 depicts the
proposed techniques for handling missing joint information.

Algorithm 1 Algorithm for Handling Missing Joints Information
Input: Raw 2D poses with missing joints
Output: Refined 2D poses
Initialization: set f = 0
while pose at frame f is available do
f = f + 1
read pose at f
if the origin is missing or missing knee and ankle joints of both legs> 1 then

skip current pose
end if

end while
for 5 to 6 do

if ith joint is missing for all frames then
replace ith joint information with the vertical specular joint

else
replace with a position [0.0, 0.0]

end if
end for

4.1.3 Normalization

It is very important to normalize the skeletal data with regard to the subject position in
the frame. Since in most of the gait videos people walk through the fixed camera, the
size of the subject’s skeleton changes due to the variation of the distance between the
subject and the camera. Therefore, we have to normalize the gait sequence, i.e., keeping
the subject size and the camera to subject distance constant for improved performance.
Therefore, in order to eliminate different sizes and location variations of the human
skeleton we had to transform the 2D coordinates of all joints into a new coordinate sys-
tem whose origin can be the middle of the hip (Jo). To find the origin of the coordinate
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system (Jo) for each subject, in this research, we considered the right, left, and middle
of the hip joints and calculated the average of them.

Jo = (xo, yo) = (JLHip + JRHip + JMHip)/3

(x̄i, ȳi) = (xi, yi)− (xo, yo) ∀jεJ
(4.3)

Here, (x̄j, ȳj) is set by root-centered coordinate reference system defined by above
equations. Again, we normalized the skeletons of different subjects to fixed size by
considering h, the Euclidean distance from hip to neck joint, as unit length. The fol-
lowing equation shows the normalization procedure of the raw 2D joints:

h =‖ Jo − Jneck ‖2
JNi = (¯̄xi, ¯̄yi) = (x̄i, ȳi)/h

(4.4)

Here, JNi be the new coordinate of the ith joint Ji of a particular pose. These two steps
of normalization have huge impact on the robustness of the gait recognition algorithm.
Firstly, they allow fair comparisons between different subject’s poses reducing the effect
due to variation of subject size and position in the camera. Secondly, as it discards the
absolute coordinates of subject’s body pose, pose size become homogeneous among
different camera settings and proximity to camera. Thus, it makes the system robust to
zooming, camera position, and subject location.

4.2 Extracting Spatio-Temporal Feature Vector

The workflow of the proposed network is illustrated in Figure 4.2. Many strategies have
been taken to design a lower-dimensional spatio-temporal feature descriptor based on
the 2D human poses estimated from the raw video frames. In this section, we elaborate
on the feature extraction procedure of our proposed method.

4.2.1 2D Body Joint Features

As all the joints of the human body do not play a significant role in gait pattern, they
cannot improve gait recognition accuracy. Some joints perform even worse. So, among
the 25 body joints estimated from the OpenPose algorithm, we searched out for those
joints which have a rich and discriminative gait representation capacity. Cunado et
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Figure 4.2: The overview of the proposed framework for gait recognition.
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Figure 4.3: Scheme for the four different types of feature extraction process of the
proposed method. a) 6 effective joints were selected out of 25 body joints. b) 5 angular
trajectories from the lower limbs were considered to form a joint-angle feature vector.
c) A total of 8 body joints were selected to get a temporal displacement feature vector.
d) 7 body parts were taken to form a body part length feature vector.

al. [59] used the human leg-based model as they found that the change of human leg
contains the most important features for gait recognition. In our study, we found that
the knee along with the joints located in the feet shows more robustness than any other
body joints because they do not alter while people are walking in clothes or carrying
bags. Some joints, e.g. hip, get wider in coat than normal condition. Again, in some
gait videos, some subjects put their hands into their coat pocket, which they cannot do in
normal walking. This situation significantly changes the joint coordinates. Therefore,
raw body joints above the hip do not have any significant impact on gait pattern. Hence,
in our method, we did not consider the hip or any other body joints above it.

Consequently, in our work, as shown in Figure 4.3a, we selected 6 body joints (RKnee,
Rankle, RBigToe, LKnee, LAnkle, LBigToe) to form the effective body pose features.
Thus, we have 12-D pose feature vector, fbody−joint, for a single frame.
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Table 4.1: List of selected joint-angle trajectories with corresponding body joints set in
order to form a joint angular feature vector.

Angular Trajectory Body Joints Set
Hip trajectory 10, 8, 13

Right knee trajectory 11, 10, 9
Left knee trajectory 14, 13, 12

Right ankle trajectory 22, 11, 10
Left ankle trajectory 19, 14, 13

fbody−joint = [x1, y1, x2, y2, . . . . . . , x6, y6]
T (4.5)

4.2.2 Joint Angular Trajectory

The dynamics of gait motion can be expressed by the temporal information of joint
angles. Therefore, discriminative gait features can be found by considering the change
in joint-angle trajectories of the lower limbs [60]. So, in this study, we formulated
another 15-dimensional feature vector f trajectory by considering five lower limb joint-
angle trajectories using the following equations:

α =

tan−1 |J2,x−J1,x||J2,y−J1,y | J2,y 6= J1,y

π/2 J2,y = J1,y

β =

tan−1 |J3,x−J1,x||J3,y−J1,y | J3,y 6= J1,y

π/2 J3,y = J1,y

θ = α + β

(4.6)

As shown in Figure 4.3b, J1, J2, J3 are the joints which form a set of angular trajectory.
In this work, we considered total five sets of angular trajectories from the lower limb
of human body. Table 4.1 demonstrated the selected angular trajectories with their
corresponding body joints. For each trajectory, we took (θ, α, β) as gait features.

ftrajectory = [θ1, α1, β1, θ2, α2, β2, . . . . . . , θ5, α5, β5]
T (4.7)
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4.2.3 Temporal Displacement

Our third type of feature extractor is a simple descriptor that preserves temporal in-
formation of the gait pattern. It basically stores the local motion features of gait by
keeping the displacement information between the two adjacent frames of the subject’s
pose sequence. The displacement of each coordinate of a joint was then normalized by
the total length of displacement of all joints. Let, t, and (t+ 1) are two adjacent frames
of a particular pose sequence. Now, the displacement information of the coordinates
of any joint of frame t would be the normalized difference between the corresponding
coordinates of two adjacent frames.

4xt1 =
xt+1
1 − xt1∑8

i=1 ‖ J
t+1
i,x − J ti,x ‖2

4yt1 =
yt+1
1 − yt1∑8

i=1 ‖ J
t+1
i,y − J ti,y ‖2

fdisplacement = [4x1,4y1,4x2,4y2 . . . . . . ,4x8,4y8]T

(4.8)

Here, J ti is the 2D coordinates of the ith body joint at tth frame in the video and
(4xt1,4yt1) is the displacement of the coordinates of first joint at tth frame of the video.
As shown in Figure 4.3c, we selected 8 joints (Neck, MHip, RKnee, Rankle, RBigToe,
LKnee, LAnkle, LBigToe) to get a 16-dimensional feature vector, fdisplacement.

4.2.4 Body Part Length Features

The static gait parameters, for example, the length of the body parts calculated from the
raw body joints position are also very important for gait recognition [60,61]. They form
a spatial gait feature vector which makes them robust against covariate factors such as
carrying and clothing condition variation. In this study, we took a total of seven body
parts (Figure 4.3 (d)) namely length of the two leg, two feet, two thighs, and width of
the shoulder which formed a 7-dimensional spatial feature vector fbody−part.

4.2.5 Fusion of Features

A lot of research works have been done to fuse multiple features to get improved per-
formance [11, 60]. Different types of fusion methods were proposed in literature such
as feature level fusion, representation level fusion, and score level fusion. In feature
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level fusion, multiple features of the same frame are concatenated before feeding into
a final network, and in representation level fusion, each feature vector is firstly fed into
a network and the resulting global representations are then concatenated to train a final
classifier. For a score level fusion, each feature vector is separately fed into the final
network which predicts a classification score. Then, the scores from multiple classifiers
are fused using an arithmetic mean.

In this study, we found that feature level fusion has produced better recognition results
in contrast to other fusion techniques or individual feature sets.

4.3 Feature Preprocessing

In this section, we are going to discuss the preprocessing steps that are employed on the
proposed feature vector before feeding into the main RNN network.

4.3.1 Feature Map

In this work, we designed a 50-dimensional spatio-temporal gait feature vector f from
the raw 2D pose estimation of each frame. Firstly, we split a gait video into 28 frame
segments. Each 28 frame-segment formed a timestep which can be described by the
following equations.

f = [f1, f2, f3, . . . . . . , f50]
T

T = [f 1,f 2,f 3, . . . . . . ,f 28]
T ε R28×50

V = [T 1,T 2,T 3, . . . . . .TN ]T

(4.9)

Here, f is the 50-dimensional pose vector for each frame; T is the feature matrix for
each timestep; N is the total number of timestep sequence, and V is the sequence of
features for a gait video.

4.3.2 Data Augmentation

The performance of deep neural networks is strongly correlated with the amount of
available training data. Although, CASIA [6] is the largest gait dataset, the standard
experimental setup of this dataset (see Table 5.2) allows us to train on with only the
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four normal walking sequences for each subject. Hence, we need to augment our train
data to obtain a stable model. One way to increase the amount of training data is to
overlap video clips. So, we split the input video into an overlapping sequences of video
clips. For every 28 image clip, we overlapped 24 images of the previous clip at almost
85.7% overlapping rate. For example, a particular gait video of 100 frames would be
split into the clips (1− 28), (5− 32), (9− 36), ... up to frames (73, 100).

Again, in the CASIA dataset, gait videos of different subjects have varying timesteps.
The number of timesteps in each gait video depends on the total number of frames where
a subject is detected. Due to the position of the camera, some angles (0◦, 18◦, 36◦) have
more subject detected frame than other angles (72◦, 90◦, 108◦). Therefore, the total
number of timesteps in a gait video is different for different subjects and view angles.
This varying timestep makes our train dataset unbalanced. Again, in the CASIA B
dataset, every subject has not had all the gait videos; there are some missing gait videos.
To solve the problem and to improve the performance we have to develop our own
balance training set by making each subject pose sequence to have a fixed number of
timesteps. We first found the subject which had maximum timesteps for a particular
gait angle and then augmented other subject’s timesteps with that specific length by
overlapping their sequences.

In addition to above technique, we further augment our training data by adding another
gait sequence (i.e., 25% increment) by implementing Gaussian noise to a given normal
walking sequence.

N(ji) = (x+ x̃, y + ỹ) (4.10)

Here, x̃ and ỹ are two random real numbers generated by a normal distribution with zero
mean and unit standard deviation. We apply noising (N ) into the raw joints position of
a training pose data.

4.4 Single-View Gait Recognition

In this section, we will present the details of the architecture and training procedure
of our proposed network for single-view gait recognition. We will also try to describe
why our proposed 2-layer BiGRU network is best in modeling the gait descriptors for
recognizing the subject ID.
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Figure 4.4: Proposed architecture of the temporal network for subject identification.

4.4.1 Network Architecture

In this research, we experimented with different RNN architectures such as gated recur-
rent units (GRUs), long short-term memory units (LSTMs), bidirectional long short-
term memory (BLSTM) [62] and bidirectional gated recurrent units (BGRU) [51].
Firstly, we designed the proposed network employing all these architectures with one
recurrent layer and then searched for optimum recurrent unit size between 50 to 100.
Henceforth, we increased the capacity of the network by adding the second and third
layers of hidden units. Finally, we found that, among different RNN architectures, 2-
layer BGRU performs best. Again, we chose GRU in our proposed network architecture
as it achieves high performance and requires a reduced number of parameters while still
retaining long-term temporal information. Now, from the extensive experimental eval-
uation, as described in Section 5.2.3, the optimal size of the latent space representation
of our proposed autoencoder was found to be 80.

After the input and the second recurrent layer, we placed a batch normalization (BN) [56]
layer. At last, a fully connected layer with softmax activation was used to predict the
subject classes. Figure 4.4 illustrates the architecture of the proposed network.

4.4.2 Loss Function

In this work, we found that due to the influence of various covariate factors, intraclass
distance related to one subject is sometime more significant than interclass distance.
So, if we only use the cross-entropy loss as our objective function, the resulting learned
features may contain large intraclass variations. Therefore, to effectively reduce the
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intraclass variations, we employed center loss as introduced by Wen et al. [63] for face
recognition task.

Now, as the training progresses, the center loss learns a center for the features of each
class. Also, the distances between the features and their corresponding class centers are
minimized simultaneously. However, using only center loss may lead the learned fea-
tures and the centers close to zeros due to the very small value of the center loss. Hence,
with the fusion of softmax loss (Ls) and center loss (Lc), we can achieve discriminative
feature learning by increasing interclass dispersion and compacting intraclass distance
as much as possible.

Ls = −
m∑
i=1

log
eW

T
yi
xi+byi∑n

j=1 e
WT

j xi+bj

Lc =
1

2

m∑
i=1

‖ xi − cyi ‖
2
2

L = Ls + λLc + λθ ‖ θ ‖2

(4.11)

Equations (4.11) describe the total loss (L) calculation of our proposed network. Here,
xi εRd denotes the ith pose sequence which belongs to the ythi class and cyi εRd denotes
to the ythi class center of the learned pose features. W ε Rd×n is the feature dimension
of the last fully connected layer and b ε R is the bias term of the network. The batch
size and the class number are m and n respectively. λ, a scalar variable, is set to value
0.01 to balance between the two loss functions. ‖ θ ‖2 refers to the kernel regularizer
for all the parameters of the network with a weight decay coefficient (λθ) set to 0.0005

for the experiment.

4.4.3 Post-processing

While training, as shown in Figure 4.5, our proposed temporal network considered each
of these video clips as a separate video. For a given video, the prediction of our model
is a sequence of class probabilities for each timestep, i.e. 28-frame clip.

But, at the test time, we actually need the subject ID for the complete gait video. There-
fore, we employed the majority voting scheme algorithm to process this output to predict
the subject ID. In this scheme, the subject that receives the highest number of votes over
all timesteps in a gait video is referred as the predicted class.

Let’s consider, s is a vector IDs for n number of subjects. For a particular timestep t, a
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Figure 4.5: Output prediction scheme of the proposed network using majority voting
scheme.

gait video has input feature map X t ε R28×50 and an n-dimensional output vector ot.

st = [s1, s2, s3, ....., sn]T

ot = [o1, o2, o3, ....., on]T
(4.12)

Here, oti = P (si|X t) refers the probability of input feature map X t belongs to class
si. Now, we assign the output class ot to the subject class si which have maximum
probabilities for the timestep t. As each of our gait videos is divided into a series of
timestep sequence (see equation 4.12), using majority voting scheme we can calculate
the subject ID. Following equations described the voting scheme:

st = arg max
si
{oti|1 ≤ i ≤ n}

s = arg maxi∈(1,2,...,n)

N∑
t=1

sNi

(4.13)

Here, N is the total number of timesteps in which a gait is split and s is the final
predicted class.
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Table 4.2: Training summary of our proposed temporal network.

Hyperparameter Value

Optimizer Adam [64]
Objective function Fusion of softmax and center loss
Epochs 450

Initial learning rate 5× 10−3

Mini-batch size 256

4.4.4 Training and Implementation Details

The training of RNNs allows us to learn the parameters from the sequence. We have
employed Adam [64] optimization algorithm with β1 = 0.9 and β2 = 0.999, which
is known to work very well for training RNNs. We tried several learning rates in our
experiment and found out that the best initial learning rate is (5x10−3). We also reduced
the learning rate by a factor when it hit a plateau. Reducing the learning rate will allow
the optimizer to get rid of the plateaus in the loss surface. Table 4.2 summarizes all the
hyperparameters setting of our network.

The proposed network was trained with a batch size of 256 for 450 epochs. Our network
showed some overfitting mostly due to the high learning capacity of the network over
data. We addressed the overfitting problem by adding a BN layer before and after the
BGRU layer. We also tried to add a dropout [53] layer during training, but that did
not help to reduce the overfitting problem. Moreover, it degraded the gait recognition
performance. Hence, we skip it.

For the model computations, we entirely relied on GPU programming. In particular, our
implementation was based on Keras [65], a GPU-capable deep-learning library written
in Python. All the experiments were performed on a server machine with 56 cores,
512 GB RAM, and an Nvidia Tesla K40 graphic card with 12 GB memory running
on Ubuntu server 18.04 LTS. Input video and image sequences were processed using
Python and OpenCV library [66].

4.5 Multi-View Gait Recognition

In this section, we will elaborate on the proposed two-stage network for multi-view gait
recognition.
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Figure 4.6: Overview of our proposed view angle identification network scheme.

4.5.1 Preprocessing

Firstly, to localize human walking direction in the gait videos, we employed YOLOv3,
a state-of-the-art real-time object detection algorithm, proposed by Redmon et al. [67].
We then cropped each of the subject detected frame using the bounding box coordinates
found from the YOLOv3 algorithm and resized them to 112 × 112 for our network
input. Thereafter, we split each gait video into overlapping sequences of 16 consecutive
frames within the training or test set. There is an overlap of 8 frames indicating that the
samples were gathered using a 16 frame sliding window with a 50% stride.

4.5.2 3D Convolution for Video Classification

Identifying walking direction from gait video is somewhat similar to the action recog-
nition problem in computer vision. Recently, in action recognition, researchers have
started to exploit 3D features in the video using the 3D-CNN model which extracts fea-
tures from both spatial and temporal dimensions by performing 3D convolutions. Tran
et.al. [43] proposed a 3D convolutional neural network, also known as C3D, which
has been widely used for applications like video classification, action recognition, etc.
Sports-1M [28], one of the largest benchmark datasets for video classification has been
employed to train the network. The dataset contains 1.1 million sports videos, where
each video belongs to one of the 487 sports categories.
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Table 4.3: Training summary of our proposed 3D-CNN network.

Hyperparameter Value
Optimizer Stochastic gradient descent (SGD)
Objective function Mean squared error (MSE)
Epochs 70
Initial learning rate 1× 10−3

Mini-batch size 12
Momentum 0.92
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Figure 4.7: Fine tuning a pretrained C3D [43] network for view angle identification.

4.5.3 View Angle Identification

Successful transfer learning within or across the different domains of interest leads to
significant improvement in performance due to the amount of jointly learning represen-
tations in a shared feature space. In our work, we employed a pretrained C3D model and
fine-tuned it for our 3D Convolutional network to determine the view angle of walking
from gait. Figure 4.7 shows our proposed 3D convolutional network.

C3D network is composed of 8 convolutional layers, 5 pooling layers, 2 fully-connected
layers, followed by a softmax layer at the end. All the 3D convolution kernels are
3 × 3 × 3 with stride 1 in both spatial and temporal dimensions. We removed the last
3 layer from the model and then added a fully connected layer of 128 neurons and a
dropout [53] layer of 0.5 to avoid overfitting. Finally, a softmax layer of 11 neurons has
been added to classify any given videos into 11 different viewing angles.

The proposed method for our view angle identification is illustrated in Figure 4.6. The
input of the network was a clip of 16 consecutive frames which was preprocessed and
resized to 112 × 112 to feed into a 3D-CNN network. We used the majority voting

Figure 4.8: Proposed two-stage network for multi-view gait recognition.
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scheme to process the output to predict the view angle similar to section 4.4.3, i.e. the
angle that receives the highest number of votes over all clips are referred as the predicted
angle of the gait.

4.5.4 Two-Stage Network

Figure 4.8 illustrates the proposed two-stage network for multi-view gait recognition.
Firstly, a view angle identification network was employed to identify the subject’s walk-
ing direction. In this study, a 3D convolutional network was trained to estimate the
walking direction of the subject by extracting spatio-temporal features from the gait
video. Henceforth, we will perform subject identification using the proposed temporal
network that was trained on that view angle.

4.5.4.1 Training Details

We employed the CASIA B gait dataset [6] to train our model. We trained the network
using 4 normal walking sequences of 100 subjects in the gallery set of CASIA B as
described in Table 5.2. Our network was trained with a 12 batch size with an initial
learning rate 10−3 for 70 epochs. Table 4.3 summarizes all of the hyperparameters
settings of our proposed network.



Chapter 5

Experimental Results

In this chapter, we are going to evaluate our proposed method at different experimental
setup on multiple benchmark datasets. In Section 5.1, we will explain different state-
of-the-art gait recognition datasets that was used to train and evaluate our proposed
method. As to estimate pose, RGB video frames are required, hence, we couldn’t eval-
uate our method to those datasets which only consists of silhouette sequences. In Sec-
tion 5.2 and Section 5.3 we are going to present the experimental results of our proposed
method on single-view and cross-view gait recognition respectively. The performance
of our method in multi-view gait recognition is discussed in Section 5.4.

5.1 Dataset

The success of deep learning-based algorithms greatly depends on the vast amount of
labeled training data. However, unfortunately, few existing gait datasets have a large
number of subjects as well as a variety of covariate factors. Some of the publicly avail-
able gait datasets are CASIA A and CASIA B gait dataset [6], TUM GAID dataset [68],
SOTON database [25], OU-ISIR multi-view large population dataset (OU-MVLP) [69],
and USF HumanID dataset [19].

• USF HumanID gait dataset [19]: There are 122 subjects walking outside on
two different surfaces of an elliptical path under two different time, view angle,
clothing, shoes, and carrying conditions. However, every subject was not filmed
under all conditions.

• TUM GAID dataset [68]: Another large dataset for gait recognition. It consists
of 305 subjects where each subject has 10 gait videos. As, all of the videos were

52
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Figure 5.1: Sample video frames of CASIA A and CASIA B dataset

recorded from the side view angle, this dataset is not suitable for evaluating the
performance on multi-view gait recognition.

• CMU MoBo dataset [36]: This dataset has 25 subjects with six views and four
walking styles. The main drawback of this database is that all the data is from an
indoor environment (collected from a treadmill). Six cameras are positioned to
cover the complete field-of-view of the walking person on the treadmill.

• SOTON database [25]: It contains two types of datasets: a large dataset with
more than 100 subjects and a small dataset with only 10 subjects. The large
dataset has two viewpoints (frontal and oblique) and contains subjects in both
outdoor and indoor environments and on a treadmill. The small database is gen-
erally used to explore gait recognition under covariates such as views, shoes,
clothing, carriage, and walking speed.

• OU-ISIR multi-view large population dataset (OU-MVLP) [69]: The largest
dataset available for gait recognition. It contains 10, 307 subjects from 14 view
angles ranging from 0◦ − 90◦, and 180◦ − 270◦. Only two sequences are pro-
vided, one for the gallery and the other for the probe. But, this dataset is only
formatted as a set of silhouette sequences which makes it completely different
from our approach.
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• CASIA (CASIA A and CASIA B) dataset [6]: One of the largest datasets for
multi-view gait recognition. CASIA A dataset contains a total of 20 subjects
walking in an outdoor environment where CASIA B dataset contains a total of
124 subjects walking in an indoor environment. In CASIA A gait dataset, each
subject walks along a straight line in 3 different view angles: lateral (0◦), oblique
(45◦), and frontal (90◦). For each view angle, all subjects have a total of four gait
sequences out of which two of them have the same walking direction while the
other two have opposite directions.

In the CASIA B dataset, there are 10 walking sequences for each subject: 6
sequences for normal walking (‘nm’), 2 sequences for walking in a coat (‘cl’),
and 2 sequences for walking with a bag (‘bg’) on the shoulder. Therefore, this
dataset separately considered three variations in people walking namely normal,
clothing, and carrying condition. Also, each walking sequence was captured from
11 view angles ranging from 0◦ to 180◦. Figure 5.1 illustrates some of the sample
video frames of CASIA A and CASIA B datasets.

5.2 Single-View Gait Recognition

5.2.1 Experimental Evaluation on CASIA A dataset

Since CASIA A dataset contains only 20 subjects where each subject has only four gait
sequences in three different view angles, we trained a model for each of the view angle
with 20 output neurons in the final softmax layer of our proposed network. To evaluate
the performance of our proposed method on the CASIA A dataset, we employed leave-
one-out cross-validation rule, i.e., one sequence was set for testing and the remainder
was set for training the network. We compared our results with five other prevailing
state-of-the-art gait recognition methods including Wang [70], Goffredo [71], Liu [72],
Lima [73], and Kusakunniran [74]. Figure 5.2 and Table 5.1 illustrate the comparison
where it is seen that the proposed method has achieved a higher average correct class
recognition rates (CCR) of 100.0% compared to other methods in the literature.
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Figure 5.2: Comparison in CCR among proposed method with other prevailing gait
recognition methods at different view angles on CASIA A dataset.

Table 5.1: Comparison among different gait recognition methods without view variation
in all three view angles of CASIA A dataset.

Methods 0◦ 45◦ 90◦ Mean
Wang [70] 88.75 87.50 90.00 88.75

Goffredo [71] 100.0 97.50 91.00 96.16
Liu [72] 85.00 87.50 95.00 89.17

Lima [73] 92.50 97.50 98.75 96.25
Kusakunniran [74] 100 100 98.75 99.58

Proposed 100.0 100.0 100.0 100.0

5.2.2 Experimental Evaluation on CASIA B Dataset

5.2.2.1 Experimental Setup

We designed two experimental setups (A, B), as demonstrated in Table 5.2, for evaluat-
ing the performance on the CASIA B dataset. The dataset was divided into two different
setups to organize two different types of experiments. The evaluation set is further di-
vided into a gallery set and a probe set. Experimental setup A was for evaluating the
performance of our proposed method in single-view gait recognition. To investigate the
robustness of view variation, comparison results of the proposed method against other
state-of-the-art methods in different view variations have been reported. Experiment
setup B was designed for evaluating the cross-view recognition performance.

For setup A, we divided the dataset into two groups where the first group consists of
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Table 5.2: Experimental setup for the CASIA B dataset.

Setup Training set Evaluation set Sequences
ID Total ID Total Gallery Probe

A 01 - 62 62 63 - 124 62
nm01− nm04

nm05− nm06

bg01− bg02

cl01− cl02
B 01 - 74 74 75 - 124 50

62 subjects which were used to train the network. The second group contains rest of
the subjects for evaluating the performance of the network. For experimental setup B,
the ratio between the train and the evaluation set was 24 to 100. In the evaluation set
for both setup, 4 normal walking sequences of each subject are put into the gallery
set, and the rest 6 walking sequences consist of three probe sets (ProbeNM, ProbeBG,
ProbeCL). ProbeNM consists of 2 other normal walking sequences where ProbeBG and
ProbeCL consist of two sequences of carrying bag and wearing coat respectively.

5.2.2.2 Results on Single-View Gait Recognition of CASIA B Dataset without
View Variation

Experimental result of single-view gait recognition on all the three probe sest of CASIA
B dataset without view variation is illustrated on Table 5.3. We achieved higher average
recognition rate 97.80% and 82.82% on the probe sets of (ProbeBG) and (ProbeCL)
respectively. This performance proves the robustness of the proposed method toward
both carrying and clothing covariate conditions. We also achieved higher average class
recognition rate 99.41% on normal walking condition.

5.2.2.3 Comparison on Single-View Gait Recognition of CASIA B Dataset with
State-of-the-art Methods without View Variation

We compare our experimental results with other state-of-the-art methods such as Gait-
GANv2 [35], PTSN [10], PoseGait [11], and Yu et al. [75] as shown in Figure 5.3. The
experimental setup for all these methods were set A (see Table 5.2). Table 5.4 reports
that CCR of the proposed method outperforms all other methods in all three covariate
conditions of the CASIA B dataset. Our method achieved the average CCR of 93.34%
with an improvement of approximately 10% from PTSN [10].



5.2. SINGLE-VIEW GAIT RECOGNITION 57

Table 5.3: Correct class recognition rate (CCR) of the proposed method in all three
probe sets of CASIA B dataset.

Gallery Angle ProbeNM ProbeBG ProbeCL
0◦ 100.0 100.0 81.52
18◦ 100.0 100.0 82.11
36◦ 100.0 100.0 83.58
54◦ 100.0 100.0 85.48
72◦ 100.0 98.39 84.46
90◦ 98.39 96.77 83.72
108◦ 100.0 96.77 83.28
126◦ 100.0 98.39 84.16
144◦ 100.0 98.39 83.58
162◦ 98.39 95.16 80.65
180◦ 96.77 91.93 78.45
Mean 99.41 97.80 82.82

Table 5.4: Comparison between the proposed method and other state-of-the-art gait
recognition methods in CASIA B dataset without view variation.

Methods ProbeNM ProbeBG ProbeCL Average
Liao et al. [10] 96.92 85.78 68.11 83.60
Yu et al. [75] 97.58 72.14 45.45 71.72
Yu et al. [35] 98.24 76.25 42.89 72.46

Liao et al. [11] 96.63 71.26 54.18 74.02
Proposed 99.41 97.80 82.82 93.34

5.2.2.4 Results on Single-View Gait Recognition of CASIA B Dataset with View
Variation

The performance of the proposed method on single-view gait recognition with view
variation is demonstrated in Table 5.5. Here, for a specific gallery (θg) angle the av-
erage CCR (%) of all eleven probe angles has been reported; our method achieved the
average CCR of 62.69%, 47.23%, and 33.46% for ProbeNM, ProbeBG, and ProbeCL

respectively.

5.2.2.5 Comparison on Single-View Gait Recognition of CASIA B Dataset with
State-of-the-art Methods with View Variation

To better illustrate the robustness of our gait recognition method to view variation, the
proposed method has been compared to three other state-of-the-art methods such as
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Figure 5.3: Correct class recognition rates (%) of the proposed method with other state-
of-the-art methods on all three probe sets of CASIA B dataset without view variation.

GaitGANv2 [35], PoseGait [11], and Yu et al. [75]. It has been observed from Fig-
ure 5.4 and Table 5.6 that the proposed method outperforms others in two covariate
condition and achieves comparable performance in normal walking.

Since, to recognize gait, we consider features based on the effective body joints, our
method does not get affected by the variation in covariate conditions compared to other
appearance-based method or model-based methods which consider ineffective features
to build their gait descriptors. That’s why our method is proven to be less sensitive to
view angle variation and performs better in carrying bag and clothing conditions.

5.2.3 Experiments on the Proposed RNN Architecture

In this research, we conducted several experiments to evaluate and compare the per-
formance of different RNN architectures in the proposed stacked autoencoder. The
comparison was done based on the average CCR (%) of the CASIA B dataset while
considering the view variation. Again, it is very important to find the appropriate di-
mensions of the hidden layer through experimental analysis as it directly related to the
effectiveness of data compression. Therefore, if the number of hidden layer dimensions
is too few or too many, it can not effectively encode the gait pattern.

In our experiment, we employed several RNN architectures such as LSTM, BiLSTM [62],
GRU [50], and BiGRU [51] with the latent space dimensions ranging from 50 up to 100
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Table 5.5: The average recognition rates for all three probe sets of CASIA B dataset.

Gallery Angle ProbeNM ProbeBG ProbeCL
0◦ 61.73 45.01 32.40
18◦ 63.64 47.80 32.99
36◦ 67.30 48.97 34.46
54◦ 68.33 50.15 37.24
72◦ 68.33 50.44 39.0
90◦ 66.42 49.12 36.36
108◦ 64.22 48.39 34.75
126◦ 62.02 47.07 32.40
144◦ 58.80 47.51 31.82
162◦ 56.45 44.13 29.77
180◦ 52.35 40.91 26.83
Mean 62.69 47.23 33.46

Table 5.6: Comparison among different state-of-the-art methods for gait recognition
with view variation in all three probe sets of CASIA B dataset.

Methods ProbeNM ProbeBG ProbeCL
Yu et al. [75] 62.82 40.38 26.05
Yu et al. [35] 66.34 46.17 25.91

Liao et al. [11] 63.78 42.52 31.98
Proposed 62.69 47.23 33.46

to develop our proposed autoencoder. We, then, compared the average CCR among
them to find out the best architecture. Table 5.7 shows the comparison in average CCR
among different types of RNN architectures with a different number of hidden layer
dimensions.

5.3 Cross-View Gait Recognition

The gait recognition scheme in which gallery and probe set are getting matched from
two different views is commonly known as cross-view gait recognition. In this sec-
tion we are going evaluate the performance of our proposed method on cross-view gait
recognition. Here, the network was trained according to experimental setup B to have
the same setup with other methods.
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Figure 5.4: Comparison with different gait algorithms with view variation in all three
probe sets of CASIA B dataset.

5.3.1 Comparison with the State-of-the-art Methods of CASIA B
Dataset on Cross-View Gait Recognition

To show the effectiveness of our proposed method in cross-view gait recognition, we
make a comparison between the proposed method and three other state-of-the-art meth-
ods including CNN [31], CMCC [76], and GEI-SVR [77] with the same experimental
setup. The probe angles were selected 0◦, 54◦, 90◦, and 126◦ for the comparison.

Although the proposed method contains only one model to handle any view angle varia-
tion, it achieves comparable performance with other prevailing state-of-the-art methods
proposed in the literature which were specially designed and trained for cross-view gait
recognition. From Table 5.8, it is seen that CNN [31] achieves the highest recognition
rates when the view variation is large due to the use of supervised information of all
gallery angles during training.

The comparison in Table 5.8 also illustrates that the proposed method performs better
when the view variation is small. The reason for not achieving better performance at
large view variation is because it was trained with only one view angle of the gallery.

5.4 Multi-View Gait Recognition

In multi-view gait recognition, multiple views of gallery gaits are combined to recog-
nize an unknown gait. For multi-view gait recognition, we initially identify the walking
direction of a gait video using a 3D-CNN network.
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Table 5.7: Average CCR of the CASIA B dataset with view variation recorded by alter-
ing the number of dimensions in the hidden layer and the architectures of RNN in the
proposed autoencoder.

Architectures Dimension ProbeNM ProbeBG ProbeCL

LSTM

50 59.15 46.11 30.79
60 61.13 45.93 32.71
70 61.12 45.95 32.31
80 62.11 46.47 33.33
90 61.53 46.98 32.16

100 60.01 45.12 32.50

BiLSTM

50 60.15 46.17 30.99
60 61.73 46.03 32.81
70 61.12 47.05 32.41
80 62.19 46.72 33.36
90 61.53 47.08 32.96

100 62.11 45.92 32.50

GRU

50 58.09 44.90 30.82
60 61.23 45.02 32.16
70 62.61 45.36 32.47
80 62.86 46.14 32.71
90 62.16 45.84 32.71

100 60.04 44.39 33.49

BiGRU

50 59.75 45.87 30.92
60 61.81 46.13 32.31
70 61.17 47.00 32.43
80 62.69 47.23 33.46
90 61.63 47.18 33.06

100 62.03 46.92 33.50

In our experiment, we evaluated the proposed 3D-CNN network with all three probe
sets of the CASIA B dataset and have achieved 100% identification accuracy. The
experimental results proved the fact that our 3D-CNN is efficient in classifying the
view angle from gait videos. Table 5.9 illustrates our test result.

5.4.1 Comparison with the State-of-the-art Methods on Multi-View
Gait Recognition

To evaluate the performance of our proposed two-stage network, we compare it with the
recent state-of-the-art multi-view gait recognition methods such as Dupuis et al. [78],
Isaac et al. [79], and VI-MGR [80] on all three probe sets of CASIA B dataset. The
comparison, as illustrated in Table 5.10 and Figure 5.5, shows that the proposed method
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Table 5.8: Comparison of our proposed method with the previous best results of cross-
view gait recognition at different probe angles of CASIA B dataset by CCR(%).

Probe View Gallery View CNN CMCC GEI-SVR Proposed

0◦
18◦ 95.0 85.0 84.0 97.0
36◦ 73.5 47.0 45.0 80.0

54◦

18◦ 91.5 65.0 64.0 83.0
36◦ 98.5 97.0 95.0 100.0
72◦ 98.5 95.0 93.0 100.0
90◦ 93.0 63.0 59.0 83.0

90◦

54◦ – 66.0 63.0 84.0
72◦ 99.5 96.0 95.0 96.0
108◦ 99.5 95.0 95.0 95.0
126◦ – 68.0 65.0 71.0

126◦

90◦ 92.0 78.0 78.0 76.0
108◦ 99.0 98.0 98.0 92.0
144◦ 97.0 98.0 98.0 96.0
162◦ 83.0 75.0 74.0 77.0

Probe Angles
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Figure 5.5: Comparison on average recognition rates (%) with other state-of-the-art
methods in multi-view gait recognition.
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Table 5.9: View angle identification rate (%) of the proposed 3D-CNN network on
CASIA B dataset.

View angle 0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦

Rate(%) 100 100 100 100 100 100 100 100 100 100 100

Table 5.10: Comparison with other state-of-the-art methods on all probe sets of CASIA
B dataset in multi-view gait recognition.

Methods 0◦ 18◦ 36◦ 54◦ 72◦ 90◦ 108◦ 126◦ 144◦ 162◦ 180◦

N
or

m
al

Dupuis 97.2 99.6 97.2 96.3 98.8 98.4 97.1 97.6 97.14 93.0 96.0

VI-MGR 100.0 99.0 100.0 99.0 100.0 100.0 99.0 99.0 100.0 100.0 99.0

Isaac 98.5 99.0 99.0 97.0 97.5 96.0 95.0 97.5 94.0 93.9 99.0

Proposed 100.0 100.0 100.0 100.0 100.0 98.4 100.0 100.0 100.0 98.4 96.8

B
ag

Dupuis 73.2 74.1 74.7 76.3 78.5 75.8 76.3 76.7 73.4 73.2 74.6

VI-MGR 93.0 89.0 89.0 90.0 77.0 80.0 82.0 84.0 92.0 93.0 89.0

Isaac 95.0 98.5 96.5 96.0 97.5 93.5 93.5 94.0 92.5 91.3 94.4

Proposed 100 100 100 100 98.39 96.77 96.77 98.39 98.39 95.16 91.93

C
oa

t

Dupuis 81.64 87.39 86.29 84.34 89.96 91.86 89.50 85.04 72.24 78.40 82.70

VI-MGR 67.0 56.0 70.0 80.0 71.0 75.0 77.0 75.0 65.0 64.0 66.0

Isaac 97.0 99.5 97.5 94.0 88.0 90.5 89.5 94.5 92.0 91.3 94.0

Proposed 81.52 82.11 83.58 85.48 84.46 83.72 83.28 84.16 83.58 80.65 78.45

exceeds the previous best in result all three probe sets by a significant margin. It out-
performs other on 8 of total 11 view angles of the CASIA B dataset.



Chapter 6

Conclusions

6.1 Conclusions

In this thesis, a novel feature extraction technique has been proposed from 2D hu-
man pose estimation to find the effective and discriminative gait features for robust
gait recognition. We also presented a novel RNN architecture which is much simpler
and computationally inexpensive compared to the existing architectures proposed in the
literature. The resulting model, thus, is very fast to train yet powerful enough to learn
the robust gait representation in a low-dimensional feature domain. We also propose a
two-stage network for multi-view gait recognition in which we first identify the walk-
ing direction using a 3D convolutional network and then performs subject recognition
using a temporal network trained on that view angle.

Again, we considered human pose information to extract gait feature for our network
because it not only has rich gait representation capacity but also shows robustness to-
ward the variation of carrying and clothing condition. We also employed several effec-
tive strategies in addressing the missing joint information in pose information due to
occlusion or left-right body part mixing.

The effectiveness of our proposed method has been demonstrated through extensive
experiments on two public benchmark datasets: the CASIA A and CASIA B gait
dataset. Our method achieved state-of-the-art performance on these two challenging
gait datasets in both single-view and cross-view gait recognition. Besides that our
method is far simpler and efficient in terms of time and space compared to other meth-
ods proposed in the literature. Again, in multi-view gait recognition, our method out-
performs other architecture at a significant margin.

64
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6.2 Future Prospects of Our Work

The limitations of the proposed solution have indicated the following areas as recom-
mendations for future work:

• In this work, our algorithm suffers badly especially in cross-view gait recogni-
tion for the poor performance of pose estimation algorithms. We often got errors
while modeling the pose sequence for the missing joint information in pose infor-
mation due to occlusion or left-right body part mixing. So, in the future, we will
employ a more accurate pose estimation algorithm that can improve the recogni-
tion rate greatly especially in a large view variation. Thus, it will further boost
our performance and lead us to achieve state-of-the-performance in cross-view
gait recognition.

• In this research, we have employed 2D human body skeleton information to ex-
tract discriminative gait features for improved gait recognition as it is invariant to
the change in clothing and carrying conditions. Conversely, in the future, we will
employ 3D skeleton information as it is inherently robust to view variation and
can be predicted accurately from one single RGB image.

• We, in this work, introduce a novel 50-dimensional discriminative gait feature
vector that outperformed other state-of-the-art algorithms in single-view gait recog-
nition. However, it doesn’t outperform other algorithms in cross-view setup some
of these spatio-temporal extracted features aren’t view-invariant. So, in the future,
we will devise a technique that can efficiently and progressively translate the pose
coordinates from any arbitrary view to a more common canonical view without
losing any temporal information.

• Again, in this research, we introduce a two-stage network for multi-view gait
recognition in which we first identify the walking direction using a 3D convolu-
tional network and then performs subject recognition using a RNN-based classi-
fier. In the future, as an improvement, we will employ a single uniform model that
doesn’t require any prior estimation of the view angle or other type of covariate
variations to perform gait recognition in any view setup.

• Using a larger dataset containing thousands of subjects will help us to develop a
more stable network suitable for practical applications like real-time surveillance.
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6.3 Publications Resulting From The Thesis

Journal Articles

• Md Mahedi Hasan, and Hossen Mustafa: “Multi-level Features Fusion for Robust
Pose-based Gait Recognition using RNN,” International Journal of Computer Sci-
ence and Information Security, Pittsburgh, PA, USA, Volume 18 No. 1, Jan 2020.

• Md Mahedi Hasan, and Hossen Mustafa: “Learning View-Invariant Features us-
ing Stacked Autoencoder for Skeleton-Based Gait Recognition,” IET Computer

Vision (under review).
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[49] K. Cho, B. van Merriënboer, C. Gulcehre, D. Bahdanau, F. Bougares, and et al.,
“Learning phrase representations using rnn encoderdecoder for statistical machine
translation,” in Conference on Empirical Methods in Natural Language Process-

ing (EMNLP). Doha, Qatar, 2014, pp. 1724–1734.

[50] J. Chung, C. Gulcehre, K. Cho, and Y. Bengio, “Empirical evaluation of gated
recurrent neural networks on sequence modeling,” in NIPS 2014 Workshop on

Deep Learning, December, December 2014.

[51] M. Schuster and K. K. Paliwal, “Bidirectional recurrent neural networks,” IEEE

Trans. on Signal Proces., vol. 45, no. 11, pp. 2673 – 2681, 1997.

[52] A. Graves, M. Liwicki, H. Bunke, J. Schmidhuber, and S. Fernndez, “Uncon-
strained on-line handwriting recognition with recurrent neural networks,” in Ad-

vances in neural information processing systems, 2008, pp. 577–584.

[53] N. Srivastava, G. E. Hinton, A. Krizhevsky, I. Sutskever, and R. Salakhutdinov,
“Dropout: A simple way to prevent neural networks from overfitting,” Journal of

Machine Learning Research, vol. 15, pp. 1929–1958, 2014.



BIBLIOGRAPHY 72

[54] A. Hernndez-Garca and P. Knig, “Data augmentation instead of explicit regular-
ization,” arXiv preprint arXiv:1806.03852, 2018.

[55] I. J. Goodfellow, Y. Bengio, and A. Courville, Deep Learning. Cambridge, MA,
USA: MIT Press, 2016.

[56] S. Ioffe and C. Szegedy, “Batch normalization: Accelerating deep network train-
ing by reducing internal covariate shift,” in Int. Conf. on Machine Learning. Lille,
France, 2015, pp. 448 – 456.

[57] E. Marchand, H. Uchiyama, and F. Spindler, “Pose estimation for augmented
reality: A hands-on survey,” IEEE Transactions on Visualization and Computer

Graphics, vol. 22, no. 12, pp. 2633 – 2651, December 2016.

[58] S.-R. Ke, L. Zhu, J.-N. Hwang, H.-I. Pai, K.-M. Lan, and C.-P. Liao, “Real-time 3d
human pose estimation from monocular view with applications to event detection
and video gaming,” in 7th IEEE International Conference on Advanced Video and

Signal Based Surveillance. Boston, MA, USA, 2010, pp. 489–496.

[59] D. Cunado, M. S. Nixon, and J. N. Carter, “Using gait as a biometric, via phase-
weighted magnitude spectra,” in Int. Conf. on Audio-and Video-Based Biometric

Person Authentication. Berlin, Heidelberg, 1997, pp. 93–102.

[60] L. Wang, H. Ning, T. Tan, and W. Hu, “Fusion of static and dynamic body bio-
metrics for gait recognition,” IEEE Trans. Circuits Syst. Video Technol., vol. 14,
no. 2, pp. 149–158, March 2004.

[61] R. Araujo, G. Graa, and V. Andersson, “Towards skeleton biometric identification
using the microsoft kinect sensor,” in ACM Symposium on Applied Computing.
Coimbra, Portugal, 2013, pp. 21–26.

[62] A. Graves and J. Schmidhuber, “Framewise phoneme classification with bidirec-
tional lstm and other neural network architectures,” Neural Networks, vol. 18, no.
5-6, pp. 602–610, 2005.

[63] Y. Wen, K. Zhang, Z. Li, and Y. Qiao, “A discriminative feature learning approach
for deep face recognition,” in European Conf. on Computer Vision, 2016, pp. 499
– 515.

[64] D. P. Kingma and J. Ba, “Adam: A method for stochastic optimization,” in 3rd Int.

Conf. on Learning Representations. San, Diego, 2015.



BIBLIOGRAPHY 73

[65] F. Chollet. (2015) Keras. [Online]. Available: https://github.com/keras-team/
keras/

[66] OpenCV. (2015) Open source computer vision library. [Online]. Available:
https://github.com/opencv/opencv

[67] J. Redmon and A. Farhadi, “Yolov3: An incremental improvement,” arXiv

preprint arXiv:1804.02767, 2018.

[68] M. Hofmann, J. Geiger, S. Bachmann, B. Schuller, and G. Rigoll, “The tum gait
from audio, image and depth (gaid) database: Multimodal recognition of subjects
and traits,” Journal of Visual Com. and Image Representation, vol. 25, no. 1, pp.
195–206, January 2014.

[69] T. Noriko, Y. Makihara, D. Muramatsu, T. Echigo, and Y. Yagi, “Multi-view large
population gait dataset and its performance evaluation for cross-view gait recog-
nition,” IPSJ Trans. on Computer Vision and Applications, vol. 10, no. 1, p. 4,
February 2018.

[70] L. Wang, T. Tieniu, W. Hu, and H. Ning, “Automatic gait recognition based on
statistical shape analysis,” IEEE Trans. on Image Process., vol. 12, no. 9, pp. 1120
– 1131, September 2003.

[71] M. Goffredo, J. N. Carter, and M. S. Nixon, “Front-view gait recognition,” in
Biometrics: Theory, Applications and Systems. Arlington, VA, USA, 2008, pp.
1 – 6.

[72] D. Liu, M. Ye, X. Li, F. Zhang, and L. Lin, “Memory-based gait recognition,” in
British Machine Vision Conf. BMVA Press, 2016, pp. 82.1 – 82.12.

[73] V. C. de Lima and W. R. Schwartz, “Gait recognition using pose estimation and
signal processing,” in Iberoamerican Congress on Pattern Recognition. BMVA
Press, 2019, pp. 719 – 728.

[74] W. Kusakunniran, Q. Wu, H. Li, and J. Zhang, “Automatic gait recognition using
weighted binary pattern on video,” in Sixth IEEE International Conference on

Advanced Video and Signal Based Surveillance. Genova, Italy, 2009, pp. 49 –
54.

[75] S. Yu, H. Chen, Q. Wang, L. Shen, and Y. Huang, “Invariant feature extraction for
gait recognition using only one uniform model,” Neurocomputing, vol. 239, no. C,
pp. 81 – 93, May 2017.

https://github.com/keras-team/keras/
https://github.com/keras-team/keras/
https://github.com/opencv/opencv


BIBLIOGRAPHY 74

[76] W. Kusakunniran, Q. Wu, J. Zhang, H. Li, and L. Wang, “Recognizing gaits across
views through correlated motion co-clustering,” IEEE Trans. on Image Process.,
vol. 23, no. 2, pp. 696 – 709, February 2014.

[77] W. Kusakunniran, Q. Wu, J. Zhang, and H. Li, “Support vector regression for
multi-view gait recognition based on local motion feature selection,” in IEEE

Computer Society Conf. on Computer Vision and Pattern Recognition. San Fran-
cisco, CA, USA, 2010, pp. 974 – 981.

[78] Y. Dupuis, S. Xavier, and V. Pascal, “Feature subset selection applied to model-
free gait recognition,” Image and Vision Computing, vol. 31, no. 8, pp. 580 – 591,
2013.

[79] E. R. Isaac, S. Elias, S. Rajagopalan, and K. S. Easwarakumar, “View-invariant
gait recognition through genetic template segmentation,” IEEE Signal Process.

Letters, vol. 24, no. 8, pp. 1188 – 1192, June 2017.

[80] S. D. Choudhury and T. Tjahjadi, “Robust view-invariant multiscale gait recogni-
tion,” Pattern Recognition, vol. 48, no. 3, pp. 798 – 811, March 2015.


