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Abstract

Principal Component Analysis (PCA) is a widely popular technique for reducing
the dimensionality of a dataset. Interestingly, when dimensions of the dataset
grow too large, existing state-of-the-art methods for PCA face scalability issue due
to the explosion of intermediate data. Moreover, in a geographically distributed
environment where most of today’s data are originally generated, these methods
require unnecessary data transmissions as they apply centralized algorithms for
PCA and thus are proven to be inefficient. To solve these problems, we take
advantage of the zero-noise-limit Probabilistic PCA model, which provably outputs
the correct principal components, and introduce a block-division method for it in
order to suppress the explosion of intermediate data efficiently. We employ several
optimization ideas such as mean propagation for preserving sparsity, dynamic
tuning of the number of blocks to automatically adjust to large dimensions, etc.
Additionally, in the geo-distributed environment, we propose a communication
efficient solution by reducing idle time, passing only the required parameters, and
choosing geographically ideal central datacenter for faster accumulation. We refer to
our algorithm as TallnWide. Our empirical evaluation with real datasets shows that
TallnWide can successfully handle significantly higher dimensional data (10×)
than existing methods, and offer up to 2.9× improvement in running time in
the geo-distributed environment compared to the conventional approaches. For
reproducibility and extensibility of our work, we make the source code of TallnWide
publicly available at https://github.com/tmadnan10/TallnWide.

x

https://github.com/tmadnan10/TallnWide


Chapter 1

Introduction

The frequency of data access at the users’ end has increased by a large amount for the past
few years. With such rapid generation, data that appear in many applications, such as social
networks [2], product ratings [3], web documents [4], etc., often become high-dimensional.
For researchers, however, big data brings new sets of challenges like how to efficiently and
effectively handle big data in commodity computers, how to apply conventional algorithms,
how to properly manage big data in distributed setting etc. Unfortunately, most of the machine
learning algorithms cannot operate with such a high number of dimensions [5–8]. In a nutshell,
to extract any meaningful insight from this big data, we need powerful tools to analyse it, elastic
frameworks to cope up with its sheer volume and most importantly we have to rethink and
redesign existing algorithms which are most suitable for smaller sized dataset and do not take
advantage of clusters. As Principal Component Analysis (PCA) is a widely used technique
for dimensionality reduction [9–12], it is often desirable to reduce the dimensions (number
of columns) of such higher-dimensional datasets using PCA to make it thin (lower number of
dimensions), and then apply other machine learning techniques on it. PCA can also be used for
lossy-data compression [13], feature extraction [14], and data visualization [15].

1.1 Underlying Challenges

There are several state-of-the-art libraries that offer PCA for distributed clusters, namely:
Mahout [16], MLlib [17], sPCA [18], and sSketch [19]. However, PCA algorithms implemented
in these libraries are not suitable when dimensions (columns) of data grow proportionately with
the number of data samples (rows). For example, Twitter Network [2] presents a dataset of 50M

users’ followers, which is a 50M × 50M matrix (dimension, D = 50M ). These data are quite
large concerning both rows (tall) and columns (wide). We refer to such data as tall and wide big

data. If we run sPCA or Mahout-PCA on it, for computing the first 100 principal components, it
takes over 37.25GB of memory per worker node to store the parameter alone (by parameter,

1



1.2. THESIS OBJECTIVES AND OUR CONTRIBUTION 2

we mainly indicate the principal components or subspace). For MLlib-PCA the situation is much
worse. Even for D = 100K, the parameter takes roughly 74.50GB of memory per worker
node. sSketch-PCA can provide good scalability up to a certain extent, and even then, it faces
memory overflow error for datasets with significantly larger dimensions (failed for D ≈ 10M ).
In summary, current techniques face out-of-memory error, and to the best of our knowledge,
there is no existing solution.

On top of data being tall and wide, they are often geographically distributed as almost all the
companies (e.g. Twitter, Facebook, etc.) store information in multiple geographic locations to
ensure privacy and low latency at the users’ end [20–23]. In this setting, we do not have a global
view of such distributed data. Therefore, even if we deal with datasets with relatively smaller
dimensions for which the parameter fits in the memory, we still need to gather partial datasets
that are spread across different geographic locations and run existing methods on this centralized
data [20, 24, 25]. Communication over regions is expensive, and some countries even prohibit
passing raw data across national borders [22, 23].

1.2 Thesis Objectives and Our Contribution

Under these circumstances, at present, we need an analytic method that is capable of 1) handling
tall and wide big data, and 2) performing a communication-efficient calculation in the geo-
distributed environment. In this work, we propose solutions for each of the cases and present a
highly scalable algorithm, namely TallnWide, for computing PCA. Our main contributions are as
follows:

• To manage tall and wide data, we need a solution that can scale up for any arbitrarily
large number of dimensions and mitigate the memory overflow error. Block-division is
a right candidate solution for such a problem as it allows the computation to get divided
into manageable blocks. However, not all techniques of PCA allow computation to be
divided into multiple partitions/blocks. Also, dividing the computation is non-trivial
because of the interlinked dependencies between matrices and various steps of matrix
operations. To solve these challenges, firstly, we identify a variant (zero-noise-limit) of
Probabilistic PCA (PPCA) [26], which has a much simpler dependency graph compared
to conventional PPCA and can produce results in fewer steps. Because of its simplicity, it
also allows the computation to be easily divided into multiple blocks. In this work, we
propose a block-division algorithm for it to scale up PCA for any arbitrarily large number
of dimensions and mitigate the memory overflow error. To the best of our knowledge, we
are the first to give such a method for PCA.

• For a communication-efficient solution in the geo-distributed environment, we propose
a scheme that seeks to minimize idle times in computation and avoid bottlenecks of
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communication by transmitting only the required parameters, and not the raw data. Also,
we give a formula that can choose a geographically ideal central datacenter (DC) for
faster accumulation (a central DC is needed to gather partial results from all DCs to
produce the final result and transmit it back). Such a scheme saves both computation
and communication costs by a significant margin. We refer to the whole algorithm as
TallnWide.

• For implementing TallnWide, we consider the popular memory-based distributed
framework, Spark [27]. We consider various optimization and effective ideas like tuning the
number of blocks dynamically and employing efficient accumulation strategy. Moreover,
similar to [18] and [19], we also propagate the mean for sparsity preservation. We run
extensive experiments with four real large datasets with varying sizes and values in both
geo-distributed (a cluster of DCs from three different regions) and local environments (each
DC as a cluster). Our experiment shows that TallnWide is well capable of handling tall
and wide big data in a datacenter with commodity computing hardware and can complete
execution on datasets with dimensions as high as 50M while existing methods fail to
run on datasets where dimensions reach to 10M. Additionally, in the geo-distributed
environment, our approach offers up to 2.9× improvement in running time in contrast to
other alternatives.

1.3 Organization

The rest of the book is organized as follows. In the following Chapter 2, we discuss the primary
motivations for proposing TallnWide in details. In Chapter 3, we discussed the basic terms
and notations related to our study. In Chapter 4, we discussed the significance of PCA in
data analytics and introduce a brief technical background of existing PCA methods. Chapter 5
discusses state-of-the-art implementations of these methods. We also point out their limitations
briefly. We present the design of our proposed TallnWide in Chapter 6 and the algorithm with its
complexity analysis is presented in Chapter 7. Chapter 8 shows our experimental setup, while
Chapter 9 illustrates the evaluation. Finally, Chapter 10 concludes the thesis.



Chapter 2

Motivation

As mentioned in the introduction, there are two main problems which motivate us to propose
an efficient solution for PCA. The first one is the ever-increasing number of dimensions of
data, which also makes it very sparse. This requires an algorithm which can handle an arbitrary
number of dimensions and preserve sparsity at the same time. The second one is dataset being by
born geographically distributed, which requires a communication efficient solution. We discuss
both of them below with illustrative examples and use-cases.

2.1 High Dimensionality with Sparsity

With the increasing rate of data generation, the number of features, i.e. attributes per data sample
has also been increasing by a large scale during the last decade. This results in the data to be very
high dimensional, which eventually contributes to the increment of data sparsity. As we already
mentioned, a wide range of fields such as social network [2], health sector [4], e-commerce [3],
bio-metric , industries, etc. are often generating high dimensional and consequently sparse data.

As an illustrative example, let us consider the user-item interaction matrix, which is a crucial part
of building a recommender system in various web platforms. In a user-item interaction matrix,
each row denotes a new user, and each column denotes a new item. Typically, for any web
service, such as large e-commerce systems, both the number of users and items are in millions,
and both increase as the system sees a new user or adds a new item to inventory. However, each
user interacts with only a few items resulting in a very sparse matrix. For instance, Amazon
product data provided by [3] has 21M users’ ratings on a total of 9.8M products. However,
99.99% of this dataset is sparse as most of the users rate only a few items (more details on this
dataset is provided in subsection 8.3).

This example shows how dimensions of data can proliferate and how sparsity of the overall
dataset can increase along with it. Therefore, efficient data analytic techniques need to be well
capable of dealing with the sparsity and higher dimensionality of big data.

4
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2.2 PCA on Geo-Distributed Datasets

Nowadays, data are by born geographically distributed, which has evolved the requirement of
developing a geo-distributed or federated learning technique. The main principle of federated
learning is simple: learn a shared model across multiple decentralized servers storing local
datapoints, without exchanging them. This technique not only allows us to build a robust
model with data from multiple sources but also ensures critical issues such as data privacy and
security. There are many use-cases for such federated learning in various fields such as healthcare
systems [28, 29], Financial Services Industry (FSI) [30–32], IoT, telecommunications [33, 34],
etc.

For example, in the field of the healthcare systems, one significant usefulness of geo-distributed
learning is to develop an analytical tool for measuring the effectiveness of particular treatments
against groups of people all around the world. The target of such analysis is to identify the
characteristic properties in patients demonstrating better and lower response. A similar analysis
can be carried out in order to identify adverse drug reactions on the patients located at different
geographic locations [28] or to extract significant insights from geo-distributed healthcare
dataset [29]. With the help of geo-distributed data analytics, this kind of global benchmarking
can analyze the patients’ data at a location close to the collection spot within the geographic
boundaries defined by regulatory compliance. Similar use-cases exist for Financial Services
Industry (FSI) to preserve the security of the raw data [31] or to detect fraudulent activities [32].

As federated learning is an important and sometimes the only technique for geo-distributed data,
over the years, it has caught the researchers’ attention to reduce communication requirements
[35, 36], or ensure robustness to differential privacy attacks [37]. Currently, a good number of
federated machine learning tools are already available [21, 22, 38]. Additionally, to meet the new
challenges for running machine learning algorithms, and to provide a generalized framework
for running the machine learning tools in a federated setup, Gaia [39] and TernGrad [40] were
proposed. However, most of these available machine learning tools and frameworks are not
suitable to operate on datasets with significantly higher dimensionality [5–8]. Therefore, when it
comes to reducing the dimensionality of the data into a manageable one or perform any other
pre-processing steps such as feature extraction [14], lossy-data compression [13], and data
visualization [15], etc. in such a geo-distributed environment, the requirement of a federated
PCA is certain.

Nevertheless, to the best of our knowledge, in such federated setup described above, there is
no implementation of PCA, and out of the necessity, we focus on proposing a communication
efficient solution for federated PCA. We discuss more related works in geo-distributed analytics
in section 5.5.



Chapter 3

Preliminaries

3.1 Big Data

Big Data is a term for voluminous amounts of data that has the potential to be mined for
information. Big data can be analyzed for insights that lead to better decisions. Big Data is
characterized by three main factors: the extremely large volume of data, the wide variety of data
types and the velocity at which the data must be processed.

Such voluminous data can come from countless different sources such as business sales records,
the collected results of scientific experiments of real-time sensors used in the internet of things
(IoT).

Data may exist in wide variety of types, including structured data, such as SQL database stores,
as well as unstructured data such as document files or streaming data from sensors. Big data of
different types and from different sources may be used together during analysis.

Principal Component Analysis (PCA), which is the main focus of our thesis, is considered as a
pre-processing step in Big Data Analytic. It reveals the relations between the different dimensions
of data and allows a reduction in dimensionality of the data via low rank approximation.

3.2 Data Analysis

According to [41] Data analysis, also known as analysis of data or data analytics, is a process
of inspecting, cleansing, transforming, and modeling data with the goal of discovering useful
information, suggesting conclusions, and supporting decision-making. Data analysis has multiple
facets and approaches, encompassing diverse techniques under a variety of names, in different
business, science, and social science domains.

Data mining is a particular data analysis technique that focuses on modeling and knowledge
discovery for predictive rather than purely descriptive purposes, while business intelligence

6
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covers data analysis that relies heavily on aggregation, focusing on business information [30, 32].
In statistical applications data analysis can be divided into descriptive statistics, exploratory data
analysis (EDA), and confirmatory data analysis (CDA). EDA focuses on discovering new features
in the data and CDA on confirming or falsifying existing hypotheses. Predictive analytics focuses
on application of statistical models for predictive forecasting or classification, while text analytics
applies statistical, linguistic, and structural techniques to extract and classify information from
textual sources, a species of unstructured data. All are varieties of data analysis.

3.3 Data Analysis Approaches

Under these circumstances, we can see that in case of extracting some information from
the existing data, we may have to cover a good number of data centers located at different
geographical area. This has given the introduction of a new data analysis approach, “Distributed
Data Analysis”. Therefore, we get the idea of two approaches of data analysis.

3.3.1 Centralized Approach

The centralized approach to data analysis from distributed data centers is to centralize them first.
As shown in Figure 3.1, this involves two different steps:

1. Centralizing step Data from various data centers are copied into a single data center. It
involves recreation of data of all data centers in one location.

2. Analysis Step Process of extracting the necessary information from the centralized data
takes place in that single data center. Here traditional intra data center technology is
sufficient for the analysis purpose.

Figure 3.1: Centralized Approach

This centralized approach is predominant in most practical settings. There are mainly two reasons
behind its popularity.
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1. There are lots of frameworks that have already been established for centralized learning
approach. That is why centralizing the data is the easiest way to reuse existing data analysis
frameworks [42–44]

2. Learning algorithms are highly communication intensive. Thus, it is assumed that they
will not be properly responsive to cross data center execution.

For these reasons, this centralized approach is consistent with reports on the infrastructures of
other large organizations, such as Facebook [25], Twitter [2], and LinkedIn [24].

However, the centralized approach has two shortcomings.

1. While making multiple copy of data at the central data center, it consumes a good amounts
of inter data center bandwidth. Since inter data center bandwidth is expensive, it is not
easy to increase it according to the necessity [22, 45–47].

2. While creating copy of data, it may be a case that data is crossing national borders.
However, in current workd data sovereignty is a growing concern that might create a big
limitation in this aspect [48].

3.3.2 Distributed Approach

In the distributed approach, raw data is kept in their corresponding data centers. Every data
center does a portion of the execution that is only on the data of that data center. The final
analysis takes pales by passing small amount of information among the data centers.

Figure 3.2: Distributed Approach

So according to Figure 3.2, we can see this approach includes three steps:
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1. Local Computation Whenever the command of starting of any learning process is issued
every data center start a partial computation on its own data. They create necessary high
level information on data that will be needed in the final computation.

2. Parameter Passing Data centers communicate among themselves and share valuable
information.

3. Final Computation By integrating the partial results data centers make the final
computational model.

In this way distributed solutions can achieve much lower cross data centers bandwidth utilization,
and thus substantially lower cost for large-scale analysis tasks. As the current world has got a
concern about ‘Big Data’ and ‘Data Sovereignty’, the distributed approach seems to be more
efficient.

3.4 Geo Distributed Data

Over the year concept about data has changed a lot. Only few years ago data were generated
locally and computation was done locally also. But now data are generated over the whole
world [20–23]. Data are not bound to locality.

Data are by born geographically distributed over the world. That’s why nowadays geo distributed
analysis is being popular. Data are not gathered in one place rather algorithms are being designed
to run over the geo-distributed data.

3.5 Data Sovereignty

Data sovereignty is the concept that information which has been converted and stored in binary
digital form is subject to the laws of the country in which it is located [22, 23].

Many of the current concerns that surround data sovereignty relate to enforcing privacy
regulations and preventing data that is stored in a foreign country from being subpoenaed
by the host country’s government.

The wide-spread adoption of cloud computing services, as well as new approaches to data storage
including object storage, have broken down traditional geopolitical barriers more than ever before.
In response, many countries have regulated new compliance requirements by amending their
current laws or enacting new legislation that requires customer data to be kept within the country
the customer resides.

Verifying that data exists only at allowed locations can be difficult. It requires the cloud customer
to trust that their cloud provider is completely honest and open about where their servers are
hosted and adhere strictly to service level agreements (SLAs).
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3.6 Data Cluster and Cluster Computing

A cluster is a system comprising two or more computers or systems (called nodes) which
work together to execute a particular task. They are usually deployed for High Availability
(HA) [49, 50] for greater reliability and High performance Computing (HPC) [51–53] to provide
greater computational power than a single computer can provide.

The components of a cluster are usually connected to each other through fast local area
networks (LANs), with each node running its own instance of an operating system (OS). In most
circumstance, all of the nodes use the same hardware and the same OS, although it is possible to
user different OS and/or different hardware on each computer.

3.6.1 Advantages

Cluster computing provides the following important advantages.

1. Cluster computing is mainly a scalable solution. Resources may be removed or new
resources may be added to clusters after the system has already been deployed. They can
scale to very large and complex systems with large computing power, not possible with
single computers. Also, each of the machines in a cluster can be a complete system, usable
for a wide range of other computing applications.

2. Clustering solutions are more fault tolerant. If one of the servers in the system stops
working, other servers in the cluster can take the load. If a server in the cluster needs any
maintenance, it can be done by stopping it while handing the load over to other servers.

3. Clusters are more cost effective. A cluster will cost much less than a single computer of
comparable speed and availability.

3.6.2 Disadvantages

Unfortunately, clustering suffers from some limitations as well:

1. As clusters consist of many computers running in parallel, it is obvious that these systems
are only efficient in carrying out a specific task if the task can be separated into smaller
subtasks that can be completed in parallel. This may not always be possible.

2. The network hardware used to communicate typically has low bandwidth and high latency
(as compared to the link between the different processors in a single computer) and this
communication complexity usually acts as the bottleneck during execution of a task. Thus,
algorithms are required to be designed to run on distributed settings and must be optimized
to reduce communication between nodes which may be tough to do.
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3. Clusters can become very large and complex, and the maintenance of these large and
complex systems could be quite expensive.

3.7 Data Parallelism

Data parallelism is a form of parallelization across multiple processors in parallel computing
environments. It focuses on distributing the data across different nodes, which operate on the data
in parallel. It can be applied on regular data structures like arrays and matrices by working on
each element in parallel. It contrasts to task parallelism as another form of parallelism [54–56].

A data parallel job on an array of ‘n’ elements can be divided equally among all the processors.
Let us assume we want to sum all the elements of the given array and the time for a single
addition operation is Ta time units. In the case of sequential execution, the time taken by the
process will be n ∗ Ta time units as it sums up all the elements of an array. On the other hand,
if we execute this job as a data parallel job on 4 processors the time taken would reduce to
(n/4) ∗ Ta + Merging overhead time units. Parallel execution results in a speed up of 4 over
sequential execution. One important thing to note is that the locality of data references plays an
important part in evaluating the performance of a data parallel programming model. Locality of
data depends on the memory accesses performed by the program as well as the size of the cache.

3.8 Model Parallelism

Data Parallelism and Model Parallelism are different ways of distributing an algorithm. These
are often used in the context of machine learning algorithms that use stochastic gradient descent
to learn some model parameters [57].

In model parallelism algorithm sends the same data to all the cores. Each core is responsible for
estimating different parameter(s). Cores then exchange their estimate(s) with each other to come
up with the right estimate for all the parameters.

Figure 3.3 shows a basic visualization of data and model parallelism.

3.9 TensorFlow

TensorFlow [58] is an open source software library for numerical computation using data flow
graphs. As we have used the concept of model parallelism and data parallelism in our geo
distributed algorithm, so it is important. Because in TensorFlow architecture both the model
parallelism and data parallelism have been used.

The flexible architecture of TensorFlow allows to deploy computation to one or more CPUs
or GPUs in a desktop, server, or mobile device with a single API. TensorFlow was originally
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Figure 3.3: Data and Model Parallelism

developed by researchers and engineers working on the Google Brain Team within Google’s
Machine Intelligence research organization for the purpose of conducting machine learning and
deep neural networks research, but the system is general enough to be applicable in wide variety
of other domains as well.

3.10 Hadoop Cluster

Hadoop [59] is an open source software framework built on two technologies, Linux operation
system and Java programming language. It supports the processing and storage of extremely
large data sets in a cluster computing environment. It is part of the Apache project sponsored by
the Apache Software Foundation.

All the modules in Hadoop are designed with the assumption that hardware failures are common
occurrences and should be automatically handled by the framework.

3.11 Hadoop MapReduce

MapReduce [60] is the heart of Hadoop. MapReduce is a processing technique and a
programming paradigm for distributed computing based on Java. It allows for massive scalability
across hundreds or thousands of servers in a Hadoop cluster.

The MapReduce algorithm consists of two important tasks, namely Map and Reduce. Map takes
a set of data and converts it into another set of data, where individual elements are broken down
into tuples (key-value-pairs). Reduce takes the output from a map as an input and combines
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those data tuples into smaller set of tuples. As the sequence of the name MapReduce implies, the
reduce task is always performed after the map job.

During a MapReduce job, Hadoop assigns the Map and Reduce tasks to the appropriate serves in
the cluster. The framework manages all the details of data passing such as issuing tasks, verifying
task completion, and copying data around the cluster between the nodes.

Most of the computing takes place on nodes with data on local disks that reduces the network
traffic.

After completion of the given tasks, the cluster collects and reduces the data to form an
appropriate result, and sends it back to the Hadoop server.

3.12 Spark Cluster

Spark [61] is an open source processing engine that provides scalable, massively parallel, in-
memory execution environment for running analytics applications. It can be thought as an
in-memory layer that sits above multiple data stores, where data can be loaded into memory and
analyzed in parallel across a cluster.

Much like MapReduce, Spark works to distribute data across a cluster, and process that data in
parallel. But unlike MapReduce - which shuffles files around on disk - Spark works in memory,
making it much faster at processing data than MapReduce.

Spark includes rebuilt machine-learning algorithms and graph analysis algorithms that are
especially written to execute in parallel and in memory. It also supports interactive SQL
processing of queries and real-time streaming analytics.

Spark provides programmers with an application programming interface (API) centered on a
data structure called the resilient distributed dataset (RDD), a read-only multiset of data items
distributed over a cluster of machines, that is maintained in a fault-tolerant way. The availability
of RDDs facilitates the implementation of both iterative algorithms, that visit their dataset
multiple times in a loop, and exploratory data analysis (the repeated database-style querying
of data). It should be noted that we also choose Spark as the distributed framework in order to
implement our proposed algorithm, TallnWide.

3.13 Dimensionality Reduction

Real-world data, such as speech signals, digital photographs, or fMRI scans, usually has a high
dimesionality. In order to handle such real-world data adequately, its dimensionality needs
to be reduced. Dimensionality reduction is the transformation of high-dimensional data into
a meaningful representation of reduced dimensionality. Ideally, the reduced representation
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should have a dimensionality that corresponds to the intrinsic dimensionality of the data. The
intrinsic dimensionality of data is the minimum number of parameters needed to account for
the observed properties of the data. The problem of (nonlinear) dimensionality reduction can
be defined as follows. Assume we have a dataset represented in a n×D matrixX consisting
of n datavectors xi(i ∈ 1, 2, ..., n) with dimensionality D. Assume further that this dataset has
intrinsic dimensionality d (where d < D, and often d � D). Note that, PCA is one of most
widely used technique to reduce the dimensionality of higher dimensional datasets.

3.14 Vector Norms

A norm is a function ||.|| : V → R which satisfies

(I) ‖ x ‖≥ 0,∀x ∈ V and ‖ x ‖= 0⇐⇒ x = 0

(II) ‖ x+ y ‖≤‖ x ‖ + ‖ y ‖,∀x, y ∈ V

(III) ‖ λx ‖=‖ λ ‖‖ x ‖, for any scalar λ and ∀x ∈ V

Where V is known as the vector space. In words, these conditions require that (I) the norm of a
nonzero vector is strictly positive, (II) the norm of a vector sum does not exceed the sum of the
norms of its parts which is known as the triangle inequality, and (III) scaling a vector scales its
norm by the same amount. Thus, norms can be thought of as functions that define the size of a
vector.

3.15 p-Norm

p-Norm is a family of vector norms, denoted as ‖ . ‖p, given by:

‖ x ‖p = (
n∑
i=1

|xi|p)
1
p

The most widely used are the 1-norm, 2-norm (also known as Euclidean norm ), and∞− norm
( also known as sup-norm):

‖ x ‖1 =
n∑
i=1

|xi|

‖ x ‖2 =

√√√√ n∑
i=1

x2i

‖ x ‖∞ = max(|xi|)
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3.16 Frobenius Norm

This is a element-wise norm where the vector norm used is the 2-norm. Each entry of the matrix
is considered as a dimension of a vector and 2-norm of the resulting vector is calculated. So we
have,

‖ A ‖F =

√√√√ m∑
i=1

n∑
j=1

a2ij

which is equivalent to

‖ A ‖F=
√
tr(A ∗A) =

√
tr(AA∗)

where A is an m × n matrix, aij is the value in the i-th row and j-th column of A, A* is the
conjugate transpose of A, and tr(B) is the trace of B (the sum of its diagonal entries). Since
tr(AA*) is the sum of the eigenvalues of AA*, we have an alternative characterization of the
Frobenius norm:

‖ A ‖F =

√√√√ n∑
i=1

λi

3.17 Normal Distribution

In probability theory, the normal (or Gaussian) distribution is a very common continuous
probability distribution. Normal distributions are important in statistics and are often used in the
natural and social sciences to represent real-valued random variables whose distributions are not
known [62].

The normal distribution is useful because of the central limit theorem. In its most general
form, under some conditions (which include finite variance), it states that averages of samples
of observations of random variables independently drawn from independent distributions
converge in distribution to the normal, that is, become normally distributed when the number of
observations is sufficiently large. Physical quantities that are expected to be the sum of many
independent processes (such as measurement errors) often have distributions that are nearly
normal. Moreover, many results and methods (such as propagation of uncertainty and least
squares parameter fitting) can be derived analytically in explicit form when the relevant variables
are normally distributed.

The normal distribution is sometimes informally called the bell curve. However, many other
distributions are bell-shaped (such as the Cauchy, Student’s t, and logistic distributions). Even
the term Gaussian bell curve is ambiguous because it may be used to refer to some function
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defined in terms of the Gaussian function which is not a probability distribution because it is not
normalized in that it does not integrate to 1.

The probability density of the normal distribution is

f(x|µ, σ2) =
1√

2πσ2
e−

(x−µ)2

2σ2

Where:

• µ is the mean or expectation of the distribution (and also its median and mode).

• σ is the standard deviation.

• σ2 is the variance.

3.18 Matrix Diagonalization

Matrix diagonalization is the process of taking a square matrix and converting it into a special
type of matrix–a so-called diagonal matrix–that shares the same fundamental properties of the
underlying matrix. Matrix diagonalization is equivalent to transforming the underlying system
of equations into a special set of coordinate axes in which the matrix takes this canonical form.
Diagonalizing a matrix is also equivalent to finding the matrix’s eigenvalues, which turn out to
be precisely the entries of the diagonalized matrix. Similarly, the eigenvectors make up the new
set of axes corresponding to the diagonal matrix.

The remarkable relationship between a diagonalized matrix, eigenvalues, and eigenvectors
follows from the beautiful mathematical identity (the eigen decomposition) that a square matrix
A can be decomposed into the very special form

A = PDP−1

where P is a matrix composed of the eigenvectors of A, D is the diagonal matrix constructed
from the corresponding eigenvalues, and P−1 is the matrix inverse of P . According to the eigen
decomposition theorem, an initial matrix equation

AX = Y

can always be written

PDP−1X = Y

(at least as long as P is a square matrix), and premultiplying both sides by P−1 gives
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DP−1X = P−1Y .

Since the same linear transformation P−1 is being applied to both X and Y, solving the original
system is equivalent to solving the transformed system

DX ′ = Y ′

,

where X ′ = P−1X and Y ′ = P−1Y . This provides a way to canonicalize a system into the
simplest possible form, reduce the number of parameters from n× n for an arbitrary matrix to n
for a diagonal matrix, and obtain the characteristic properties of the initial matrix. This approach
arises frequently in physics and engineering, where the technique is oft used and extremely
powerful.

3.19 Expectation Maximization (EM) Algorithm

Maximum likelihood estimation [63] is an approach to density estimation for a dataset by
searching across probability distributions and their parameters.

It is a general and effective approach that underlies many machine learning algorithms, although
it requires that the training dataset is complete, e.g. all relevant interacting random variables are
present. Maximum likelihood becomes intractable if there are variables that interact with those
in the dataset but were hidden or not observed, so-called latent variables.

The expectation-maximization algorithm [64] is an approach for performing maximum likelihood
estimation in the presence of latent variables. It does this by first estimating the values for the
latent variables, then optimizing the model, then repeating these two steps until convergence.
It is an effective and general approach and is most commonly used for density estimation with
missing data, such as clustering algorithms like the Gaussian Mixture Model [65].

3.20 Stop Condition

In iterative algorithm like EM, main terminating condition considered is the change in desired
variable or objective function. For example in PPCA our desired variables are W and σ2. To
check convergence we can give tolerance limit as input. If magnitude of changes in desired
variable is less than our tolerance limit then we consider our algorithm has converged. But
this is not most effective when we want to know how much accuracy we have obtained after
convergence. Thus in many cases, error is checked after each iteration and algorithm is terminated
if error goes down our target limit.



Chapter 4

PCA as a Data Analytic Tool

Principal component analysis (PCA) is a statistical procedure that uses an orthogonal
transformation to convert a set of observations of possibly correlated variables into a set of
values of linearly uncorrelated variables called principal components [1, 66]. The number of
principal components is less than or equal to the smaller of the number of original variables or
the number of observations. This transformation is defined in such a way that the first principal
component has the largest possible variance and each succeeding component in turn has the
highest variance possible under the constraint that it is orthogonal to the preceding components.
As we can use PCA for dimensionality reduction, it can be used as a preprocessing step in many
machine learning algorithms that do not perform well with high-dimensional data. Therefore we
can easily realize that PCA is an excellent tool for big data analysis.

There are several ways to perform PCA [66,67]. Eigen Value Decomposition (EVD) of covariance
matrix and Singular Value Decomposition (SVD) are two basic and most common ways [1].
These methods usually perform better on small datasets on a single machine. But in distributed
settings and for big data, they introduce a new set of difficulties; they do not scale well to high
dimensional data and are inefficient in terms of computation and communication cost [68]. To
overcome these difficulties, two other methods, Stochastic SVD (SSVD) [69] and Probabilistic
PCA (PPCA) [70] are used in practice. But unlike the other methods to calculate principal
component (i.e. EVD of covariance matrix, SVD, SSVD), PPCA has two important advantages.
It has the ability of handling missing data and calculating probabilistic model to generate
synthesized data [26]. These features are best suited for big data as missing values are prevalent
in this case and a probabilistic model of the data will be more effective for analytical purposes.

In this chapter, we try to show in depth the various approaches of performing PCA with their
advantages and disadvantages.

18



4.1. ASSUMPTIONS INVOLVED IN PCA 19

4.1 Assumptions Involved in PCA

Mathematically, PCA is defined as on orthogonal linear transformation that transforms the data
to a new coordinate system such that the greatest variance by some projection of the data comes
to lie on the first coordinate (called the first principal component), the second greatest variance
on the second coordinate and so on. Therefore, the assumptions involved in PCA are:

1. Linearity
Linearity vastly simplifies the problem by restricting the set of potential bases. With this
assumption PCA is now limited to re-expressing the data as a linear combination of its
basis vectors that is, we need to find the appropriate change of basis.

2. Large variances have important structure
This assumption also encompasses the belief that the data has a high Signal-to-Noise Ratio

(SNR =
σ2
signal

σ2
noise

). Hence, principal components with larger associated variances represent

interesting structure, while those with lower variances represent noise. Note that this is a
strong, and sometimes, incorrect assumption.

3. Orthogonal PCs
This assumption provides an intuitive simplification that makes PCA soluble with linear
algebra decomposition techniques.

4.2 PCA and Change of Basis

The goal of principal component analysis is to identify the most meaningful basis to re-express
a data set. The hope is that this new basis will filter out the noise and reveal hidden structure.
Determining this fact allows an experimenter to discern which dynamics are important, redundant
or noise.

With this rigor we may now state more precisely what PCA asks: Is there another basis, which is

a linear combination of the original basis, that best re-expresses our data set?

LetX be the original data set, where each column is a single sample (or moment in time) of our
data set.HereX is a D ×N matrix whereN in the number of samples andD is the dimension
of each sample. Let Y be another D ×N matrix related by a linear transformation P . X is the
original recorded data set and Y is a new representation of that data set.

Y = PX (4.1)

Also let us define the following quantities

• pi are the rows of P
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• xi are the columns ofX

• yi are the columns of Y

Equation 4.1 represents a change of basis and thus can have many interpretations:

• P is a matrix that transformsX into Y

• Geometrically, P is a rotation and a stretch which again transformsX into Y

• The rows of P , {p1,p2, . . . ,pD} are a set of new basis vectors for expressing the columns
ofX

The latter interpretation is not obvious but can be seen by writing out the explicit dot products of
PX

PX =


p1
...
...
...
pD

[ x1 . . .. . .. . . xN

]

Y =


p1 · x1p1 · x1p1 · x1 . . . p1 · xNp1 · xNp1 · xN

... . . . ...
pD · x1pD · x1pD · x1 . . . pD · xNpD · xNpD · xN


We can note the form of each column of Y

yi =


p1 · xip1 · xip1 · xi

...

...

...
pD · xipD · xipD · xi


We recognize that each coefficient of yi is a dot-product of xi with the corresponding row in P .
In other words, the jth coefficient of yi is a projection on to the jth row of P . This is in fact the
very form of an equation where yi is a projection on to the basis of {p1, . . . ,pD}. Therefore,
the rows of P are a new set of basis vectors for representing of columns ofX .

By assuming linearity the problem reduces to finding the appropriate change of basis. The row
vectors {p1, . . . ,pD} in this transformation will become the principal components ofX . Several
questions now arise:

• What is the best way to re-expressX?

• What is a good choice of basis P ?
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These questions must be answered by next asking ourselves what features we would like Y to
exhibit. Evidently, additional assumptions beyond linearity are required to arrive at a reasonable
result. The selection of these assumptions is the subject of the next section.

4.3 Eigenvalue Decomposition (EVD)

Given a matrix Y of size N ×D (N rows and D columns), a PCA algorithm obtains d principal
components (d ≤ D) that explain the most variance (and hence information) of the data in matrix
Y [1, 71]. To be useful in practice, d is chosen to be much smaller than D, that is d� D . In
case EVD technique, the target matrix V is of dimension N × d where the columns of V are the
principal components of Y .

4.3.1 Covariance Matrix

How do we quantify and generalize these notions to arbitrarily higher dimensions? Consider two
sets of measurements with zero means:

A = {a1, a2, ..., aN}, B = {b1, b2, ..., bN}

where the subscript denotes the sample number. The variance of A and B are individually
defined as,

σ2
A =

1

N

∑
i

a2i

σ2
B =

1

N

∑
i

b2i

The covariance betweenA andB is a straight-forward generalization.

covariance of A andB ≡ σ2
AB =

1

N

∑
i

aibi

The covariance measures the degree of the linear relationship between two variables. A large
positive value indicates positively correlated data. Likewise, a large negative value denotes
negatively correlated data. The absolute magnitude of the covariance measures the degree of
redundancy. Some additional facts about the covariance:

• σAB is zero if and only ifA andB are uncorrelated (e.g. Figure 4.1, left panel)

• σ2
AB = σ2

A if A = B
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Figure 4.1: A spectrum of possible redundancies in data from the two separate measurements r1
and r2. The two measurements on the left are uncorrelated because one can not predict one from
the other. Conversely, the two measurements on the right are highly correlated indicating highly
redundant measurements.

We can equivalently convertA andB into corresponding row vectors.

a = [a1 a2 . . . an]

b = [b1 b2 . . . bn]

so that we may express the covariance as a dot product matrix computation

σ2
ab ≡

1

N
abT

Finally, we can generalize from two vectors to an arbitrary number. Rename the row vectors
a and b as x1 and x2, respectively, and consider additional indexed row vectors x1, . . . , xD.
Define a new D ×N matrixX .

X =


x1

...
xD


One interpretation ofX is the following. Each row ofX corresponds to all measurements of a
particular type. Each column of X corresponds to a set of measurements from one particular
trial. We now arrive at a definition for the covariance matrix Cx

Cx =
1

N
XXT

Consider the matrixCx =
1

N
XXT The ijth element ofCx is the dot product between the vector

of the ith measurement type with the vector of the jth measurement type. We can summarize
several properties of Cx:
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• Cx is a square symmetric D ×D matrix (Theorem 2 of Appendix A)

• The diagonal terms of Cx are the variance of particular measurement types

• The off-diagonal terms of Cx are the covariance between measurement types.

Cx captures the covariance between all possible pairs of measurements. The covariance values
reflect the noise and redundancy in our measurements.

• In the diagonal terms, by assumption, large values correspond to interesting structure

• In the off-diagonal terms large magnitudes correspond to high redundancy

Pretend we have the option of manipulating Cx. We will suggestively define our manipulated
covariance matrix CY . What features do we want to optimize in CY ?

4.3.2 Diagonalize the Covariance Matrix

We can summarize the last two sections by stating that our goals are

1. to minimize redundancy, measured by the magnitude of the covariance

2. maximize the signal, measured by the variance

What would the optimized covariance matrix CY look like?

• All off-diagonal terms in CY should be zero. Thus, CY must be a diagonal matrix. Or,
said another way, Y is decorrelated

• Each successive dimension in Y should be rank-ordered according to variance

There are many methods for diagonalizing CY . It is curious to note that PCA arguably selects
the easiest method: PCA assumes that all basis vectors {p1, . . . ,pm} are orthonormal, i.e. P is
an orthonormal matrix.

In a simple 2D example like in Figure 4.2, P acts as a generalized rotation to align a basis
with the axis of maximal variance. In multiple dimensions this could be performed by a simple
algorithm:

1. Select a normalized direction in m-dimensional space along which the variance inX is
maximized. Save this vector as p1 .

2. Find another direction along which variance is maximized, however, because of the
orthonormality condition, restrict the search to all directions orthogonal to all previous
selected directions. Save this vector as p2

3. Repeat this procedure until D vectors are selected.

The resulting ordered set of p’s are the principal components.
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Figure 4.2: A typical 2D example. The signal and noise variances σ2
signal and σ2

noise are
graphically represented by the two lines subtending the cloud of data. The largest direction of
variance lie along the best-fit line

4.3.3 Solving PCA in EVD Approach

We derive our first algebraic solution to PCA based on an important property of eigenvector
decomposition. Once again, the data set is P , an D × N matrix, where D is the number of
measurement types and N is the number of samples. The goal is summarized as follows

Find some orthonormal matrix P in Y = PX such that CY ≡
1

N
XXT is a

diagonal matrix. The rows of P are the principal components ofX

We begin by rewriting CY in terms of the unknown variable

CY =
1

N
Y Y T

=
1

N
(PX)(PX)T

=
1

N
PXXTP T

= P (
1

N
XXT )P T

CY = PCXP
T

Note that we have identified the covariance matrix ofX in the last line.

Our plan is to recognize that any symmetric matrix A is diagonalized by an orthogonal matrix of
its eigenvectors (by Theorems 3 and 4 from Appendix A). For a symmetric matrixA Theorem 4
provides A = EDET , where D is a diagonal matrix and E is a matrix of eigenvectors of A
arranged as columns.
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Now we comes the trick. We select the matrix P to be a matrix where each row pi is an

eigenvector of
1

N
XXT . By this selection, P ≡ ET . With this relation and Theorem 1 of

Appendix A (P−1 = P T ) we can finish evaluating CY .

CY = PCXP
T

= P (ETDE)P T

= P (P TDP )P T

= (PP T )D(PP )T

= (PP−1)D(PP )−1

CY = D

It is evident that the choice ofP diagonalizesCY . This was the goal for PCA. We can summarize
the results of PCA in the matrices P and CY .

• The principal components of CY are the eigenvectors of CX =
1

N
XXT

• The ith diagonal value of CY is the variance ofX along pi

4.4 Practical Approach of EVD

In practice computing PCA of a data setX is done in two steps:

1. subtracting off the mean of each measurement type

2. computing the eigenvectors of CX

4.5 Singular Value Decomposition (SVD)

LetX be an arbitrary N ×D matrix andXTX be a rank r, square, symmetric D ×D matrix.

4.5.1 Performing SVD

To do Singular Value Decomposition of matrixX let us assume that:

• {v̂1, v̂2, . . . , v̂r} is the set of orthonormal D × 1 eigenvectors with associated eigenvalues
{λ1, λ2, . . . , λr} for the symmetric matrixXTX

(XTX)v̂i = λiv̂i
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• σi ≡
√
λi are positive real and termed the singular values.

• {û1, û2, . . . , ûr} is the set of N × 1 vectors defined by ûi ≡
1

σi
Xv̂i

σiûi ≡Xv̂i (4.2)

This result says a quite a bit. X multiplied by an eigenvector ofXTX is equal to a scalar times
another vector. We can summarize this result for all vectors in one matrix multiplication by
following the prescribed construction in Figure 4.3. We start by constructing a new diagonal
matrix

∑∑∑
.

∑∑∑
≡



σ1
. . . 0

σr̃

0

0 . . .

0


where σ1̃ ≥ σ2̃ ≥ · · · ≥ σr̃ are the rank-ordered set of singular values. Likewise we construct
accompanying orthogonal matrices,

V =
[
v̂1̃ v̂2̃ . . . v̂D̃

]
U =

[
û1̃ û2̃ . . . ûÑ

]
where we have appended an additional (D − r) and (N−r) orthonormal vectors to “fill up” the
matrices for V and U respectively (i.e. to deal with degeneracy issues). Figure 4.3 provides a
graphical representation of how all of the pieces fit together to form the matrix version of SVD.

XV = U
∑

where each column of V and U perform the scalar version of the decomposition (Equation 4.2).
Because V is orthogonal, we can multiply both sides by V 1 = V T to arrive at the final form of
the decomposition.

X = U
∑∑∑

V T (4.3)

Although derived without motivation, this decomposition is quite powerful. Equation 4.3 states
that any arbitrary matrix X can be converted to an orthogonal matrix, a diagonal matrix and
another orthogonal matrix (or a rotation, a stretch and a second rotation)
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Figure 4.3: Construction of the matrix form of SVD 4.3 from the scalar form 4.2 according to [1]

4.5.2 Linking SVD with EVD

How does this link in to the previous EVD analysis of PCA? Let us consider the N ×D matrix,
X , for which we have a singular value decomposition,X = U

∑∑∑
V T . There is a theorem from

linear algebra which says that the non-zero singular values of X are the square roots of the
nonzero eigenvalues ofAAT orATA.

The former assertion for the caseATA is proven in the following way:

ATA = (U
∑
V T )T (U

∑
V T )

= (V
T∑
UT )(U

∑
V T )

= V (
T∑∑

)V T

We observe thatATA is similar to
∑T∑ and thus it has the same eigenvalues. Since

∑T∑ is
a square (D ×D), diagonal matrix, the eigenvalues are in fact the diagonal entries, which are
the squares of the singular values. Note that the non-zero eigenvalues of each of the covariance
matrices,AAT andATA are actually identical.

It should also be noted that we have effectively performed an eigenvalue decomposition for the
matrix,ATA. Indeed, sinceATA is symmetric, this is an orthogonal diagonalisation and thus
the eigenvectors ofATA are the columns of V . This will be important in making the practical
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connection between the SVD and and the PCA of matrix X, which is what we will do next.

Returning to the original N ×D data matrix,X , let us define a new D ×N matrix, Z:

Z =
1√

N − 1
XT

Recall that since the m rows ofX contained the N data samples, we subtracted the row average
from each entry to ensure zero mean across the rows. Thus, the new matrix, Z has columns with
zero mean. Consider forming the D ×D matrix, ZTZ:

ZTZ = (
1√

N − 1
XT )T (

1√
N − 1

XT )

=
1

N − 1
XXT

i.e. ZTZ = Cx

We find that defining Z in this way ensures that ZTZ is equal to the covariance matrix of Z,
Cx. From the discussion in the previous section, the principal components of X (which is
what we are trying to identify) are the eigenvectors of Cx. Therefore, if we perform a singular
value decomposition of the matrix ZTZ, the principal components will be the columns of the
orthogonal matrix, V .

The last step is to relate the SVD of ZTZ back to the change of basis:

Y = PX

We wish to project the original data onto the directions described by the principal components.
Since we have the relation V = P T , this is simply:

Y = V TX

If we wish to recover the original data, we simply compute (using orthogonality of V ):

X = V Y

4.5.3 SVD for Dense Matrices

Golub and Kahan [72] introduced a two-step approach for computing SVD: convert the input
matrix to a bidiagonal one and then perform SVD on the bidiagonal matrix. Demmel and
Kahan [73] improved this approach by adding another step before bidiagonalization, which is
QR decomposition. [68] refered to this method as SVD-Bidiag, which has the following three
steps for a given matrix Y :
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1. compute the QR decomposition of Y , which results in an orthogonal matrix Q and an
upper triangular matrixR

2. transformR to a bidiagonal matrixB

3. compute SVD onB

The SVD-Bidiag algorithm is implemented in RScaLAPACK. Their analysis showed that the
computational complexity of the SVD-Bidiag algorithm is dominated by the QR decomposition
and bi-diagonalization steps, and is given by O(ND2 + D3). Therefore, the SVD-Bidiag
algorithm is only suitable when D is small. More details can be found in [68].

4.5.4 SVD for Sparse Matrices

SVD can be computed efficiently for sparse matrices using Lanczos’ algorithm [74], which has a
computational complexity of O(Nz2), where z is the number of non-zero dimensions (out of D
dimensions). More details can be found in [68].

4.6 Stochastic SVD (SSVD)

Randomized sampling techniques have recently gained popularity in solving large-scale linear
algebra problems. The work in [69] describes a randomized method to compute approximate
decomposition of matrices, which is referred to as stochastic SVD (SSVD). SSVD has two steps:

1. It uses randomized techniques to compute a low-dimensional approximation of the input
matrix

2. It performs SVD on the approximation matrix

The accuracy of the results depends on the performance of the randomized techniques and the
size of the approximation matrix. Accuracy can be improved through running the randomization
step multiple times. Therefore, SSVD has the flexibility of trading off the accuracy of the results
with the required computational resources.

4.7 Computational Complexity

Computational complexity of SSVD is dominated by the first step, which is O(DNd). This
is a much better complexity than the previous techniques, because d is typically much smaller
than D and is usually a constant. However, SSVD requires exchanging multiple intermediate
matrices, which may cause a problem for scalability. The amount of intermediate data can be up
to O(max(Nd, d2)) [68].
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4.8 Probabilistic PCA (PPCA)

In our research work, we mainly focus on the probabilistic approach of PCA. That is why, we
present PPCA in some kind of details. In this regard, we follow the research work of Tipping
and Bishop [70]

4.8.1 What is PPCA

We can obtain a probabilistic formulation of PCA by introducing a Gaussian latent i.e. unobserved
variable model. This kind of model is highly related to statistical factor analysis. First let us
define some quantity:

• y is a D dimensional observed data vector

• x is a d dimensional latent variable

• W is a D × d transformation matrix

• the columns ofW are the principal components

• µ is the dimension wise mean vector of y. This parameter allows the data to have non
zero mean

• ε is a D-dimensional zero-mean noise variable

• Here x, ε, y are normal distributed i.e. Gaussian distributed

x ∼ N (0, I)

ε ∼ N (0,σ2I)

y ∼ N (µ,WW T + σ2)

where x ∼ N (u,
∑

) denotes the Normal distribution with u mean and
∑

covariance
matrix.

A latent variable model seeks to relate a D-dimensional observation vector y to a corresponding
d-dimensional vector of latent variables x where the relationship is linear:

y = Wx+ µ+ ε (4.4)

The motivation is that, with d < D, the latent variables will offer a more parsimonious
explanation of the dependencies between the observations. The model parameters may thus be
determined by maximum-likelihood, As there is no closed-form analytic solution for findingW
and σ2, their values must be obtained via an iterative procedure.
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4.8.2 The Probability Model

The use of the isotropic Gaussian noise model N (0,σ2I) for in conjunction with equation (4.4)
implies that the x-conditional probability distribution over y-space is given by:

y|x ∼ N (Wx+ µ,σ2I) (4.5)

With the marginal distribution over the latent variables also Gaussian and conventionally defined
by x ∼ N (0, I), the marginal distribution for the observed data y is readily obtained by
integrating out the latent variables and is likewise Gaussian:

y ∼ N (µ,C) (4.6)

where the observation covariance model is specified byC = WW T +σ2. givenN observations
{yn}N1 as the input data, the log likelihood of data is given by:

L({yr}N1 ) =
N∑
n=1

ln p(nr)

= − 1

N
{D ∗ ln(2π) + ln |C|+ tr(C−1 ∗ S)} (4.7)

where S is the sample covariance matrix of data {yr} given by:

S =
1

N

N∑
n=1

(yr − µ)(yr − µ)T (4.8)

and tr(M ) is the trace of matrixM

4.8.3 Properties of the Maximum-Likelihood Estimators

According to [70], the likelihood equation 4.7 is maximized when:

WML = Ud

√
Λd − σ2IR (4.9)

where:

where the d column vectors in the D × d matrix Ud are the principal eigenvectors of Sd, with
corresponding eigenvalues {λ1, . . . , λd} in the d× d diagonal matrix Λd, andR is an arbitrary
d× d orthogonal rotation matrix. Thus, from Equation (4.9), the latent variable model defined
by Equation (4.4) effects a mapping from the latent space into the principal subspace of the
observed data.
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It may also be shown that forW = WML, the maximum-likelihood estimator for σ2 is given by:

σ2
ML =

1

D − d

D∑
i=d+1

λi (4.10)

which has a clear interpretation as the variance ‘lost’ in the projection, averaged over the lost
dimensions.

4.8.4 An EM Algorithm for Probabilistic PCA

Probabilistic PCA (PPCA) is an example of a linear Gaussian model [26, 70]. The observed
variable yc is related to a linear transformation of the latent variable x so that

yc = W ∗ x+ σ

where yc is aD-dimensional observed or data vector (mean centered),W is aD×d-dimensional
principal subspace, x is a d-dimensional Gaussian latent variable, and σ is a D-dimensional
zero-mean Gaussian distributed noise variable with covariance ss ∗ I . So, we can say,

x ∼ N (0, I), σ ∼ N (0, ss ∗ I), yc ∼ N (0, W ∗W T + ss ∗ I)

Given fixed model parametersW and ss, the following can be said about the hidden state x, for
some observation yc:

P (x|yc) =
P (yc|x) ∗ P (x)

P (yc)

=
N (yc|W ∗ x, ss ∗ I) ∗ N (x|0, I)

N (yc|0, W ∗W T + ss ∗ I)

= N (x|β ∗ yc, I − β ∗W ) (4.11)

where β = W T ∗ (W ∗W T + ss ∗ I)−1. [70] proposed an Expectation Maximization (EM)
algorithm which uses the inference (4.11) above in the Expectation (E) step to estimate the
unknown state and then chooseW and the restricted ss in the Maximization (M) step so as to
maximize the expected joint likelihood of the estimated x and the observed yc. We can write
down corresponding E-step and M-step in matrix formulation as follows at kth iteration:
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E-step: M = (W k)T ∗W k + ssk ∗ I; (4.12)

E-step: X = (Y � µ) ∗W k ∗M−1; (4.13)

E-step: XtX = XT ∗X +N ∗ ssk ∗M−1; (4.14)

E-step: YtX = (Y � µ)T ∗X; (4.15)

M-step: W k+1 = YtX ∗XtX−1; (4.16)

M-step: ss1 = ‖Y � µ‖2F ; (4.17)

ss2 = trace(XtX ∗ (W k+1)T ∗W k+1); (4.18)

ss3 =
N∑
n=1

Xn ∗ (W k+1)T ∗ (Y � µ)Tn; (4.19)

ssk+1 = (ss1 + ss2 − 2 ∗ ss3)/N/D (4.20)



Chapter 5

Related Works

We have discussed the techniques of performing PCA in the preceding chapter. In this Chapter,
we give a brief description of various methods which are already implemented based on these
techniques to compute PCA. Here we analyze their time and space complexities along with
their limitations. Since we are intended to provide a geo-distributed solution of PCA, we only
consider the distributed settings, and so we do not discuss any single machine implementation
(for example, [75]).

5.1 MLlib-PCA

MLlib [17] is a built-in machine learning library in Spark. For PCA, MLlib computes EVD of
the covariance matrix of Y and mainly provides distributed computation of large covariance
matrix. We refer to its method as MLlib-PCA.

Complexity: The major computational part of MLlib-PCA is the calculation of the covariance
matrix. MLlib-PCA is a deterministic algorithm and does not leverage sparsity of the matrix, so
for a data matrix with size N ×D, it takes O(ND ×min(N,D)) time to calculate covariance
matrix. Also, it creates a large dense matrix of size D ×D, which it needs to store, and thus its
space complexity is O(D2).

Limitations: This method offers the least scalability because both N and D can be very large.
For example, even for a data with vertical dimension D = 128k, it faces out-of-memory error.
It is mainly because it needs to store a large intermediate data (covariance matrix) of sizeO(D2),
and it quickly faces memory overflow error as the number of dimensions grows. MLlib-PCA is
designed in a way that it can compute PCA in a distributed cluster with centralized dataset. In
the current setup, there is no implementation of MLlib-PCA which can handle dataset that are
geographically distributed.

34
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5.2 Mahout-PCA

Mahout [16] is another popular library that provides the implementation of various machine
learning algorithms for distributed computing. The primitive features of Apache Mahout are
listed below.

• The algorithms of Mahout are written on top of Hadoop [59], so it works well in distributed
environment. Mahout uses the Apache Hadoop library to scale effectively in the cloud.

• Mahout offers the coder a ready-to-use framework for doing data mining tasks on large
volumes of data.

• Mahout lets applications to analyze large sets of data effectively and in quick time.

• Includes several MapReduce enabled clustering implementations such as k-means, fuzzy
k-means, Canopy, Dirichlet, and Mean-Shift.

• Supports Distributed Naive Bayes and Complementary Naive Bayes classification
implementations.

• Comes with distributed fitness function capabilities for evolutionary programming.

• Includes matrix and vector libraries.

Mahout computes PCA using SSVD for big data. We refer to this as Mahout-PCA.

Complexity: In Mahout-PCA, the majority of calculation lies in the matrix multiplication
QT ∗ Yc (m×N multiplied by N ×D). Thus its computational complexity is O(NDm). The
algorithm requires to store N ×m dimensional matrixQ. So the total intermediate data can be
calculated as O(Nm).

Limitations: Mahout-PCA is more scalable than that of MLlib-PCA. This method needs to
store a large intermediate data, which is the main bottleneck. As N is large, transmitting the
N ×m sized intermediate data can take a very long time in communication and a lot of space in
memory of each node. Furthermore, it fails to compute PCA on a dataset with dimension larger
than 5M (see Table 9.4 for experimental outcome) as it fails to store the parameter of dimension
N ×m. As N increases, the size of intermediate data grows to a point when memory overflow
error occurs.

5.3 sPCA

Elgamal et al. [18] presents a scalable implementation of Probabilistic PCA for distributed
platforms, which they referred to as sPCA.
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To improve the performance of the basic EM algorithm, sPCA incorporates several special
features, such as

• Mean Propagation to Leverage Sparsity: The first optimization they proposed is the mean
propagation idea, which preserves and utilizes the sparsity of the input matrix Y . PPCA
requires the input matrix to be mean-centered, meaning that the mean vector µ must
be subtracted from each row of the original matrix Y . Large scale datasets, however,
are mostly sparse, with many zero elements. Sparse matrices can achieve a small disk
and memory footprint by storing only nonzero elements, and performing operations only
over non-zero elements. Subtracting the non-zero mean from the matrix would make
many elements non-zero, so the advantage of sparsity is lost. To avoid the problems of
subtracting the mean, they keep the original matrix Y and the mean µ in two separate data
structures. they did not subtract the mean µ from Y . Rather, they propagate the mean
throughout the different matrix operations.

• Minimizing Intermediate Data: Intermediate data can slow down the distributed execution
of any PCA algorithm, because it needs to be transferred to other nodes for processing to
continue. Their second optimization is job consolidation, which means merging multiple
distributed jobs into one in order to reduce the communication between these jobs.

• Efficient Matrix Multiplication: PPCA requires many matrix multiplications, which are
expensive operations in a distributed setting. To appreciate the techniques that sPCA
employs to overcome the inefficiency of matrix multiplication, they briefly explain different
possible implementations of this operation.

• Efficient Frobenius Norm Computation: The PPCA algorithm requires computing the
Frobenius norm of the mean-centered input matrix. To solve this problem, they design an
algorithm which does not even require creating the dense vector. Many machine learning
algorithms compute various norms of matrices. The proposed method for optimizing
the computation of the Frobenius norm can be extended to other matrix norms using
similar ideas. Thus, this simple optimization can benefit several other machine learning
algorithms.

Complexity: The major part of computation in sPCA is done on calculating X and ss3 by
multiplying N × D sized mean-centered data Yc = (Y � µ) by D × d sized parameter
W k/W k+1. So, there are two operations which take O(NDd). However, sPCA preserves
sparsity in calculations. Therefore, if nnz(Y ) represents the non-zero elements of Y , the
complexity would be O(nnz(Y )× d). Also, in each iteration, the parameter W k has to be
passed and stored, resulting in the space complexity to be O(Dd).

Limitations: By far, sPCA offers the most scalability. However, similar to the case of MLlib-
PCA and Mahout-PCA, it is alos vulnerable to limitations. We discuss them from two aspects
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that we are targeting in this work.

• The approach is not applicable for tall and wide big data with arbitrary number of
dimensions. Though the approach has done some efficient use of memory by reducing the
generation of intermediate data, (by requiring to store O(Dd) parameter), sPCA too faces
out of memory. In our single cluster setup, we fail to run sPCA on the AmazonRating
dataset with dimension 21M × 9.8M (see Table 9.4 from Chapter 9 for more detail).

• On top of the scalability issue, there is no implementation of sPCA on geographically
distributed big data. In current world where data is distributed across national border to
ensure fast access and national data sovereignty, it is necessary to be capable of doing
data analysis on such geo-distributed data. However, sPCA did not indicate a process
of generating some kind of partial result and later accumulate them to produce the final
analytic results on PCA.

5.4 sSketch-PCA

sSketch-PCA [19] utilizes the SSVD technique in the computation of PCA which provides a
scalable implementation of the Gaussian sketch method and then uses it for PCA. Similar to
sPCA, it also uses various optimization ideas, such as

• Mean propagation for sparsity preservation: Since most of the big data in real life are
sparse and to calculate PCA on these data efficiently, sSketch-PCA do not form mean
centered data matrix explicitly, rather it preserves the mean and propagates it in different
calculations.

• Effective job consolidation: sSketch-PCA provides multiple optimization ideas in order
to implement a faster version of QR decomposition, such as treereduce, Cholesky
decomposition [76], and their combination where required. They eliminates some
unnecessary broadcasts and redundant computations. Their overall optimization reduces
the intermediate data generation and provides a faster algorithm.

• On-the-fly computation: To avoid explicitly materializing intermediate data, sSketch-PCA
computes rows of intermediate data as they are needed and discard them when their use is
expired. In this way, it has been successful in minimizing the generation of intermediate
data, which eventually results in a better scalability.

Complexity: In the sketching phase, in order to generate a Gaussian sketch matrix, Ω of
dimension D × d, numbers are randomly selected from Gaussian distribution with zero mean
and unit variance. The major part of computation in sSketch lies in the generation of the sketched
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data matrix Z (D × d) by multiplying the sketch matrix with the mean-centered data matrix, Yc
(N×D). Similar to sPCA, as sSketch incorporates sparsity preservation using mean propagation,
the computation complexity is O(nnz(Y )× d), where nnz(Y ) denotes the non-zero entries of
Y . In each iteration, Y T ∗Z of dimension D × d and ZT ∗Z of dimension d× d is stored and
transmitted. Therefore, the space complexity is O(Dd).

Limitations: sSketch-PCA is the most scalable among the techniques which used SVD to
compute PCA. By using various modifications, like avoiding both reduce operation and redundant
computations, use of accumulators, and preservation of sparsity of both input and intermediate
data, it successfully reduces the constant factors in the running time. However, it still requires a
space complexity of O(Dd).

Therefore, similar to the other state-of-the-art methods, as the dimension, D becomes very high,
sSketch also incurs memory overflow error. We fail to run sSketch-PCA when the dimension
D reaches to 10M (see the Chapter 9: Experimental Evaluation for more clarification).

For more details on the complexities and limitations of these state-of-the-art techniques, interested
readers are encouraged to read the survey provided by Elgamal et al. [68].

5.5 Geo-Distributed Analytics and Large Parameter

In recent times, in order to ensure lower latency at the users’ end, and to maintain data privacy,
most of the companies are establishing their data storage closer to the end users generally
bounded by national rules and regulations. Therefore, we can say that nowadays data are by
born distributed. This kind of setup has evolved a new demand of a federated or geo-distributed
learning technique that can gain any required insights from such geographically sparse data
while keeping them at their residing locations.

To handle this challenge, recently, geo-distributed analytics has gained much attention to avoid
bottlenecks that are incurred for pulling all geographically distributed data to a central location.
For example, [22] proposed Geode for running SQL queries efficiently in the geo-distributed
environment. Similarly, to reduce query response time, a system for low latency geo-distributed
analytics, namely Iridium, was proposed in [21]. To meet new challenges for running machine
learning algorithms in a generalized framework, Gaia and TernGrad was proposed in [39]
and [40], respectively. Nevertheless, for PCA, which is a wonderful and widely used tool
to reduce the dimensionality of higher dimensional data, to the best of our knowledge, there
is no solution in geo-distributed settings. All the methods mentioned above for PCA run on
aggregated data in a central DC. That means, the existing methods, which are designed based on
centralized algorithms need to gather all the datasets from different geographic locations and
centralize them in a single data cluster. However, as we already know that passing raw data
across national boundaries has been prohibited by many countries. And even if it is allowed,



5.5. GEO-DISTRIBUTED ANALYTICS AND LARGE PARAMETER 39

such communication across region is very costly and requires high amount of bandwidth.

Additionally, to overcome scalability challenges for the large parameter in other machine learning
algorithms, parameter servers have been introduced in [77, 78] for single DC. However, in a
geo-distributed environment, dedicating one DC as a parameter server is impractical.

Therefore, in this thesis, we propose a novel solution for handling large parameter for PCA
in a single DC as well as in an environment of geographically distributed ones. That means,
we address both the scalability issue of the existing PCA methods and the scarcity of an
communication-efficient geo-distributed algorithm for PCA. We propose TallnWide, which is a
highly scalable algorithm capable of handling arbitrarily large dimensional datasets. Additionally,
we provide an efficient communication technique which pass only the PCA parameter to minimize
the utilization of inter region B/W. Additionally, with various optimizations, our communication
scheme provides maximum parallelism between computation and communication, minimize
the overall idles times of CPU, disk and network I/O, and provides faster generation of the final
result.



Chapter 6

Our Proposed Algorithm: TallnWide

As we have already mentioned that the existing methods of PCA are not scalable enough to
handle tall and wide big data and they eventually face out of memory error when the dimensions
of the data increase arbitrarily. On top of that, at present world, where most of the data is
geographically distributed, there is no existing solution to handle geo-distributed datasets. To
address these two issues, we introduce TallnWide, which is a highly scalable geo-distributed
implementation of Probabilistic PCA. In this chapter, we discuss our proposed algorithm in
details. For a better explanation of our works, we extend the notations we have used in the
previous sections. Throughout the remaining part of this thesis we use these terms and notation
in order to explain our work. Terms and notations are as follows:

• S is the total number of DCs. d is our target dimension.

• Ns represents number of rows of the data residing in sth DC. So, the total number of rows
is N =

∑S
s=1Ns.

• β is the total number of divided blocks of the parameter.

• Di represents the number of columns in the ith block of the data. So, total number of
columns D =

∑β
i=1Di.

• Ys represents the dataset in sth DC, Ys,i is the ith block of the dataset residing in sth DC
(size Ns ×Di). Y is the overall geo-distributed data, so we have:

Y =

 Y11 . . . Y1β

. . . . . . . . .

YS1 . . . YSβ



40
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We denote such vertical concatenation by Ξ and horizontal concatenation by
∏

so
that

Y =
S

Ξ
s=1

Ys =
S

Ξ
s=1

β∏
i=1

Ys,i

By concatenation, we do not mean any accumulation or summation (for which we use∑
), rather we mean stacking on top/side of each other. Here, Ys,i is of Ns ×Di size.

• µ =
∏β

i=1µi is the mean vector of all columns.

• W k = Ξ
β
i=1W

k
i is theD×d size principal components, i.e. our parameter, at kth iteration.

Here,W k
i is the ith block ofW k (size Di × d) at each DC at kth iteration.

• X = Ξ
S
s=1Xs is the N × d size latent data, whereXs (size Ns × d) is the latent data at

sth DC.

• In the scenario of tall and wide big data analysis, generally the data Y with dimension
N ×D is large and sparse and the parameterW with dimension D× d is large and dense.

6.1 Handling Tall and Wide Big Data

By Tall and Wide Big Data, we mean both N and D are quite large, and as D ≈ N , parameters
for PCA increase proportionately and thus they will not fit into the memory of the slave machines
in a single DC. To be specific, as data dimension increases, the amount of intermediate data
generated throughout the algorithmic steps becomes so high that the memory overflows and the
algorithm fails to generate any concluding result. To overcome this challenge in scalability, we
divide the parameter into manageable chunks/blocks to divide/distribute computations among
the working nodes in order to get faster result and scale the computation. In this approach, since
we need to handle a manageable size of the PCA parameter, which decreases the generation of
intermediate data and eventually can minimize the occurrence of memory overflow error. The
higher the data dimensions get, we have the scope to increase the division count so that more
smaller blocks are generated in order to keep the intermediate data generation in control. In this
way, our algorithm is not vulnerable to ever saturates in scalability.

However, splitting the parameter into blocks to perform PCA is a non-trivial task. For example,
when we try to isolate matrix computations of EVD for PCA, we reach a dead-end because
EVD requires the D ×D covariance matrix as a whole for decomposition [1]. Similarly, SSVD
requires storing of N ×m dimensional matrixQ, and so it too has a high memory requirement.
Compared to these techniques, we find that PPCA holds significant promise since it has relatively
low memory footprint [68] and there is no additional decomposition involved.

Second part of the challenge is to reduce steps of the algorithm in simple matrix-matrix and/or
matrix-vector operations. We have to make sure that the division does not cause unnecessary
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overheads or bottlenecks. We also have to divide other intermediate data into blocks as well and
resolve inter-dependencies. We should emphasize that due to these various challenges, we have
not seen any block-division algorithm for PCA in a distributed platform.

In PPCA, our initial goal is to generate W k first, for kth iteration. W k has to reside at each
DC as it is the central parameter for the whole algorithm. Since we only want to calculate
principal components, we can ignore the noise and only run the EM algorithm with zero-noise
(considering the value of noise to be zero) to refine the parameter W k. We refer to this as
zero-noise-limit PPCA. Later, we will provide proof that zero-noise-limit PPCA indeed outputs
the correct principal components.

As noise is zero, we do not need (4.17) - (4.20) and steps of PPCA, (4.12) - (4.16) are changed
as follows:

E-step: M = (W k)T ∗W k;

X = (Y � µ) ∗W k ∗M−1;

E-step: XtX = XT ∗X;

YtX = (Y � µ)T ∗X;

M-step: W k+1 = YtX ∗XtX−1

Now, we can easily divide the computations into smaller chunks. This proves to be significant
and crucial when handling parameter of a bigger size. At a time, sth DC works with the ith block
of the parameter that fits in the memory, i.e. at kth iteration, onlyWi

k fits. When k = 1,W 1 is
initialized randomly. Now, block-wise division of computation forM looks like this:

E-step: M = (W k)T ∗W k =

β∑
i=1

(W k
i )T ∗Wi

k

This calculation is illustrated as the left figure in Figure 6.1. Each DC generates (W k
i )T ∗Wi

k

at a time, and all the results from blocks have to be added locally for getting full resultM . Note
that each DC has the sameM after this operation.
Now, we divide the computation ofX as follows:

E-step: X =
S

Ξ
s=1

Xs =
S

Ξ
s=1

(Ys � µ) ∗W k ∗M−1

=
( S

Ξ
s=1

β∑
i=1

(
Ys,i ∗Wi

k � µi ∗Wi
k
))
∗M−1

=
( S

Ξ
s=1

β∑
i=1

Zs,i

)
∗M−1 = (

S

Ξ
s=1

Zs) ∗M−1
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Geo-Accumulation

Figure 6.1: Generation ofM (left), Z (middle), andXtX (right) in parallel fashion among all
DCs. For simplicity, operations for mean vector, µ, are not shown in the middle figure.

where, Zs,i =
(
Ys,i ∗Wi

k � µi ∗Wi
k
)

and Zs =
(
Ys ∗W k � µ ∗W k

)
.

Computation of Zs is illustrated as the middle figure in Figure 6.1. Interestingly, we need not
form fullX , we need only Zs at each DC and multiply it byM−1 (which each DC already has)
for computing XtX (illustrated as the right figure in Figure 6.1):

E-step: XtX = XT ∗X

=
( S

Ξ
s=1

Xs
T
)
∗
( S

Ξ
s=1

Xs

)
=

S∑
s=1

Xs
T ∗Xs

= M−1 ∗
( S∑
s=1

Zs
T ∗Zs

)
∗M−1

For the last stage of the expectation, we need not form YtX explicitly. Instead, we can go
directly to the maximization stage and derive the parameter:

M-step: W k+1 =
(( S

Ξ
s=1

(Ys � µ)
)T ∗ ( S

Ξ
s=1

Xs

))
∗XtX−1

=
(( S

Ξ
s=1

β∏
i=1

(Ys,i � µi)
)T ∗ ( S

Ξ
s=1

Zs
))
∗M−1 ∗XtX−1

=
S∑
s=1

( β

Ξ
i=1

(Y T
s,i ∗Zs ∗MXtX − µTi ∗ zs ∗MXtX )

)

where vector zs denotes the sum of all rows of Zs and MXtX = M−1 ∗XtX−1. Notice that,
since subtracting the mean vector from the data matrix results in creating a dense matrix, at each
step, we consider operations with mean vector µ separately for preserving sparsity in the input
matrix Y . We refer to this as mean propagation [68]. Note that ther notation

∑S
s=1 signifies

that just similar to the intermediate data Zs, this derivation of the parameter W k+1 at any kth
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iteration requires the geo-accumulation of the partial parameters generated at each DC. The
following Section demonstrate how to introduce a communication efficient accumulation process
to generate the final result form the partially generated ones in a faster way.

6.2 Communication Efficient Calculation

The order at which we perform the matrix operations for our block-division plays a significant
role in communication efficiency. In the block-division method, the partial results generated at
each DC will be gathered by a central DC, and the aggregated results will be transmitted back
to all other DCs. We refer to this process as Geo-Accumulation or simply accumulation. We
now present various approaches of geo-accumulation to transfer our intermediate results.

Approach 1: Trivial Order. At the current order of computing W k+1 mentioned in the M
Step in the earlier section, the following happens:

W k+1 =

S∑
s=1

( Partial results of all blocks from all DCs︷ ︸︸ ︷
β

Ξ
i=1

(Y T
s,i ∗Zs ∗MXtX − µTi ∗ zs ∗MXtX )

)
︸ ︷︷ ︸

Geo-Accumulation of partial results

(6.1)

As W k has been horizontally partitioned into β blocks, in this order, each DC will generate
partial results for each block. After that, all the partial results from every DC will be accumulated
by the central DC and multiplied by MXtX to get the final resultW k+1. In the current order,
raw data need not be transmitted, but it creates a tremendous amount of idle time in worker
nodes. To see why let us imagine the case for a single DC. As at a time only one block fits into
the memory, the worker nodes of a single DC produces partial results for i = 1 first, and save
it to the secondary storage, for making room for next segments (i.e., i = 2) in memory. In this
fashion, we first have to generate (incurring CPU time) and store (incurring Disk I/O) all partial
results for each block in each DC. When it is finished, we have to retrieve (which has a Disk
I/O) each block from each DC for accumulation (which has a Network I/O) by the central DC.
After accumulation, the aggregated result of each block will be transmitted back to each DC
and stored again. This is shown as Approach 1 in Figure 6.2. It is undoubtedly an in efficient
approach. We are intended to maximize the parallelism and reduce the amount of idle times on
our resources. That is why we prefer the following efficient order of accumulation.

Approach 2: Efficient Order. Now, we consider the reversed order of the computation, as
mentioned in (6.1) above. The reversed order follows:

W k+1 =

β

Ξ
i=1

( Geo-Accumulation for full result of ith block︷ ︸︸ ︷
S∑
s=1

(Y T
s,i ∗Zs ∗MXtX − µTi ∗ zs ∗MXtX )

)
︸ ︷︷ ︸

Full result for all blocks

(6.2)
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Figure 6.2: Comparison of idle time among different approaches. Approach 1: Trivial Order,
Approach 2: Efficient Order, and Approach 3: Efficient Order w/ Ideal Central DC.

In this order, we can accumulate partial results for each block from each DC after they are
generated. While we accumulate for one block, we can start the calculation for the next block
because there is no dependency. This is shown as Approach 2 in Figure 6.2. That means when
any DC is finished with the generation of W1 it sends the partial W for accumulation and start the
generation of the second block W2. In this fashion, the computation of any ith block of W can
be run in parallel with the accumulation of the (i− 1)th block. In contrast to Approach 1 from
Figure 6.2, we can see that Approach 2 reduces the idle time significantly. This kind of highly
efficient ordering technique which enables parallelism in computation and transmission is known
as Grouped Aggregate Pushdown [79] and very popular in the database research community.

Approach 3: Efficient Order w/ Ideal Central DC. In addition to Approach 2, as every DC
has to send their partial results to a central DC for accumulation, we should choose such a
DC as the central one for which the slowest link is maximum among all the candidate DCs.
Mathematically, let us first assume that we have a symmetric B/W matrixB where each cellBuv

denotes B/W between DC u and DC v (u, v ∈ {1, . . . , S}). For every DC u, we first determine
the slowest B/W link from its connections to all other DCs v (v 6= u, v ∈ {1, . . . , S}). Then
from a set of such B/Ws for every DC u, we can select the DC for which the following is true:

argmax
u∈{1,...,S}

(
min{Buv|v 6= u, v ∈ {1, . . . , S}}

)
(6.3)

If there are multiple DCs, we can select any of them. We refer this selected central DC for
accumulation as ideal central DC. This is shown as Approach 3 in Figure 6.2, and theoretically
by using this ideal central DC the time required to collect the partial results from other DCs and
the redistribution task should be the minimum, and thus it offers the fastest accumulation. Later,
we will validate the merit of this final approach through our experiment.
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Figure 6.3: Matrix dependency diagram of two variations: (a) conventional PPCA (implemented
in sPCA) and (b) zero-noise-limit PPCA (implemented in TallnWide)

6.3 Validation of Zero-Noise-Limit Probabilistic PCA

In this section, we validate zero-noise-limit PPCA over the conventional PPCA according to [26].
We first show that zero-noise-limit PPCA produces the correct principal components. We present
a formal proof for this claim.

Lemma 6.3.1 PCA is a limiting case of the linear-Gaussian model in (4.11) as the covariance of

the noise σ becomes infinitesimally small and equal in all directions, i.e. σ = limss→0 ss ∗ I .

Proof. For σ = limss→0 ss ∗ I , inference (4.11) becomes:

P (x|yc) = N (x|β ∗ yc, I − β ∗W );

β = lim
ss→0

W T ∗ (W ∗W T + ss ∗ I)−1

P (x|yc) = N (x|(W T ∗W )−1 ∗W T ∗ yc, 0)

= δ(x− (W T ∗W )−1 ∗W T ∗ yc)

Since the noise has become infinitesimal, the posterior over states collapses to a single point,
and the covariance becomes zero. This has the effect of making the likelihood of a point yc
dominated solely by the squared distance between it and its reconstruction W ∗ x. But the
directions of the columns of a matrix which minimize this error are known as the principal

components. As columns ofW have this property, we have our desired output.

This version of PPCA is what we have referred to as zero-noise-limit PPCA. And we just have
designed the block-division EM-algorithm for this version. For more details and correctness of
the EM-steps, interested readers are encouraged to read [26].

This zero-noise-limit PPCA has significant advantage over conventional PPCA. To explain why,
let us consider the scenario where we calculate noise ss in our steps according to Equations
4.17-4.20. For ss, we have to calculate ss1 (which needs to be calculated only once), ss2 and
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ss3. Among them, the calculation of ss3 is the most complicated:

ss3 =
N∑
n=1

S∑
s=1

(
XT
s,n ∗

( β∏
i=1

(W k+1
i )T ∗

β

Ξ
i=1

(Y T
s,i,n � µTi )

))

We can see that the calculation of ss3 in kth iteration is dependent on the calculation of entirely
accumulated updated parameter for the next iteration, i.e.,W k+1. This unnecessarily complicates
the computation and introduces inter-dependency between steps and reduces the scope for
maximization of parallelism. To illustrate, let us contrast the dependency diagram of our zero-
noise-limit PPCA and the conventional PPCA. From Figure 6.3, it is evident that conventional
PPCA has additional complications while zero-noise-limit PPCA requires simple and fewer
steps.

With this validation, we conclude our overall design for the algorithm TallnWide. We have
a introduce a novel block division method for the zero-noise-limit PPCA which is capable of
handling tall and wide big data without facing memory out-of-memory error. Our block division
method minimizes the generation of intermediate data and the merit of zero-noise-limit PPCA is
the simplification of the overall computation. In case of geo-distributed environment, we identify
a efficient ordering of computation and communication so that the maximum parallelism is
achieved and the overall execution time can be minimized. We also provide a theoretical formula
to identify an ideal central DC which is assigned to carry out the responsibility of aggregating
the partial results and redistribute the accumulated one to each of the DCs. In the following
Chapter, we provide a formal algorithmic pseudo code of TallnWide along with its time and
space complexity.



Chapter 7

Algorithm and Complexity Analysis

In this section, firstly, we give a detailed description of our two main algorithms, namely
TallnWide, and Geo-Accumulation, which are shown in Algorithm 1, and 2, respectively.
Algorithm TallnWide shows the necessary steps of performing PCA on tall and wide big data
in a geographically distributed environment. On the other hand, Algorithm Geo-Accumulation
performs the distributed accumulation task using the detected ideal DC. It should be noted that
TallnWide algorithm is designed for a generalized geo-distributed environment which is capable
of handling tall and wide datasets irrespective of the data being geo-distributed or not. TallnWide
can be run in two different modes: i) On a single cluster by setting the number of servers S
to zero. We refer to this mode of execution as the standalone mode. ii) On geographically
distributed clusters where each datacenter holds its own version of data. In summary, TallnWide
is capable of handling tall and wide big data in both standalone and in geo-distributed modes.
The computational, communication, and space complexities are analyzed in the latter part of this
section.

7.1 Algorithm Description

We summarize the basic steps of TallnWide in Algorithm 1. To reduce communication time for
the first iteration, we only send the seed for a random number generator so that each DC can
generate the sameW 1 locally. In Line 1, “normRand(D,d)” produces random Gaussian matrix
of size D × d with the given seed. In Line 2 and 3, “detIdealDC(B)” and “detNumBlock( )”
respectively determines the ideal central DC “iDC” from B/W matrixB and number of blocks
β. The steps of determining the ideal central DC are designed according to the equation 6.3.
In the next line, “mean(Y )” outputs the mean matrix µ. Line 5 and 6 respectively initialize
the two matricesM (size d× d) and Zs (size Ns × d) with zero values. “load(W k, i)” loads
ith block from W k in Line 10. We derive necessary intermediate data, namely M , Z, ZtZ
andMXtX (see Figure 6.3(b)), for calculatingW k+1 in Line 11, 13, 15 and 16. Line 18 to

48
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Algorithm 1 TallnWide
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Algorithm 2 Geo-Accumulation

Line 23 refer to necessary operations for (6.2). “Geo-Accumulation(MatrixA, iDC)” performs
geo-distributed accumulation of any data matrix A using “iDC” in Line 15 and 21. Finally,
we check convergence in Line 24. It should be mentioned that this TallnWide algorithm shows
the steps done in a generalized platform-independent environment. However, we describe the
detailed computation of two of our significant steps in Spark distributed environment in the
following section. Algorithm 2 shows the process of accumulating partial results in details. If
the DC itself is the ideal central DC, then it accumulates all the partial results that are already
received from the other DCs. The “notifiedFrom(s)” function determines whether any Done
notification is received from DC s or not. However, upon receivingAs (the partial result of full
dataA in matrix form received from any DC s), the ideal DC starts a new process to accumulate
it and remove s from the consideration list. At the end of the accumulation process, the ideal
central DC redistributes the final result to each of the DCs. On the other hand, if the DC is not
the ideal central DC itself, then it concludes its accumulation task by sending the partial resultA
which is to be accumulated to the central DC and by notifying (sending a Done notification) it
about the task.

7.2 Complexity Analysis

We denote time, space and communication complexities by Ot, Os, and Oc, respectively. Now
we show the line-wise complexity in Algorithm 1. Since we are only sending the seed for a
random number generator, Line 1 has a communication complexity of Oc(1). Line 4 sends the
partial mean value at each datacenter, and the aggregated mean generation demands the use of
geo-distributed bandwidth which has the communication complexity of Oc(D). Both M and
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MXtX are generated redundantly in each of the datacenters with computational complexities
of Ot(Did

2) and Ot(d2), respectively.

Table 7.1: Comparison of complexities among all methods. Since we divide the parameters into
blocks, our space complexity is less than others. Also, despite having the same time complexity
w.r.t. sPCA and sSketch-PCA, we reduce the constant factors in running time of TallnWide
significantly.

Method Time Complexity Space Complexity

MLlib-PCA Ot(ND ×min(N,D)) Os(D2)
Mahout-PCA Ot(NDm) Os(Nm)

sPCA Ot(nnz(Y )× d) Os(Dd)
sSketch-PCA Ot(nnz(Y )× d) Os(Dd)

TallnWide Ot(nnz(Y )× d) Os(Did)

However, only major computation in each iteration is the full calculation of Y ∗W and Y T ∗Z
(aggregated result from Line 13 and Line 20) which takes Ot(nnz(Y )× d) time (we preserve
sparsity in multiplication in Line 13 and 20 by mean propagation). Similarly, in each iteration,
only major data for storing is the block of the PCA parameter, i.e. Wi (size Di × d) in Line 21.
So the space complexity is Os(Did). Note that Di < D. Finally, accumulation time of W k+1

in Line 21 dominates others, so communication complexity is Oc(Did). As other methods are
not geo-distributed, we only compare time and space complexities of TallnWide in Table 7.1.
Note that, as we do not calculate noise, we reduce the constant factors in computation time by a
significant fraction. Also, because of block-division, our space complexity is less than others,
and consequently, we do not face the out-of-memory error.



Chapter 8

Experimental Design

As we have already mentioned in the Introduction that we implemented our TallnWide algorithm
on a very popular distributed framework Spark. In this chapter, first we provide a detailed
discussion of Spark implementation of our algorithm. After that, we discuss the setup that we
use to run our experiments. In the following chapter, we discuss the experimental outcome.

8.1 Spark Implementation

The main goal of our algorithm is to calculate PCA in a geographically distributed setup.
To achieve a distributed environment, we consider the distributed framework Spark [27]. In
this section, we show spark implementation based computation steps to generate necessary
intermediate data during the lifetime of our main TallnWide algorithm (Algorithm 1).

Algorithm 3 shows how we achieve the task of generating the intermediate data Z (Line 13 from
Algorithm 1) in Spark environment. In Line 1, the zip operation combines the data matrix Y
with the intermediate matrix Z of the previous iteration (in case of the first iteration, the input
Z is the zero-filled initial matrix). The map operation in Line 3, which runs for each ith row
of YnZ can be carried out in parallel by each of the worker nodes. For each row of YnZ, in
Line 4, the temporary variable Yi retrieves the corresponding row from data matrix Y . Only
those values that fall within the horizontal dimension range from start to end are extracted. On
the other hand, at Line 5, the temporary variable Zi retrieves the corresponding row from the
previous intermediate data matrix Z.

After that, Yi is multiplied by the principal subspace matrix W k of the previous iteration to
generate a quantity dotRes. Finally, in Line 7, this dotRes is added to the variable Zi, while the
corresponding row from Zm is subtracted. When all the worker nodes are done with the map
operation, a new version of the intermediate data Z is generated and returned.

Generation of our parameter W (Line 20 from Algorithm 1) can be divided into two parts:
computing (Y T

s,i ∗Zs − µTi ∗ zs) which we refer to as generating Y tZ and multiplying it with
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Algorithm 3 SegmentedZJob

previously generatedMXtX . Algorithm 4 provides the mechanism of generating Y tZ and
ZtZ (a part ofMXtX) in Spark environment. Similar to Algorithm 3, here the map operation
is run for each ith row of YnZ and the operation is carried out by each of the worker nodes
for their corresponding data segment which has been distributed by Spark. Note that, ZtZ is
generated only for the first iteration while new Y tZ is generated at every iteration.

8.2 Algorithms Compared

The available state-of-the-art methods are already discussed in Chapter 5. Their existing
limitations are also discussed briefly. The major issues of the existing methods are that they
are not scalable with the increased dimension of the datasets and also none of the existing
methods can provide an implementation for geo-distributed datasets. Therefore, to overcome
these two concerns, we have proposed TallnWide, which is a highly scalable geo-distributed
implementation of zero-noise model PPCA. In this section, we mention the methods that we
consider as competitors of TallnWide and therfore, we opt to show the merit evaluation of our
proposed method against these state-of-the-art methods. For computing principal components,
we compare the following five methods:

• TallnWide: Our implementation of the algorithm TallnWide.

• sPCA: A scalable implementation of PPCA [18].

• Mahout-PCA: Mahout implementation of PCA [16].

• MLlib-PCA: PCA implementation in MLlib [17].

• sSketch-PCA: PCA implementation using a scalable sketching technique [19].
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Algorithm 4 SegmentedYtZnZtZJob
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The implementations of Mahout-PCA, as well as MLlib-PCA, are highly optimized in their
respective platforms. On the other hand, the sPCA implementation on Spark was the first
distributed PCA technique of its time. It has added some advanced features and has been quite
successful in outperforming most of the close competitors. With all this sPCA was very capable
of handling higher dimensional dataset but up to a certain extent after which it incurs memory
overlow error. Finally, sSketch-PCA utilizes a scalable implementation of Gaussian sketching
method along with various optimization techniques in order to achieve high scalability. sSketch-
PCA is highly optimized with various techniques similar to sPCA, such as mean propagation,
efficient sparse matrix operations, and effective job consolidation to minimize intermediate data.
sSketch-PCA also provides two other scalable methods for deriving singular value and 2-norm
of reconstruction error, both of which are used for data analysis purpose. Just similar to sPCA,
sSketch-PCA is also implemented on the popular Spark framework for distributed platform.
As we already have mentioned that despite of being more scalable than the other competitive
methods, sSketc-PCA also faces out-of memory error when the dimension of dataset reaches to
10M . Since we are intended to provide a justification that our proposed TallnWide is capable of
handling arbitrarily large dimensional datasets, therefore, we find the algorithms as mentioned
above to be the best options for comparing with TallnWide to establish its merit. For uniform
comparison, we make all PCA algorithms to compute the top 10 principal components.

On the other hand, there is no existing geo-distributed implementation of PCA that we can
consider to compare with TallnWide. Therefore, to evaluate the merit of our accumulation
scheme, we discuss some possible alternative accumulation strategies and then finally provide
a demonstration that our implemented efficient accumulation scheme along with ideal central
datacenter for aggregating partial results yields the best results.

8.3 Datasets

As we are aware that the strength of evaluation of every proposed method is largely dependant
on the use of suitable datasets. Therefore, to establish the merit of our proposed TallnWide, we
use five real datasets. All of these datasets are quite diverse in terms of size, dimensions, sparsity,
and data values. Since some of these datasets are so higher dimensional that the comparing
methods fails to execute on them, we have to make the datasets suitable to be executed on by
all the comparing methods. Therefore, we generate various subsets of the five datasets so that
we can assess the scalability and performance of comparing PCA algorithms with increasing
data sizes. The following list describes the datasets by showing their source, dimension and . If
the number of rows and columns of a dataset are N and D respectively, then the sparsity of that
dataset is measured as follows:

sparsity =
# of zero elements

(N ∗D)
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.

• PubMed: PubMed is a sparse, bag-of-word representation of medical documents from
the U.S. National Library of Medicine. [4] provides a matrix from this dataset where the
rows represent the documents, and the columns represent the words (values are either 0 or
1). Its size is 8, 200, 000× 141, 043. The number of non zero elements in this dataset is
483,450,157, and the sparsity is 0.9995. We also consider a small subset of this dataset
with a dimension of 2000, referred to as PubMed2K.

• AmazonRating: Amazon.com, Inc is an American multinational technology company
based in Seattle, Washington, which focuses on e-commerce, cloud computing, digital
streaming, and artificial intelligence. It is considered one of the Big Five companies
in the U.S. information technology industry, along with Google, Apple, Microsoft, and
Facebook. The company has been referred to as “one of the most influential economic
and cultural forces in the world”, as well as the world’s most valuable brand. The marker
place provided by Amazon is the most popular e-commerce website throughout the whole
universe. The products available there can be rated by any customer as soon as he buy
them. Amazon product data provided by [3] contains product reviews and meta-data from
Amazon. It is a sparse matrix of size 21M × 9.8M , and the values are between 0 and 5.
The value at the cell [i][j] represents the rating given by the user i to the product j. The
number of non zero elements in this dataset is 82,676,840, and the sparsity is 0.9999. We
also consider two subsets: AmazonRating2K (size 6.6M × 2K) and AmazonRating50K
(size 6.6M × 50K).

• SiftFeature: The scale-invariant feature transform (SIFT) [80] is a feature detection
algorithm in computer vision to detect and describe local features in images. SIFT
keypoints of objects are first extracted from a set of reference images and stored in a
database. An object is recognized in a new image by individually comparing each feature
from the new image to this database and finding candidate matching features based on
Euclidean distance of their feature vectors. From the full set of matches, subsets of
keypoints that agree on the object and its location, scale, and orientation in the new
image are identified to filter out good matches. The determination of consistent clusters
is performed rapidly by using an efficient hash table implementation of the generalised
Hough transform. Each cluster of 3 or more features that agree on an object and its pose is
then subject to further detailed model verification and subsequently outliers are discarded.
Finally the probability that a particular set of features indicates the presence of an object is
computed, given the accuracy of fit and number of probable false matches. Object matches
that pass all these tests can be identified as correct with high confidence.

In order to generate the SiftFeature Dataset, We download all the images from
ImageNet [81] and from each image, we extract SIFT features and store them in a matrix



8.4. CLUSTER CONFIGURATION 57

Table 8.1: Summary table of the used Datasets

Dataset No of Rows No of Columns Cell[i][j]

PubMed 8.2M 141, 043 = 1 if word j is present in document i
AmazonRating 21M 9.8M = the rating given by the user i to the product j
Twitter 61M 61M = 1 if user i is followed by user j
SiftFeature 4.5M 128 = a real value representing SIFT feature
Fashion-MNIST 70K 784 = a real value

Each sample is a 28× 28 grayscale image

form. It is a dense matrix of size 4455091× 128 (with sparsity value of 0.2272), and each
element is a real value.

• Twitter: Twitter is an American microblogging and social networking service on which
users post and interact with messages known as “tweets”. Registered users can post,
like and retweet tweets, but unregistered users can only read them. Users access Twitter
through its website interface, through Short Message Service (SMS) or its mobile-device
application software (“app”). Tweets were originally restricted to 140 characters, but was
doubled to 280 for non-CJK languages in November 2017. Audio and video tweets remain
limited to 140 seconds for most accounts. We take a 50M × 50M dataset from [2] which
is a matrix of Twitter users. If the user i is followed by the user j, then the cell [i][j] holds
a 1. It can clearly be observed that this is a very sparse matrix and sparsity value is 0.9999.
From this dataset, we primarily consider two subsets: Twitter1K (size 59670× 1K) and
Twitter10M (size 10M × 10M ). We also make several other low dimensional subsets as
needed (not mentioned as separate names).

• Fashio-MNIST: Fashion-MNIST is a dataset of [82] images consisting of a training set of
60,000 examples and a test set of 10,000 examples. Each example is a 28× 28 grayscale
image, associated with a label from 10 classes. We intend Fashion-MNIST to serve as
a direct drop-in replacement for the original MNIST dataset for benchmarking machine
learning algorithms. It shares the same image size and structure of training and testing
splits.

The Table 8.1 summarizes the datasets that we consider to evaluate the merit of our proposed
TallnWide in light of the comparing method.

8.4 Cluster Configuration

As we have already motioned in Chapter 7 that Algorithm 1 TallnWide is a generalized algorithm
which designed for a geographically distributed datasets. However, we can execute the algorithm
in a Standalone Mode by zeroing the number of DCs i.e., S = 0. Therefore, in order to evaluate
the merit of TallnWide, we need to run our algorithm in two different environments:
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• firstly, in a single cluster (Standalone Mode) to assess the capability of handling arbitrarily
large dimensional datasets. In this setup data is residing in a single DC with instance of
commodity hardware, and the dimension of the dataset is arbitrarily large. We need to
verify the running time i.e. speed, scalability and space efficiency of our algorithm in such
kind of environmental setup. ii) secondly, in geo-distributed environment, where multiple
clusters are located at different geographic locations and they have their own version of
dataset. Even if the dataset is not higher dimensional, we still are not capable of manage
such setup when it comes to perform PCA since no PCA algorithm is geo-distributed. In
this kind of environment, partial results generated by each cluster, they are aggregated by
a central datacenter and then redistributed. Therefore, we can see that there is a heavy
involvement of network I/O involvement which we need to execute in an efficient manner.

The first experiment mainly focuses on computational capability, which can provide efficient
memory utilization. On the other hand, the later one needs efficient inter datacenter
communication scheme. In this section, we describe the cluster configuration to create the
above mentioned two environments.

Single DC Configuration for Standalone Mode: We run the experiments for a single DC
(standalone mode) by creating a cluster on the Amazon EMR. Our cluster consists of:

• 8 Amazon EC2 m3.xlarge instances, each of which contains:

– eight vCPU,

– 15 GB of memory, and

– 80 GB SSD storage

• Each node has the following software installed:

– emr-5.7.0,

– Hadoop 2.7.3,

– Spark 2.1.1,

– Ganglia 3.7.2, and

– Mahout 0.13.0.

– MLlib library is included in Spark.

Point to be noted that in case of Standalone Mode, the main focus is to assess the scalability
of TallnWide. Therefore, we execute the algorithm on very higher dimensional dataset which
requires the algorithm to execute for significantly large amount of time. FOr this reason, to cut
off the monetary cost, cheaper Amazon AWS instances are considered during cluster setup.
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Table 8.2: Bandwidth (in MB/s) among geo-distributed DCs.

DC/DC Ireland N. Virginia 1 N. Virginia 2 Oregon 1 Oregon 2

Ireland - 11.35MB/s 10.95MB/s 9.25MB/s 11.60MB/s
N. Virginia 1 11.35MB/s - 81.30MB/s 18.05MB/s 18.20MB/s
N. Virginia 2 10.95MB/s 81.30MB/s - 17.50MB/s 17.70MB/s

Oregon 1 9.25MB/s 18.05MB/s 17.5MB/s - 126.95MB/s
Oregon 2 11.60MB/s 18.20MB/s 17.70MB/s 126.95MB/s -

Geo-distributed DCs Configuration: For simulating geo-distributed environment, we consider
three geographical regions, namely North Virginia, Oregon, and Ireland. In North Virginia and
Oregon, we consider two separate zones, which are referred to as North Virginia 1 & 2, and
Oregon 1 & 2. In Ireland, we only consider one zone referred to as Ireland. That means we
consider five different geographic locations. Table 8.2 shows the inter-DC B/Ws. In each zone,
to create a cluster consisting

• 3 Amazon EC2 m3.2xlarge instances each of them having

– 16 vCPU,

– 30 GB of memory, and

– 160GB SSD

• Each node has the following software installed:

– emr-5.7.0,

– Hadoop 2.6,

– Spark 2.0.0,

– Ganglia 3.7.2,

Note that we do not install Mahout and MLlib in geo-distributed environment since we do not
use them for geo-distributed manner because of their lacking to offer one. Depending on the
implementation, we deploy different kinds of geo-distributed clusters on these 15 instances
(described later).

8.5 Performance Metrics

As we have already described that we consider two different environment to evaluate TallnWide.
To evaluate the merit of our algorithm, in case of different environments, we consider different
set of performance metrics.
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• In case of standalone mode evaluation, we consider three performance metrics:

– running time to achieve the desired accuracy,

– scalability, and

– intermediate data size.

In addition, we also show the effect of the number of blocks on the running time and
scalability. For checking convergence, we use the following criteria:

∆W = max
(
|W k −W k+1|/

(
ε+ max(|W k+1|)

))
where W is our principal component. Here |.| denotes the absolute value of the term,
and max returns the maximum element of a matrix. When we say 5% tolerance for
convergence, we mean changes in elements of W or ∆W is less than or equal to 5%.
Here ε is a small number to avoid any division-by-zero error.

• On the other hand, in case of geo-distributed evaluation, we mainly focus on
communication efficiency. We show the changes in running time in our various
accumulation strategies. Then we show the communication efficiency among different
approaches mentioned in section 6.2.



Chapter 9

Experimental Evaluation

In this chapter, we present an in-depth comparison of TallnWide with other algorithms based on
the performance metrics mentioned in the preceding section. At the beginning of this chapter,
we show the comparison among the principal components identified by the comparing methods.
After that, we compare the considering methods from other aspects.

9.1 Comparison among Identified Principal Components

In this section, we illustrate the similarity of the principal components identified by the comparing
methods. By showing proper data visualization, the reconstruction error, and the proportion
of explained variance, we justify that TallnWide, despite of omitting the noise, is capable of
providing the principal components without any significant compromise in correctness.

9.1.1 Reconstruction Error

We first run the comparing methods on some selected smaller dimensional datasets and identified
the top 10 principal components. After that, we project the original data on the subspace with
maximum variance, and compute the reconstruction error. For each of our used datasets, Table
9.1 is showing the reconstruction errors for the principal subspace identified by each of the
comparing methods. Even though TallnWide incurs slightly larger reconstruction error, the
rate is still within an acceptable tolerance (the maximum reconstruction error of TallnWide is
incurred for AmazonRating dataset with 1M of rows and 2K of columns, which is just larger
thatn 1%). Since TallnWide with zero noise model PPCA is capable of handling arbitrarily large
dimensional datasets, such marginal loss in projected data is acceptable.

We demonstrate the figures of two different fashion elements from Fashion-MNIST dataset in
Figure 9.1. On both figures, (a) illustrates the real 28× 28 pixel image from the dataset. On the
other hand, (b)-(e) are drawn using the projected data on the principal subspace identified by the
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Table 9.1: Comparison of reconstruction error in percentage

Datasets Size
MLlib-
PCA

Mahout-
PCA

sPCA TallnWide

Fashion-MNIST 60K × 784 8.98× 10−8 2.91× 10−6 5.5× 10−1 8.9× 10−1

PubMed1M2K 1M × 2K 3.65× 10−4 1.25× 10−2 1.11× 10−1 2.13× 10−1

SiftFeature 4.5M × 128 3.22× 10−8 2.08× 10−6 4.51× 10−3 1.03× 10−2

AmazonRating1M2K 1M × 2K 6.35× 10−4 4.89× 10−2 3.64× 10−1 1.21× 100

Table 9.2: Total Variance explained (in percentage) by top 10 Principal Components identified
by the comparing methods.

Datasets Size
MLlib-
PCA

Mahout-
PCA

sPCA TallnWide

Fashion-MNIST 60K × 784 71.97 71.97 71.70 71.04
PubMed1M2K 1M × 2K 49.09 49.09 48.94 48.70

SiftFeature 4.5M × 128 32.69 32.69 32.41 32.23
AmazonRating1M2K 1M × 2K 77.43 77.43 77.33 77.11

comparing methods. We can clearly observe that TallnWide, despite of very marginally higher
reconstruction error, is capable of providing a similar projected data, which is suitable to apply
on any kind of data analytics.

9.1.2 Variance Explained by Principal Components

Now we show the comparison among the percentage of variance of the considering datasets
captured by the top 10 principal components identified by our comparing methods. Table 9.2
shows the experimental results. A better understandable graph plot is shown on Figure 9.2. It is
evident that TallnWide is capable of capturing similar amount of variance in contrast to the other
state-of-the-art methods, and to be specific, it is more than 99% similar.

9.2 Evaluation for a Single DC

Now er come the performance evaluation of TallnWide from other aspects. In this section, we
first show the efficiency of our block-division method in TallnWide algorithm for a single DC.
We show that TallnWide is both fast and scalable compared to the other methods.

Effect of Number of Blocks: In case of executing TallnWide in a single cluster Standalone
mode, our main intention is to justify the claim that TallnWide can handle arbitrarily large
dimensional datasets. As we have already mentioned in Section 6 that we divide the PCA
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Figure 9.1: Visualization of projected data on principal subspace identified by the comparing
methods.
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Figure 9.2: Visualization of total captured variance by the top 10 principal components identified
by the comparing methods.

parameter W into β blocks so that at each time, TallnWide has to handle a portion of data
which is manageable in size. It will eventually reduce the amount of intermediate data size and
overcome the memory overflow error. The choice of number of blocks plays the major role in the
scalability concern. A wrong choice of the number of blocks can either lead to the occurrence of
usual memory overflow error or a significant amount of unnecessary disk input-output overhead.
Therefore, it is required to choose this number wisely so that it is the smallest number which is
sufficient to minimize the out-of-memory error. However, we omit the derivation of the optimum
block number in this thesis, and identify the optimum number in an empirical way. In our
implementation, we do not fix the number of blocks for the division. Instead, we dynamically
choose the number of blocks by this formula:

β =
⌈
(ρ ∗D ∗ d ∗ 8)/(minMem ∗ 10242)

⌉
where β is the number of blocks, ρ is the tuning parameter, minMem is the least free memory
(in MB) among working nodes. Table 9.3 shows the effect of ρ on the number of blocks for
AmazonRating and Twitter10M datasets. Depending on ρ, the number of blocks varies. In
this table, the sizes of the blocks are shown in approximate values. These sizes are measured
during the runtime of the spark code by comparing the approximate free and utilized memories
observed before and after the generation of a single block of the PCA parameter,W . One point
to be noted that these block sizes do not provide any direct indication of the failure or success in
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Table 9.3: Effect of ρ on the choice of different number of blocks.

AmazonRating Twitter10M

ρ
Number of
blocks (β)

Block Size
(MB)

Time per
iteration (sec)

Number of
blocks (β)

Block Size
(MB)

Time per
iteration (sec)

10 1 2918 Failed 2 2213 Failed
30 2 1628 591.70 3 1811 597.54
40 3 1105 742.47 4 1425 877.31
60 4 917 1444.22 5 1007 1635.71

execution rather they directly impact the size of intermediate data generation. In order to ensure
that memory overflow error does not occur, we keep the block size manageable. To do so, we
keep the number of blocks to be larger than a certain threshold value. However, if we work with
more blocks, we have to encounter additional overheads for Disk I/O. Therefore, our goal is to
minimize the number of blocks as much as possible. In our observation, ρ = 30 yields the best
result, so we have used ρ = 30 for TallnWide. However, determining the efficient value of ρ to
keep the count of blocks minimum while ensuring the mitigation of overflow error is out of the
scope of this thesis and is kept as future work.

9.2.1 Running Times in a Single DC

To compare running times of our method against all other techniques, we first show that as an
iterative method TallnWide takes less time to finish one iteration, compared to other iterative
methods. Later, we show that when all the iterative techniques converge, TallnWide takes the
least amount of time as well. For each method, to get results faster and reduce monetary cost,
we consider deriving top 10 principal components. Point to be noted that all the methods we
consider for comparison involve randomization in their approaches. This may result in either a
decent starting point, which tends to converge earlier or any average starting point, which needs
more iterations to converge. For this reason, in order to maintain fairness among the methods,
we use per iteration time comparison.

Figure 9.3(a) shows per iteration running times for all the iterative methods for all datasets
(except Twitter1K for which logarithmic running time is negative). In all cases, TallnWide
takes the least amount of time. For example, for AmazonRating50K dataset, TallnWide takes
only 6.10 seconds while Mahout-PCA, sPCA, and sSketch-PCA take 1021.25, 20.47, and 12.86

seconds respectively. For other datasets, the results are similar. Furthermore, when the number
of dimensions is too high, Mahout-PCA, sPCA, and sSketch-PCA fail to run. For example, for
AmazonRating (D = 9.8M ), Twitter10M (D = 10M ), and Twitter datasets (D = 50M ), they
fail, whereas TallnWide performs smoothly, and takes 742.47, 597.54, and 14687.62 seconds per
iteration, respectively.
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(a)

(b)

Figure 9.3: (a) Per iteration running time for all iterative methods. (b) Comparison of running
time of iterative methods to converge (5% tolerance) for PubMed dataset.
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Table 9.4: Comparison of running time (in sec) for TallnWide on different datasets against
state-of-the-art library functions: MLlib-PCA, Mahout-PCA, and sPCA. For iterative methods,
we consider running time to reach convergence (5% tolerance). For full Twitter dataset, we
consider 1 iteration.

Datasets Size
MLlib-
PCA

Mahout-
PCA

sPCA
sSketch-

PCA
TallnWide

PubMed2K 8.2M × 2K 94.54 57.27 35.32 24.21 21.11
PubMed 8.2M × 141K Fail 19491.51 634.90 585.37 533.91

SiftFeature 4.5M × 128 107.09 1801.52 556.10 182.10 194.93
AmazonRating2K 6.6M × 2K 58.58 63.54 10.88 12.99 5.731

AmazonRating50K 6.6M × 50K Fail 2042.49 102.343 64.33 48.76
AmazonRating 21M × 9.8M Fail Fail Fail Fail 6339.77

Twitter1K 50K × 1K 26.63 22.86 1.18 1.12 1.10
Twitter10M 10M × 10M Fail Fail Fail Fail 2987.69

Twitter (1 iteration only) 50M × 50M Fail Fail Fail Fail 14687.62

We now show that TallnWide takes less time for convergence. In Figure 9.3(b), running times of
iterative methods to converge (5% tolerance) for PubMed dataset is shown. We can observe that
TallnWide takes the least amount of time (evident from the zoomed segment) to converge
compared to others (533.91 seconds vs 585.37, 634.90, and 19491.51 seconds) and offers
1.1 − 37× better performance. Table 9.4 shows full running times of all the methods for
all datasets. For Twitter, we show the results of the first iteration only (to reduce the monetary
cost). Observe that, due to the high dimension, MLlib-PCA fails to run on full PubMed dataset.
If we take a smaller dataset, TallnWide still takes less time. For example, for PubMed2K MLlib-
PCA, Mahout-PCA, sPCA, and sSketch-PCA take 94.54, 57.27, 35.32, and 24.21 seconds to
finish while TallnWide takes only 21.11 seconds (a factor of 1.2− 4.5× improvement). Results
for other datasets are similar, and TallnWide offers better performance (1.1− 42×) in running
time in most of the cases. However, only for the dense matrix SiftFeature, MLlib-PCA takes
the least time. It is because MLlib-PCA is a deterministic algorithm, and it does not have any
overhead for sparsity preserving calculation. However, here the dimension is relatively small,
which is not a case with big data, for which MLlib-PCA fails to perform.

9.2.2 Scalability

TallnWide does not face out-of-memory error as dimensions of data increase arbitrarily. To show
this, we work with different dimensions of Twitter datasets such as 1K, 2K, 4K, 6K, 8K, 10K,
100K, 1M , 5M , 10M , 20M and 50M , and record the memory consumption using Ganglia [83]
for each method. Figure 9.4 shows the result. As expected MLlib-PCA faces out-of-memory
error after 6K dimensions. Mahout-PCA and sPCA too face such error after handling up to 5M

dimensions while sSketch-PCA can prolong its scalability further but eventually fails when the
dimension reaches close to 10M (from Table 9.4, we can see that sSketch-PCA fails for datasets
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Figure 9.4: Memory consumption in one working node for all methods for Twitter dataset.

with dimension 9.8M , 10M , and 50M ). However, due to the merit of block-division, TallnWide
does not face such a problem. Thus, from this figure and Table 9.4, we can say that TallnWide
successfully handles up to 10× dimensions which bears the testimony of our claim that it can
handle an arbitrarily large number of dimensions.

9.2.3 Intermediate Data Size

We have already discussed that one of the main motivations of proposing TallnWide is to
overcome the memory overflow error that is incurred by the existing methods when they are
executed on datasets with arbitrarily large dimensions. As the dimensions of the PCA parameter
continues to increase, the size of the intermediate data eventually explodes and the out-of-
memory error happens. In order to address this serious challenge, we introduce a novel block
division method in TallnWide, which divides the PCA parameter into manageable size so that
the intermediate data size can be kept in control. In this final part of the evaluation in a single
DC, we present an experimental justification that TallnWide is memory efficient, and due to the
controlled size of intermediate data, it can successfully mitigate the memory overflow error.

We measure intermediate data size generated by all the comparing algorithms for PubMed,
AmazonRating50K, and SiftFeature datasets. We choose these datasets because they allow
other methods to run without facing out-of-memory errors. Table 9.5 shows the experimental
results. Along with the zero-noise model, which reduces the generation of intermediate data,
our TallnWide offers a significantly lower memory utilization by providing a block division
of the main parameter (principal subspace W ). Although we may incur some computational
overhead due to partitioning, the total running time is not impacted by that much as we showed
earlier. From the table, we can see, in case of MLlib-PCA, the intermediate data size grows very
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Table 9.5: TallnWide is space-efficient. It produces less intermediate data than state-of-the-art
methods. For a fair comparison, we compare results with only those data where other methods
do not face memory issues.

Technique PubMed AmazonRating50K SiftFeature

MLlib-PCA ≥150GB ≥150GB 896KB
Mahout-PCA 3.65GB 1.05GB 0.67GB

sPCA 198MB 66MB 143KB
sSketch-PCA 151MB 53MB 140KB

TallnWide 131MB 45MB 128KB

quickly and eventually goes beyond 150 GB for our all higher-dimensional datasets. It exceeds
the total aggregated memory of the cluster. Since the intermediate data size for Mahout-PCA
depends on the input row size N , which is typically very big in our case, it also generates a lot
of intermediate data. For the PubMed dataset, Mahout-PCA, sPCA and sSketch-PCA generate
3.65GB, 198MB and 151MB of intermediate data respectively, whereas TallnWide generates
only 131 MB, a factor of 29×, 1.5×, and 1.2× reductions respectively. In case of SiftFeature
which has a row size of about 4 million but only has 128 dimensions, we see our method offers a
huge reduction of memory compared to Mahout-PCA (0.67 GB vs 128 KB) and also generates a
slightly lower amount of intermediate data than the closest competitors sPCA (143KB vs 128KB)
and sSketch-PCA (140KB vs 128KB).

9.3 Evaluation for Geo-Distributed DCs

In the preceding sections, we have justified the merit of TallnWide in a single DC Standalone
mode. We have established the claim that TallnWide can handle datasets with a arbitrary number
of dimensions without incurring any memory overflow error. Our novel block division method
can partition the PCA parameter into blocks of manageable blocks so that at every time the
generation of intermediate data can be kept in control. Now in this section, we move to the
geo-distributed environment. Here we have multiple datacenters located at different geographic
locations. All the datacenters have their own version of data, and passing raw data across national
border is costly and sometimes even prohibited. Therefore, no centralized method of computing
PCA can be applicable in such scenario, and we do not have any geo-distributed solution for
this kind of scenario. Out of this requirement, we design our algorithm TallnWide in such a
way that it can handle geo-distributed datasets in a communication-efficient manner. Since there
is no current state-of-the-art which can be used as a baseline to compare our geo-distributed
accumulation scheme, we ourselves provide three different possible alternative accumulation
scheme which can be easily implemented using the existing tools and frameworks. After some
comparative discussion and experimental evaluations, we conclude that our custom accumulation
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scheme is capable of providing the most efficient communication. We first describe three different
accumulation strategies for the implementation of Geo-Accumulation method in Algorithm 1.

• gSpark-Accumulation: This is a naı̈ve strategy where we implement the accumulation of
the partial parameters in a centralized approach using the out-of-the-box solution provided
by Spark. For this, we deploy Spark in the geo-distributed environment, which we call
gSpark. As we have mentioned in the cluster configuration section that we choose five
different geographic regions and at each region we launch three Amazon AWS instances.
Therefore, in total we have 15 instances in our hand to utilize. To deploy the centralized
geo-distributed cluster we use all the 15 instances as a single DC. Our single cluster for
this accumulation scheme consists of 1 master along with 14 slaves. The slaves are located
at different (distant) geo-distributed locations. This accumulation method demands the
passing of raw data among the slaves in order to achieve parallel computational capability.
As we know that inter regional B/W is typically not that higher as the intra regional
one. Moreover, this kind of B/W is very costly. Undoubtedly, this centralized gSpark
violates the basic concern of not passing the raw data across the regional border in order
to minimize communication cost and data privacy. Despite of this, we keep this setup in
consideration in order to evaluate the outcome and nullify the possibility of using such a
setup experimentally.

• gHDFS-Accumulation: As passing raw data across regional border posses much concern,
to avoid passing raw data, we discard the centralized approach, and consider 3 instances
from each zone as a single DC. In each DC, we set up a Spark cluster (1 master and 2
slaves). In addition, we set up another Spark cluster taking all the master instances from
each DC, i.e., a cluster of masters, in order to accumulate the parameter only. After that,
we deploy HDFS in a geo-distributed fashion, which we call gHDFS. In this setting, each
DC stores partial results in gHDFS and notify the master of the cluster of masters, or
master of masters, to start accumulation. Master of masters reads partial results from and
stores the final result in the same gHDFS. Since gHDFS is accessible from all the DCs,
each DC can read the accumulated parameter at the beginning of the next iteration.

• TallnWide-Accumulation: In gHDFS, all DCs have one shared file system which does not
depict the real scenario of a geo-distributed environment. So, now in our approach, we
discard gHDFS and also the cluster of masters. To do so, we make the assumption that the
masters from each DC are able to communicate among themselves in a real application via
Secure Shell Script (SSH) for passing the partial parameters only. We provide our custom
accumulation using the native file system, and Linux shell script. In this strategy, master
form one specific DC is elected in to be the central DC which handles the responsibility
of the accumulation task. The TallnWide algorithm is executed on the dataset of each
of the datacenters. As soon as any DC (which is not the central DC) is finished with
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Table 9.6: Comparison of running times (in sec) among different strategies (for single iteration):
gSpark-Accumulation, gHDFS-Accumulation, and TallnWide-Accumulation.

Dataset
gSpark-

Accumulation
gHDFS-

Accumulation
TallnWide-

Accumulation

AmazonRating 1547.14 1195.44 525.56
PubMed 212.45 180.13 137.34

the generation of the partial PCA parameter W , it sends it to the master of the ideal DC
using SSH. Whenever, the central DC is also finished the generation of it own version of
partial W an also have received all the partial W s from other DCs, it accumulates it and
redistribute the accumulate version to each of the DCs using SSH again.

All of the instructions for gSpark and gHDFS, and code for all strategies are publicly available
in the provided GitHub link.

9.3.1 Running Times Among Accumulation Strategies

Now we show that among the three accumulation strategies introduced in the preceding section
the TallnWide-Accumulation provides the best performance when it comes to the speed of
accumulation process. To keep costs low, we use two datasets, namely AmazonRating and
PubMed, to validate the merit of TallnWide-Accumulation scheme. We execute our TallnWide
algorithm by setting the number of geo-distributed clusters on this two datasets. Each of our
five different geo-distributed clusters generate partial result of the principal subspace W based
on their own datasets. After that these partial results are aggregated and redistributed by using
the gHDFS-Accumulation and TallnWide-Accumulation. Note that the other accumulation
strategy i.e. gSpark-Accumulation is mainly a out-of-the-box centralized approach and in this
case, TallnWide is executed by setting the number of DCs to one (S = 1 in Algorithm 1)
and considering a single datacenter using all the 15 instances. Table 9.6 shows the results of
the strategies for the datasets. The results are shown for running one iteration only in order
to cut off the monetary cost. Notice that since gSpark has to transmit and shuffle raw data
across geo-distributed instances, gSpark-Accumulation is slow. gHDFS has additional overhead
for initialization and replication, and therefore gHDFS-Accumulation takes longer time too.
However, our final strategy, TallnWide-Accumulation, operates faster because it does not need
to pass raw data and does not have any additional overhead and offers 1.3 − 2.9× better
performance than the other mentioned strategies.
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Table 9.7: Average running time (in sec) needed for taking different DC as center using TallnWide-
Accumulation strategy. Statistics is shown for AmazonRating and PubMed datasets.

Approach 2 Approach 3

Dataset Ireland
North

Virginia 1
North

Virginia 2 Oregon 1
Oregon 2

(Ideal)

AmazonRating 594.34 537.57 542.56 546.45 525.56
PubMed 158.31 138.55 141.53 149.44 137.34

9.3.2 Communication Efficiency Across Different Approaches

As for now, we have shown that our designed TallnWide-Accumulation strategy can esily
outperforms all other possible alternative and can achieve the fastest accumulation across
geo-distributed DCs. Using TallnWide-Accumulation strategy, we now establish the merit of
using Equation (6.3) for Approach 3 (Efficient Order w/ Ideal Central DC) over Approach 2
(Efficient Order) in Figure 6.2 mentioned in Section 6.2. To juggle our memory a bit, it worths
re-mentioning that Approach 2 is designed in a way that a central DC is randomly selected to
handle the task of aggregating the partial results and redistributing the final result. The task is
carried out in an efficient order so that a maximum parallelism can be achieved. When ever
any block of W is generated it is send for geo-accumulation and that particular DC continues
with the generation of the next block. In this way the idle times in CPU, Network, and Disk I/O
can be minimized. On the other hand, the Approach 3 is more aggressive to achieve a faster
accumulation. It determines an ideal DC according to the Equation 6.3 mentioned in Section 6.2.
An ideal master is theoretically expected to be faster in communicating with the masters of other
DCs. In this section, we experimentally justify the validity of the concept of choosing an ideal
central DC for accumulation. We do not experimentally validate Approach 1 (Trivial Order)
because of straightforward observation and cutting down the monetary cost of running EC2
instances. Table 8.2 shows the B/W (a symmetric matrix) between every pair of DCs. From this
table and Equation (6.3), we derive the slowest B/Ws for all masters from each DC:

B/W min = {9.25, 11.35, 10.95, 9.25, 11.60}

For Oregon 2, we get the maximum from this set which is 11.60MB/s. So, using Oregon 2
as the central DC for accumulation should yield a faster result. To evaluate this claim, we
run the TallnWide-Accumulation scheme by selecting each of the DCs as our central DC for
accumulation, and observe the time requirement to perform one iteration of Algorithm 1 on
datasets AmazonRating and Pubmed. The results are shown in Table 9.7. We can clearly observe
that for both the datasets, Oregon 2 takes the least amount of time which perfectly alighned with
our theoretical observation according to Equation 6.3 .

We have seen that in single DC configuration, our results show that TallnWide offers high
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scalability, and also capable of generate faster results. With our introduced novel block division
method, we can minimize the generation of intermediate data and thus successfully minimize the
memory overflow error. In geo-distributed setup, we have shown that our accumulation strategy
along with the determination of ideal central DC for accumulation yield faster accumulation
that the other alternatives. In summary, we have justified all our claims of minimizing all the
challenges in executing PCA algorithm on geo-distributed tall and wide datasets have been
justified with proper and convincing experimental results.



Chapter 10

Conclusion

In this thesis, we have proposed a new algorithm, referred to as TallnWide, to meet the challenges
of geo-distributed tall and wide big data. We have addressed two basic challenges associated
with the excising methods of PCA computation. The state-of-the-art fail to meet the demand of
tall and wide big data since they are not scalable to handle arbitrarily large dimensional datasets.
Moreover, in the recent world, where data are by born geographically distributed, they fail to
offer any federated learning for PCA techniques.

In order to solve the scalability issue, we have devised a novel block-division EM algorithm
for PCA, and we have demonstrated both theoretically and experimentally that compared to the
state-of-the-art techniques, our method is highly scalable (handles 10× higher dimension) and
offers better performance (1.1− 42× faster).

We have also given a better solution in our algorithm for the geo-distributed environment, which
does not require passing raw data and provides faster result by selecting the datacenter with
optimum communication capability to handle to responsibility of the accumulation of partial
parameters. We show that our accumulation strategy, coupled with our communication efficient
calculation yields up to 2.9× faster result than other alternatives.

In our work, we have dynamically derived the number of blocks to be required to minimize the
memory overflow error while keeping other overheads to minimum. This derivation involves the
monitoring of memory usage during runtime and a tunable parameter. However, we have kept
the derivation of the optimum value of the tunable parameter as future work. In future, we intend
to give an optimal block-partition scheme and provide a technique for perturbation of values of
the parameter for privacy preservation.

For reproducibility and extensibility of our work, we make the source code of TallnWide available
at https://github.com/tmadnan10/TallnWide.
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Appendix A

Linear Algebra

This section provides proofs of a few unapparent theorems in linear algebra, which are crucial to
this thesis.

The inverse of an orthogonal matrix is its transpose.

Let A be an m × n orthogonal matrix where ai is the ith column vector. The ijth element of
ATA is

(ATA)ij = aTi aj =

1 if i = j

0 otherwise

Therefore, becauseATA = I , it follows thatA−1 = AT .

For any matrix A, ATA and AAT are symmetric.

(AAT )T = ATTAT = AAT

(ATA)T = ATATT = ATA

A matrix is symmetric if and only if it is orthogonally
diagonalizable.

Because this statement is bi-directional, it requires a two-part “if-and-only-if” proof. One needs
to prove the forward and the backwards “if-then” case.
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Let us start with the forward case. IfA is orthogonally diagonalizable, thenA is a symmetric
matrix. By hypothesis, orthogonally diagonalizable means that there exists some E such that
A = EDET , whereD is a diagonal matrix and E is some special matrix which diagonalizes
A. Let us computeAT .

AT = (EDET )T = ETTDTET = EDET = A

Evidently, ifA is orthogonally diagonalizable, if must also be symmetric.

The reverse case is more involved and less clean so it will be left to the reader. In lieu of this,
hopefully the “forward” case is suggestive if not somewhat convincing.

A symmetric matrix is diagonalized by a matrix of its
orthonormal eigenvectors.

Let A be a square n × n symmetric matrix with associated eigenvectors {e1, e2, ..., en}. Let
E = [e1e2...en] where the ith column of E is the eigenvector ei. This theorem asserts that there
exists a diagonal matrix D such thatA = EDET .

This proof is in two parts. In the first part, we see that the any matrix has the special property
that all of its eigenvectors are not just linearly independent but also orthogonal, thus completing
our proof.

In the first part of the proof, letA be just some matrix, not necessarily symmetric, and let it have
independent eigenvectors (i.e. no degeneracy). Furthermore, let E = [e1e2...en] be the matrix
of eigenvectors placed in the columns. Let D be a diagonal matrix where the ith eigenvalue is
placed in the iith position.

We will now show thatAE =ED. We can examine the columns of the right-hand and left-hand
sides of the equation.

Let hand side: AE = [Ae1Ae2...Aen]

Right hand side: ED = [1e1λ2e2...λnen]

Evidently, if AE = ED then Aei = λiei for all i. This equation is the definition of the
eigenvalue equation. Therefore, it must be that AE = ED. A little rearrangement provides
A = EDE−1, completing the first part the proof.

For the second part of the proof, we show that a symmetric matrix always has orthogonal
eigenvectors. For some symmetric matrix, let λ1 and λ2 be distinct eigenvalues for eigenvectors
e1 and e2.
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λ1e1.e2 = (λ1e1)
Te2

= (Ae1)
Te2

= eT1A
Te2

= eT1Ae2

= eT1 (λ2e2)

λ1e1.e2 = λ2e1.e2

By the last relation we can equate that (λ1 − λ2)e1.e2 = 0. Since we have conjectured that the
eigenvalues are in fact unique, it must be the case that e1 · e2 = 0. Therefore, the eigenvectors of
a symmetric matrix are orthogonal.

Let us back up now to our original postulate thatA is a symmetric matrix. By the second part of
the proof, we know that the eigenvectors ofA are all orthonormal (we choose the eigenvectors
to be normalized). This means that E is an orthogonal matrix so by theorem 1, ET = E−1 and
we can rewrite the final result.

A = EDET

Thus, a symmetric matrix is diagonalized by a matrix of its eigenvectors.
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