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Abstract

As the energy industry develops and natural resources become more scarce, scientists are
focusing their attention on finding new materials where comes the emergence of nanocom-
posites and their applications in various sectors. Despite the increase in the discovery of
novel nanocomposites, assessment of their mechanical and tribological characteristics is
limited owing to the intricacy of their structures.

In this study, one of the main goals is to evaluate the mechanical properties of platinum
graphene nanocomposites (Pt-Gr NC) using molecular dynamics simulation. Pt-Gr NC
was chosen for this study because of the extraordinary qualities of graphene as a fiber and
platinum’s use in energy storage systems and other disciplines, such as biomedical and
industrial ones. The study began with the material design and finding its proper interac-
tion potentials. Then MD simulations of the system for both tensile and bending testing
were done to find its mechanical properties, and the results showed that the mechanical
properties of Pt were improved with the inclusion of graphene fiber. Almost a 35% of in-
crement in Young’s modulus occurred with the inclusion of single layer of graphene with
platinum. Validation of the results was also done with previously developed equation of
mixture for bulk composites. After investigating the material’s mechanical characteristics
and failure processes, it was found that Pt-Gr NC performed as predicted when subjected
to tensile loads but badly when subjected to lateral loads. In addition, the effect of addi-
tional graphene layers and temperature variation on the mechanical properties of the Pt-Gr
NC were eventually investigated. MD simulation being a perfect method for studying the
underlying complex behavior of friction and wear, a study of the tribological properties
of this selected nanocomposite was also conducted. The change in coefficient of friction
due to temperature variation showed a decreasing trend. The effect of variations in sliding
velocity on friction and how a higher sliding velocity led towards material wear were also
studied. The effect of wear rate due to different normal loads, as well as a comparison of
wear rate with pristine platinum, were also investigated in this study. Results showed that,
wear rate for Pt-Gr NC is higher than pristine Pt at different indentation depth.

This study yields results applicable to the disciplines of nanocomposite and nanotechnol-
ogy. Information on the mechanical properties and tribological characteristics of the Pt-Gr
nanocomposite can help in the design and fabrication of supercapacitors, fuel cells, biosen-
sors, etc., where this material is generally used. The research results could also help figure
out what materials could be used instead to make structures stronger and more durable.

xv



Chapter 1

Introduction

Over the last several decades, designers of composite materials have focused primarily on
increasing the strength and modulus of structures, which they have done by creating a wide
variety of composites [5, 6]. Composites’ capacity to have their physical and mechanical
characteristics precisely managed is one of their most valuable qualities. Composite ma-
terials in which both the metal and reinforcing particles have at least one dimension at the
nanoscale are known as metal-based nanocomposites [7]. Nanocomposites made of metal-
carbon exhibit special characteristics due to the combination of the favorable properties
(lightweight, abundance, flexibility) of carbon and the ideal physical-mechanical properties
of nanoparticles [8].

1.1 Problem Statement

Graphene, a two-dimensional carbon material, has attracted interest for both theoretical
and applied investigation because of its outstanding mechanical strength [9], ultralow fric-
tion [10, 11], and good thermal conductivity [12, 13]. The extraordinary electromechanical
properties of graphene have been used to create cutting-edge nanocomposites. In addi-
tion, integrating graphene into composites provides a technique for scaling up graphene’s
nanoscale electromechanical properties to the microscale and macroscale [14]. Graphene is
a strong substance that is both lightweight and flexible. It possesses the greatest known
intrinsic strength of 130 GPa and the highest known Young’s modulus of 1 TPa [15].
Therefore, graphene can be used as an emerging fiber for Metal Matrix Nanocomposties
(MMNC).

Platinum-based composites, reinforced by graphene, recently have attracted substantial at-
tention as the Pt acts as spacers resulting in mechanically exfoliated, high-surface-area

1



CHAPTER 1. INTRODUCTION 2

material of potential interest for supercapacitors and fuel cells [16]. Even in electronic in-
dustries, Pt has been used in production of computer hard disks, thermocouples, optical
fibers, LCDs, etc [17]. Graphene’s strong conductivity allows it to operate as a fiber in a
Pt matrix. According to research, adding graphene to metals increases their tensile strength
and decreases their coefficient of friction [18]. Pt-Graphene nanocomposites are also used
as biosensors in the biotechnology, clinical diagnostics, and food industries [19].

In spite of the fact that it is a valuable material in a variety of applications, there is still a
shortage of published research that focuses on the assessment of the mechanical characteris-
tics of Pt-Graphene nanocomposites. As a result, the purpose of this work is to evaluate the
mechanical characteristics of Pt-Graphene nanocomposites using tensile and bending tests
by employing atomistic modeling. These mechanical parameters include Young’s modulus
and ultimate strength. In the course of this study, examinations of tribological characteris-
tics will also be carried out.

1.2 Objectives of the Thesis

The objectives of the present work can be summarized as follows:

(i). To evaluate the mechanical properties such as Youngs modulus, Yield strength, etc.
of graphene reinforced Pt metal matrix nanocomposite using LAMMPS.

(ii). To investigate how the mechanical properties change by varying the amount of
graphene in the nanocomposite.

(iii). To investigate change in mechanical properties due to variation of ambient tempera-
tures.

(iv). To evaluate the flexural properties of the nanocomposite by performing three point
bending simulation.

(v). To evaluate the effect of graphene on the wear rate of the nanocomposite to study
the improvement in the material tribology.

(vi). To validate the atomistic model by simplifying it to the pristine Pt case and then
comparing the results with that available in literature.

1.3 Thesis Outline

The introductory chapter provides the background, problem statement and its possible out-
come, and the objectives of this study. The discussion about the previous studies on the
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topic discussed and how ended up finding a particular gap to be studied in this thesis is
done on chapter 2.

Chapter 3 begins with the discussion on the two main hurdles (a) initial material design (b)
proper interaction potential selection, and how it is tackled in this study. Then it proceeds
with basics of molecular dynamics simulation.

The main study commences from chapter 4, where the mechanical properties are evaluated
through tensile testing. Chapter 5 extends this study with bending test and comparison
between tensile and bending tests. In the walk, effects of change in different parameters on
the mechanical properties of nanocomposites are studied.

Tribological properties of Pt-Gr NC are evaluated in the following chapters (Ch. 6 and Ch.
7). Along with the parametric studies, every chapter from 4 to 7 are consisted of theoretical
background and simulation methodology. Finally conclusions of the study mentioned in
chapter 8.



Chapter 2

Literature Review

High electrical conductivity is one of the primary characteristics of platinum graphene
nanocomposites (Pt-Gr NC), which makes them attractive for use in a variety of electronic
and energy storage applications. Due to the inadequacy in the availability of platinum,
which is an excellent catalyst for fuel cells, researchers have come up with a solution by us-
ing it as a nanoparticle. Platinum NPs as small as 0.9 nm can be employed to replace a solid
Pt sheet without losing catalytic activity due to quantum size effects [20, 21]. Graphene
may provide the ideal support for Pt NP catalysis, with its unmatched electrical conduc-
tivity, strength, and surface-to-volume ratio [22, 23]. In addition, theoretical studies have
predicted that by placing certain elements on graphene, enhanced catalytic reactions can be
achieved [24]. According to the findings of physicists, the interfacial interaction between
graphene and Pt NPs is very sensitive to the NPs’ shape, size, and contact details [25].
It is challenging to model this system since temperature changes the shape of suspended
graphene, the adsorption process, and the binding energy [26].

The synthesis of platinum graphene nanocomposites has been investigated via chemical
reduction, electrodeposition, and plasma-assisted deposition, among others. Xu et al. [27]
studied the interaction between Pt and graphene nanosheets in an experiment. This research
has shown that these nanostructures are sufficiently stable to be used in electrical devices.

Pt-Gr NCs have been studied for a variety of applications, including fuel cells, lithium-ion
batteries, and supercapacitors. Although proton exchange membrane fuel cells (PEMFCs)
are an appealing advancement in the energy industry, commercialization of PEMCFCs is
extremely difficult [28–30]. The reasons for this are (i) the degradation of Pt-base cata-
lysts due to heavy carbon support corrosion, and (ii) the lack of an effective triple-phase
boundary, which is required for PEMFCs, so trapped Pt NPs in carbon micropores cannot
work [31–33]. Using a combination of graphene and Pt nanoparticles, Daping et al. pro-
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duced a novel catalyst with optimum efficiency, which considerably increases the likelihood
that graphene nanosheets may be used as catalyst supports in proton exchange membrane
fuel cells [34]. Additionally, in computational research using molecular dynamics (MD),
Feng et al. [35] examined the impact of graphene nanoparticles in a Pt atomic structure on
the optimization of traditional chemical catalysts. The findings of these simulations indi-
cate that the inclusion of graphene nanoparticles improves the catalytic performance of the
original structures [35].

In fuel cells, platinum graphene nanocomposites have been shown to have higher electro-
catalytic activity and stability for oxygen reduction reactions, which are important for the
performance of the fuel cell. Divya et al. [36] simulated the spontaneous arrangement of
Pt atoms in graphene nanosheets. The findings indicate that this nanostructure is a viable
contender for use as a proton transporter in a fuel cell [36]. In lithium-ion batteries, Pt-Gr
NCs have been used as electrodes for both the anode and cathode and have been shown to
improve the charge/discharge rate and capacity of the battery [37, 38]. In supercapacitors,
platinum graphene nanocomposites have been used as electrodes and have demonstrated
high energy density and power density [39].

In one experiment, Berghian-Grosan et al. [40] evaluated the influence of graphene nanopar-
ticles on the physical and catalytic behavior of the Pt matrix. This work demonstrates the
stability of graphene nanoparticles inside a Pt matrix. In contrast, the incorporation of these
nanoparticles into the Pt matrix enhances the atomic structure’s physical behavior [41].
Moreover, Divya et al. examined the hydrogen storage capacity of the Pt-Gr nanocompos-
ite [42]. This study reveals that Pt-Gr nanocomposite is a viable hydrogen storage material.

Due to their benefits, dye-sensitized solar cells (DSSCs) have garnered considerable atten-
tion [43]. Here, Pt is used as a counter electrode (CE) which is used for catalyzing the re-
dox couple regeneration and collecting electrons [44, 45]. In an experimental study, Cheng
et al. [43] report that the photovoltaic performance of DSSCs improved with graphene-
incorporated CEs as the location and thickness of graphene were optimized. Specifically,
this composite structure performs well in the transfer of charge carriers in solar cells [43].
In an experimental investigation, Wang et al. produced a Pt and graphene nanosheet com-
posite. These structures function suitably in the region of oxygen molecule adsorption,
which has several commercial uses, according to the results of this study [46].

Literature reveals that platinum graphene nanocomposites have the potential to consider-
ably enhance the performance of a variety of energy-related technologies, such as fuel cells,
batteries, and supercapacitors. On the other hand, improving the mechanical behavior of the
Pt matrix (due to its biocompatibility), which has many uses in medical applications, can
be very effective in the healing process of patients [41]. However, more study is required
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to improve their synthesis and performance, and to completely comprehend their action
processes. A molecular dynamics study of the Pt-Gr NC for its mechanical properties as
well as tribological properties is still lacking. Particularly, friction and wear mechanisms
at the nanoscale are difficult to realize due to their underlying complexities, where MD
simulations can be a possible solution. Furthermore, the effects of the number of graphene
nanosheets and the atomic ratio of this type of nanocomposites have not been yet studied
using this technique. In this work, the MD simulation has thus investigated the mechanical
behavior of Pt-graphene nanocomposites. Also, researchers have shown that the addition
of graphene to metals reduces the friction coefficient and wear rate while enhancing tensile
strength [18]. So, tribological properties through MD simulations are also studied for the
Pt-Gr NC in this research.



Chapter 3

Molecular Dynamics Simulation

Newton’s equations (or analogous equations) employ an empirical model (interatomic po-
tential) to describe the interactions between atoms in a molecular dynamics (MD) simula-
tion. One can think of an atom, or a collection of atoms, as a distinct particle with its own
mass and charge. Newton’s second law is described by:

F = ma (3.1)

here, F denotes the force acting on each atom, atomic mass is denoted by m and a is the
acceleration of atoms. The above equation can be written as,

−∇E = m(δ2r/δt2) (3.2)

Here, atomic position (r), time (t), and the potential energy (E) experienced by each indi-
vidual atom. A particle moves forward in time by a small amount, denoted by the symbol
t, since the forces acting on it have been determined. All of the atoms in the system go
through this process for a fixed number of iterations. The position can be fetched by time-
integrating the velocity, and the acceleration can be fetched by doing the same with the
velocity.

In order to numerically solve both equations, the domain must be discretized into dis-
crete steps δt, and the inner region of the function must be approximation. The value of
δt is decided by finding a balance between the approximation uncertainty and the com-
putational costs. The Velocity Verlet and Leapfrog algorithms are the most popular and
easy-to-understand numerical strategies for time-integration. Furthermore, the Adams and
Nordsieck procedures are two other prevalent kinds of examples. [1, 47]

7
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3.1 Initial Positions:Material Design

The first step in designing a system for molecular dynamics simulation is to define the
initial position of the atoms. This can be done by adopting a lot of different methods. The
simplest of them is to define the atomic positions explicitly in three dimensions by writing
a file projecting the positions as numerals. However, with the increasing difficulty of the
system, it becomes tiresome to write the positions explicitly. For this simulation work, a
NanoComposite (NC) system will be designed containing platinum (Pt) and graphene (Gr)
layers stacked one upon another. For the sake of simplicity in designing the system, atomsk
will be used [48].

For different size and layered NC system, the atomsk codes had to run over and over again.
To solve this issue, a jupyter notebook was developed for making this iterative process
simple. In this section, the steps in making the initial system will be described briefly along
with the snippets of python codes.

First of all, some of the parameters for Gr and Pt sheets were given and the basic size of the
system were stored.

# Parame te r s f o r graphene
c c b o n d = 1 . 4 1
g r a p h e n e x = c c b o n d *2* math . cos ( math . p i / 6 )
g r a p h e n e y = c c b o n d *2*(1+ math . cos ( math . p i / 3 ) )

# S t o r i n g t h e v a l u e s o f c a l c u l a t e d graphene p a r a m e t e r s
g r a p h e n e x v a l u e = g r a p h e n e x
g r a p h e n e y v a l u e = g r a p h e n e y

# * P l a t i n u m Block S i z e *
b l o c k x = input ("x-direction: " )
b l o c k y = input ("y-direction: " )
b l o c k z = input ("z-direction: " )

p t l a t t i c e = 3 .9239

# * Graphene Block S i z e *
# * T h i s w i l l g e n e r a l l y be matched w i t h t h e x and y v a l u e o f P l a t i n u m *
g r a p h e n e x l a t t i c e = g r a p h e n e x v a l u e
g r a p h e n e y l a t t i c e = g r a p h e n e y v a l u e

# Graphene v a l u e s f o r d u p l i c a t i n g i n o t h e r d i r e c t i o n s
# These v a l u e s has t o be i n t e g e r s
Graphene x = ( i n t ( b l o c k x ) / g r a p h e n e x l a t t i c e )
Graphene y = ( i n t ( b l o c k y ) / g r a p h e n e y l a t t i c e )
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# P l a t i n u m v a l u e s f o r d u p l i c a t i n g i n o t h e r d i r e c t i o n s
P l a t i n u m x = i n t ( b l o c k x ) / p t l a t t i c e
P l a t i n u m y = i n t ( b l o c k y ) / p t l a t t i c e
P l a t i n u m z = i n t ( b l o c k z ) / p t l a t t i c e

Afterwards, the initial graphene sheet will be designed from a graphite block (Fig. 3.1)
using the following code.

g s t r 1 = ’atomsk --create graphite ’

+ s t r ( g r a p h e n e x l a t t i c e )
+ ’ ’ + s t r ( g r a p h e n e y l a t t i c e )
+ ’ C -cut below 0.2 Z -orthogonal-cell g_1.cfg’

s u b p r o c e s s . run ( g s t r 1 , s h e l l = True )

g s t r 2 = ’atomsk g_1.cfg -duplicate ’

+ s t r ( round ( Graphene x ) )
+ ’ ’ + s t r ( round ( Graphene y ) ) + ’ 1 g_2.cfg’

s u b p r o c e s s . run ( g s t r 2 , s h e l l = True )

s u b p r o c e s s . run (’atomsk g_2.cfg -center com g_3.cfg’

, s h e l l = True )
s u b p r o c e s s . run (’atomsk g_3.cfg -disturb 0 0 0.1 g_base.cfg’

, s h e l l = True )

Figure 3.1: Formation of the graphene sheet.

Then, the Pt block (Fig. 3.2) for each layer is designed as follows:

p s t r = ’atomsk --create fcc 3.9239 Pt -duplicate ’

+ s t r ( round ( P l a t i n u m x ) ) + s t r (’ ’ )
+ s t r ( round ( P l a t i n u m y ) ) + s t r (’ ’ )
+ s t r ( round ( P l a t i n u m z ) ) + ’ pt_1.cfg’

s u b p r o c e s s . run ( p s t r , s h e l l = True )
s u b p r o c e s s . run (’atomsk pt_1.cfg -center com pt_base.cfg’
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, s h e l l = True )

Figure 3.2: Formation of Platinum block.

Lastly, the desired number of Gr layers were merged with the Pt block as sandwiched
system as shown in the Fig. 3.3 and Fig. 3.4

# D e f i n e t h e number o f graphene l a y e r s
g l a y e r = input ("Number of Graphene layers: " )

# Merging t h e Gr s h e e t s w i t h Pt b l o c k s
s u b p r o c e s s . run (’atomsk --merge z 3 pt_base.cfg g_base.cfg

pt_base.cfg ini_NC.cfg’ , s h e l l = True )
s u b p r o c e s s . run (’atomsk --merge z 2 g_base.cfg pt_base.cfg

duplicator.cfg’ , s h e l l = True )

i f i n t ( g l a y e r ) == 1 :
os . rename (’ini_NC.cfg’ , ’NC.cfg’ )

e l s e :
os . rename (’ini_NC.cfg’ , ’NC1.cfg’ )
f o r l a y e r in range ( i n t ( g l a y e r ) − 1 ) :

l a y e r s t r = ’atomsk --merge z 2 NC’

+ s t r ( l a y e r +1)
+ ’.cfg duplicator.cfg NC’

+ s t r ( l a y e r +2) + ’.cfg’

s u b p r o c e s s . run ( l a y e r s t r , s h e l l = True )
f i l e n a m e = ’NC’ + s t r ( g l a y e r ) + ’.cfg’

os . rename ( f i l e n a m e , ’NC.cfg’ )

# C u t t i n g t h e e x t r a p o r t i o n s t o have u n i f o r m shape
# W i t h o u t c u t t i n g t h e e x t r a p o r t i o n may l e a d t o
# f a i l e d boundary c o n d i t i o n
c u t x = ’atomsk NC.cfg -cut above ’

+ s t r ( P l a t i n u m x * p t l a t t i c e ) + ’ x NC_x.cfg’
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c u t y = ’atomsk NC_x.cfg -cut above ’

+ s t r ( P l a t i n u m y * p t l a t t i c e ) + ’ y NC_c.cfg’

s u b p r o c e s s . run ( c u t x , s h e l l = True )
s u b p r o c e s s . run ( c u t y , s h e l l = True )
s u b p r o c e s s . run (’atomsk NC.cfg -center com F_NC.cfg’

, s h e l l = True )

Figure 3.3: Formation of monolayered Pt-Gr NC (both perspective and front view)

Figure 3.4: Formation of double layered Pt-Gr NC.

3.2 Interatomic Potentials

When deciding on a potential, one must take into account the overall objectives of the study.
The idea is to find candidates that describe the properties of the material of interest, going
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with the most natural fit [4]. The Lennard-Jones potential (LJ), proposed by John Edward
Lennard-Jones in 1924, is a good illustration of a generic empirical potential [49]. Accord-
ing to the following relation, the LJ potential only describes van der Waals interactions and
Pauli repulsion forces:

V (r) = 4ϵ
[
(
σD

r
)12 − (

σD

r
)6
]

(3.3)

Here, σD represents a constant for the distance, making the interatomic potential zero; the
well depth of energy is ϵ; and r is the distance between atoms. The Pauli repulsion at very
close range is described by the first term, and the van der Waals interactions are described
by the second term. The computational efficiency of these generic potentials is excellent,
but they do not accurately represent all of the properties of real materials [4].

There are mainly three types of materials, namely metals, covalent materials, and ionic
compounds, for the molecular dynamics study of mechanical and tribological properties.
These three categories are distinguished from one another on the basis of the bonding prop-
erties they possess and serve as limiting cases in a van Arkel-Ketelaar, also known as a
bond triangle [4]. To account for the interaction between atoms and between an atom
and its free electrons, the Embedded Atom Method (EAM) [50, 51] incorporates a set of
atom-specific parameters. It is typical practice to use this potential when dealing with met-
als [4]. Ionic materials must account for long-range interactions (Coulomb forces), which
increases computational expenses. Valence electrons form directional bonds in covalent
substances; Stillinger-Weber [52] is an example of the potential for this type of material.
The bond-order potentials were produced by including a bond-order parameter in the origi-
nal potential. This allows for the strength of multiple bonds to be evaluated simultaneously
using just a single potential, despite the high computational cost of bond-order potentials
and the widespread use of parallel implementations [4].

3.2.1 Interatomic Potential for Pt (Metal Matrix)

The EAM potential is the one that is used most frequently for any metal [53–55]. It is
the most effective way to describe the metallic bond because it is able to capture the many
body effects that are present in metals using a function that describes the amount of energy
needed to embed an atom in the background electron density that is produced by its neigh-
bors. To put it another way, EAM considers the issue from the point of view of the total
energy and takes into account two contributions: the interatomic interaction that occurs be-
tween two atoms, as well as the embedding energy that occurs as a result of the interaction
that occurs between an atom and the free electron sea [4]. The EAM potential model [56]
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can be expressed in its functional form as follows:

Ei = Fα

(∑
i ̸=j

ρβ(rij)

)
+

1

2

∑
i ̸=j

ϕαβ(rij) (3.4)

Here, rij = distance between atom i and j, ϕαβ = pair wise potential function, ρβ = contri-
bution to the electron charge density from atom j of type β at the location of atom j, and Fα

= embedding function [57].

As a result, for the purpose of this research, a group of potentials was chosen to investigate
the interaction of Pt. To validate the selection of potential, a strain controlled tensile test
MD simulation was conducted on a Pt sample of 9.80975 nm X 6.67063 nm X 3.53151 nm
volume. From the previous studies, a suitable strain rate of 1e9 gives Young’s modulus for
a Pt sample to be around 138.52 GPa, whereas the theoretical value is 168 GPa [57].

To start with, the EAM potential proposed by Zhou et al. [58] was used and check the value
of Young’s modulus obtained from the simulated stress-strain curve (Fig. 3.5)

Figure 3.5: Stress-Strain curve for Pt NW using potential by Zhou et al.

The stress-strain curve using this potential is not giving out what it is opted to be. As can
be seen, around a strain of 0.05 the stress has shown an anomalous behavior. Instead of
yielding, it starts to showing hardening effect despite having a flow of dislocation after
some steps. Although the initial part having a Young’s modulus of 142.153 GPa seems to
be correct, the overall curve does not go properly with how a system of Pt NW should be
acted like. Therefore, I have discarded this potential for this study.
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For the next set of potentials, optimizing this interatomic interactions using quantum cor-
rected Sutton-Chen (Q-SC) type potentials was done. In a bulk solid state, the interaction
between metal atoms can be described by the Sutton-Chen potential [59]. Many properties
of metals and alloys can be described accurately by using these potentials, which represent
many-body interactions and have parameters optimized to describe the lattice parameter,
cohesive energy, bulk modulus, elastic constants, phonon dispersion, vacancy formation
energy, and surface energy [60]. For a system of atoms, the potential energy according to
Q-SC type potential is given by:

U = ϵpp

N∑
i=1

[
1

2

N∑
j ̸=i

(
σpp

rij

)n

− c
√
ρi

]
(3.5)

and ρi is defined as,

ρi =
N∑
j ̸=i

(
σpp

rij

)m

(3.6)

where rij is the separation distance between atoms, c is a dimensionless parameter, ϵpp is the
energy parameter, σpp is the lattice constant, and m and n are positive integers with n > m.
The three parameters c, ϵpp and σpp are calculated from the equilibrium lattice parameters
and the lattice energy of the fcc lattice [61]. Repulsion between atomic nuclei is represented
by the first term in Eq. 3.5, while bonding energy between nuclei is approximated by the
second term, which is a result of the surrounding electrons. Sutton and Chen decided to
represent the electron density locally for atoms rather than explicitly including it in the
potential function [59].

In this study, two sets of parameters of the Q-SC type potentials have been considered.
Afterward, a python package was used, atsim.potentials, [62] to form a tabulated potential
file using these parameters mentioned in the literature. The following table (Table. ??)
contains the parameters used to conduct this research, taken from two separate articles.
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Table 3.1: Two sets of parameters for Q-SC type potential for Pt NW

Functional Parameters Sutton-Chen [Param 1] Sutton-Chen [Param 2]
a (A) 3.92 3.92

ϵ (meV) 19.833 9.7894
c 34.408 71.336
m 8 7
n 10 11

Tabulation of the parameters for interatomic potentials has been done in the atsim.potentials
python package using the following input file:

Listing 3.1: Input file example

[ T a b u l a t i o n ]
t a r g e t : s e t f l
#
c u t o f f r h o : 800
drho : 0 .005
#
c u t o f f : 1 0 . 0
d r : 0 .001

[EAM−Embed ]
P t : p r o d u c t ( a s . c o n s t a n t 9 .7894 e −3 , a s . s q r t −71 .336)

[EAM− D e n s i t y ]
P t : a s . e x p o n e n t i a l 14129 .65859 −7

[ P a i r ]
Pt − P t : p r o d u c t ( a s . c o n s t a n t 9 .7894 e −3 ,

a s . e x p o n e n t i a l 3323804 .554 −11)

Using the first sets of parameters the following result was obtained which can be viewed
in the Fig. 3.6. The obtained Young’s modulus form the first set of parameters [61] is
around 102.3964 GPa which falls short by around 26.07% from the findings by the previous
research [57].

Therefore, the second type of parameters were tested to obtain the stress-strain curve (Fig.
3.7) from which the Young’s modulus for Platinum is calculated to be 142.039 GPa.

After considering all of the three interaction potentials, the Q-SC type potential (Param 2)
was chosen for the interaction between Pt atoms.
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Figure 3.6: Stress-Strain curve of Pt NW using Sutton-Chen [Param 1] interatomic potential

Figure 3.7: Stress-Strain curve of Pt NW using Sutton-Chen [Param 2] interatomic potential
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Figure 3.8: Comparison of Stress-Strain curves for three sets of potential files for the inter-
action between Pt atoms.
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3.2.2 Interatomic Potential for Graphene (Fiber)

Covalent substances include silicon and silicon dioxide, carbon-based substances (graphite,
diamond, and diamond-like carbon), organic substances, and numerous oxides. Typically,
covalent bonds are formed by the valence electrons of two atoms, which are localized be-
tween the atoms [63]. A covalent bond has two distinguishing characteristics: it is ex-
tremely strong (binding energy ranges from 1 to 5 eV) and it is distinctly directional. One
modeling approach that represents these qualities is to explicitly define the bond based
on configurational positions of atoms such that the potential is dictated by bond lengths
(stretching) and bond angles (bending), and sometimes dihedral angles (torsion) [4].

3.2.2.1 Stillinger-Weber Potential

This spatially constrained accounting of many-body interactions eliminates the contribu-
tions from the second, third, or fourth neighbors in real solids, as the SW potential de-
fines the total energy of an atomic system as a sum over the nearest neighbor interactions
alone [52]. By considering bonds in terms of their length, angle, and torsional twist, we
may not only better understand the atomic interaction but also make it easier to stabilize the
material’s structure. Many covalent materials have been studied using the SW formulation
of solids, which successfully represents the many-body physics of mechanical deformation
using a simple set of two-body and three-body interactions [64].

A MD simulation of tensile test on a Graphene sheet has been conducted in the armchair
direction to validate if this potential can be used. Fig. 3.9 shows the typical stress-strain
behavior of a Graphene nanosheet which align well with previous studies [65].

Figure 3.9: Stress-Strain curve of Graphene Nanosheet using SW potential
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An investigation has also been conducted on how the failure of Gr NS material is occurred
due to this potential. Initially the failure started with the stretching of bond length in the
direction of loading. Eventually this leads towards the failure of the Gr NS. As can be
seen from the Fig. 3.10, Gr NS failed abruptly like a brittle material. This glass-like brittle
fracture has also been observed in the experimental works [66–68].

Figure 3.10: Evolution of failure of Gr NS with the increment in strain during tensile test
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Table 3.2: Parameters for Tersoff potential and Modified Tersoff potential

Parameters Tersoff Potential Modified Tersoff Potential
costhetao -0.57058 -0.930

B 346.74 430.00
R 1.95 2.1
D 0.15 0.0

3.2.2.2 Tersoff Potential

This SW approach has a disadvantage due to the fact that there is only one equilibrium con-
figuration, therefore it cannot capture alternative stable structures. Bond-order potentials
were developed to alleviate this constraint by providing a bond-order parameter to measure
the strength of different bonds, allowing stable states associated with different bonds to
be described simultaneously by a single potential. However, because they evaluate addi-
tional factors, bond-order potentials are computationally demanding and frequently require
parallel implementations [4].

This potential for mimicking the primary bond activity between atoms in inorganic materi-
als was proposed by Tersoff in 1989 [69]. Initially, it was only relevant to silicon, but it was
later modified to include carbon [70, 71]. The tersoff potential modifies the bond strengths
according to the number of neighbors. The cutoff distance is 2.1 Å, which makes the poten-
tial fast in calculations with few atoms, but beyond 2.1 Å no interaction is computed [72].

Lindsay and Broido [73] have enhanced the original Tersoff potential by refining param-
eters to produce a better fit to structural data, thermal conductivity, and in-plane phonon
dispersion. Tersoff potential with optimized parameters is known as the optimized Tersoff
potential, and its optimized parameters are listed in Table 3.2

Using these both sets of potential files, (a) Tersoff Potential and (b) Modified-Tersoff Po-
tential, same tensile MD simulation has been conducted on Gr NS. From the Fig. 3.11 and
Fig. 3.12 the stress-strain behavior can be found for both of the potentials. The Tersoff
potential shows a poor response whereas modified-Tersoff potential depicts a proper trend
expected from the simulation.
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Figure 3.11: Stress-Strain behavior of Gr NS using Tersoff potential

Figure 3.12: Stress-Strain behavior of Gr NS using modified - Tersoff potential
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3.2.2.3 Airebo Potential

REBO potential (also known as Tersoff-Brenner potential) may be regarded superior to Ter-
soff potential [69, 74]. This potential was initially designed to replicate the chemical vapor
deposition of diamond [74] and was later upgraded to provide a more precise representation
of the energetic, elastic, and vibrational properties of solid carbon and tiny hydrocarbons;
it is known as ”2nd generation REBO potential” [75] .

Even though REBO potential is effective at representing intermolecular interactions in car-
bon and hydrogen materials [74], it is not suitable for all hydrocarbon systems due to its
inability to explicitly capture non-bonded and torsional interactions. After correcting these
deficiencies of REBO potential, AIREBO potential [76] was created as an expansion of
REBO potential. Three subcomponents comprise AIREBO: REBO, Lennard-Jones, and
torsional potentials. The mathematical statement provides the total energy of the atomic
system:

EAIREBO =
1

2

∑
i

∑
j ̸=i

[
EREBO

ij + ELJ
ij +

∑
k ̸=i,j

∑
l ̸=i,j,k

Etors
kijl

]
(3.7)

A MD simulation for Gr NS using AIREBO potential has been conducted here. This finding
is well matched with previous studies [65].

Figure 3.13: Validation of Stress-Strain curve using AIREBO potential for Gr NS
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Simulation using AIREBO potential has also been done on the both zigzag and armchair
direction, refer to Fig. 3.14.

Figure 3.14: Stress-strain curve for Gr NS [Zigzag and Armchair direction]

Also, a simulation has been done using AIREBO-m potential which shows (Fig. 3.15) very
poor simulated result.

Figure 3.15: Stress-Strain curve of Gr NS using AIREBO-m potential
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Figure 3.16: Combined Stress-Strain curve of Gr NS for different potentials used in this
study

Figure 3.17: Evolution of failure using AIREBO potential on a Gr NS

3.2.2.4 Selection of Potential for Graphene

The AIREBO potential [76], which has proven highly popular for analyzing the mechan-
ical properties of graphene, reveals youngs modulus of 828 GPa along the armchair (AC)
direction and 995 GPa along the zigzag (ZZ) direction [77]. This indicates that graphene is
an elastically anisotropic media, which is in contrast with the results from first principles
or the experimental observations [77]. Bond-order potentials like the Tersoff [69], REBO,
and AIREBO-M potentials demonstrate unphysical stress-strain behavior for graphene (and
CNT) in their original form [74]. Existing empirical potentials, such as the AIREBO
and Tersoff potentials, exhibit chainlike atomic couplings across the failure surfaces (Fig.
3.17), which contrasts with the glass-like brittle fracture [78–81] that was actually ob-
served [66–68]. Among all the potentials for graphene fiber, the SW potential has been
selected for the purposes of this current research.



CHAPTER 3. MOLECULAR DYNAMICS SIMULATION 25

3.2.3 Potential for interaction between Pt metal matrix and Graphene
fiber

The most challenging aspect of this simulation work is identifying a possible function that
adequately describes the interaction between platinum and carbon(Gr). There are very few
published potential parameters for this type of metal-nonmetal interaction. One proposed
option is to employ quantum mechanical calculations to directly estimate the potential en-
ergy function between a platinum and a carbon(Gr) atom. Alternatively, the Q-SC potential
can be used to derive a Lennard-Jones potential. Using the Lorentz-Berthelot mixing rule,
the calculated potential parameters ϵeffpt and σeff

pt can subsequently be utilized to estimate
the Pt-Gr parameters. The value of the potential parameters for the Pt-Gr interaction, ϵeffpt

and σeff
pt , is then found to be 2.905 A and 256 K, respectively [82]. Use of these values

yield a stress-strain curve of very poor result as shown in the Fig. 3.18.

Figure 3.18: Stress-Strain curve of Pt-Gr NC using lj potential

Another option is to combine potentials of various types that were individually optimized to
describe the energetics and mechanical characteristics of platinum and covalently bonded
carbon [83]. For this study, One may combine the Q-SC potential for Pt-Pt interaction, the
Stillinger-Weber potential for interplay between carbon atoms in Gr layers, and the lj or
Morse potential for Pt-Gr interaction. It can be emphasized how problematic it is generally
to add potentials that are structurally different. The approach may, however, be practical
in the current situation because the system’s components—metal and graphene—maintain
their structural integrity and the van der Waals type interaction between them can be viewed
as an addition to their internal—metallic and covalent—interactions [83]. In contrast to
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Figure 3.19: Stress-Strain curve of Single Layered Pt-Gr NC using Q-SC+SW+morse hy-
brid potential

what was found in earlier research, it was found that the LJ potential has obvious flaws
since it is overly stiff and hence considerably overestimates the forces operating across the
Pt-Gr contact [83].

In this study, a Morse potential is considered of the following form:

Em = D(exp[−2α(r − r0)]− 2exp[−α(r − ro)])

where r is Pt–Gr distance, r0 indicates the equilibrium bond distance, D is the well depth,
and α dictates the potential stiffness(smaller the attractive/repulsive forces means smaller
α). The parameters for the Pt–Gr Morse potential, taken from previous research [83], are
D = 0.0071 eV, r0 = 4.18 Å, and α = 1.05 Å−1.

Using these parameters, and combining Q-SC, SW with it for a single layered Pt-Gr NC
system a stress-strain curve from a MD simulation is obtained which found out to be better
fit in the current study.

3.3 Boundary conditions

In compared to actual systems, the sizes of simulated systems are often quite tiny, and
numerous variables stemming from the limited size may influence the results. Utilizing
periodic boundary conditions (PBC) to replicate an infinite system size with a limited sys-
tem size is one method for mitigating these impacts. Atoms in system boundaries can be
handled in a number of ways: with no boundary conditions, they will pass through the
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boundary; with reflecting boundary conditions, they will be redirected by changing the sign
of their velocity; and with periodic boundary conditions, they will reappear on the opposite
side of the simulation box after crossing the boundary. The boundary criteria may permit
the insertion of more accurate points [1]. Fig. 3.20 depicts PBC for a two-dimensional (2D)
system.

Figure 3.20: PBC for a 2D case

When adopting PBCs, the wraparound effect may be accounted for by utilizing the mini-
mum image convention for computing position-dependent values [1] [84]. In Fig. 3.21, a
replica of the blue atom is situated closer to the red atom than the blue atom itself, exhibiting
a minimum image convention for a 2D system.

3.4 Ensembles

The macroscopic state of a system is defined by macroscopic properties like temperature
(T), pressure (P), and volume (V). Numerous thermodynamic parameters may be calculated
using equations of state and other fundamental thermodynamic equations. In contrast, the
microstate allows us to determine the positions and velocities of all particles in the system.
To relate the macroscopic characteristics of a system to the microscopic characteristics of
its component particles, the concept of an ensemble must be formulated. These microstates
constitute a macrostate or ”ensemble” [85]. That is to say, a single macrostate may reflect
several microstates. Various ensembles exist, each with a specified set of constants for char-
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Figure 3.21: The minimal minimum in terms of image convention for a 2D system. The
arrow indicates the route between the red and blue atoms that is the shortest. [1]

acteristics like temperature (T), pressure (P), volume (V), number of particles (N), energy
(E), or chemical potential. In this study, all MD simulations were performed using either
the NVT ensemble (where N, V, and T were all maintained constant) or the NPT ensemble
(where N, P, and T are all held constant). Since these ensembles accurately represent ex-
perimental conditions, they are often used in MD simulations. For some situations, NVE
ensemble has also been used.

3.5 Measurement of Physical Quantities

3.5.1 Energy

In MD simulations kinetic energy is denoted as

Ek =
1

2

N∑
i=1

miv
2
i (3.8)

Potential energy of the system is force field, described in potential file, dependent and
denoted by -

Ep =
N∑
i=1

N∑
j>i

U(ri, rj) (3.9)
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3.5.2 Pressure

There are several techniques for calculating the system’s pressure. Typically, the pressure
for an N-body system with volume V and particle density ρ = N/V is derived using the virial
equation.

P = ρkBT +
1

dV
<
∑
j>i

Fij.rij > (3.10)

here d is the dimension number, force exerted on i from j is denoted by Fij . For this
particular expression, we assume canonical ensemble. For other micro-canonical ensemble
the equation is not the same.

3.5.3 Temperature

According to thermodynamics, thermal energy can be written mathematically as

Ek =
f

2
NkbT (3.11)

Assuming that particles are points, we only evaluate their translational degrees of freedom
and disregard their rotational degrees. Since Newtonian motion is assumed, the total kinetic
energy of the system may be expressed as equation 3.8.

By equating these, instantaneous temperature can be found

T =
< miv

2
i >

fkb
(3.12)

Thus, we may estimate the instantaneous temperature using the atomic velocities. Conse-
quently, it is common practice to take an average over a period of time to smooth out the
value’s fluctuations around the true number. In many circumstances it is desirable to adjust
the temperature of the system, e.g. when utilizing the canonical ensemble (NVT). Methods
for doing this are termed thermostats.

3.6 Thermostats

Changing the virtual environment’s temperature is a typical simulation activity. This is
done by modifying the velocity in the equation (3.12). The instruments used for this pur-
pose are thermostats. There are several types of thermostats, each with its own benefits
and drawbacks, for example, Berendsen and Andersen thermostats. These thermostats are
an excellent option for systems that need to be returned to equilibrium. However, direct
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velocity rescaling has the potential to generate simulation inconsistencies [1, 86].

3.6.1 Nose-Hoover Thermostat

The most common thermostat model is the Nosé-Hoover. Consistent dynamics and a tem-
perature that resembles the real world are the outcomes. This thermostat differs from its
Berendsen and Andersen equivalents in that it does not account for atomic velocity varia-
tions. However, it modifies the Hamiltonian of the system by adding a fictitious frictional
force. Changing the equation for motion to

Fi = −∇Ui(r
N)− ξmvi (3.13)

Here, the force, Fi works on the masses, Potential energy is U, rN denotes position of the
masses, strength of the thermostat is regulated through a dynamic variable ξ, m and vi are
mass and velocity of the particles respectively. By preventing the re-scaling of particle ve-
locities, this function of the thermostat guarantees precise dynamics and stable temperature
settings.

3.7 Integration Timestep

The timestep utilized for numerical integration is of the utmost significance since it influ-
ences the accuracy and convergence of MD simulations. With a lower timestep, simulations
become more accurate, but at a larger computational expense. When the timestep is raised,
additional sampling of the conformational space comes at the expense of simulation insta-
bility. Consequently, choosing the appropriate timestep is crucial for obtaining accurate
findings and a smooth simulation run. It is vital for numerical integrators to have a timestep
that is sufficiently small in proportion to the quickest portion of the motion [87]. For this
simulation, I have taken a timestep of 1fs considering a balance between simulation time
and computational performance.

3.8 Minimization

Even after the first structures have been generated through experimental studies, certain
residues may lack atoms. Therefore, if the missing atoms are added during the creation of
the initial structure, energy reduction of the original coordinates is required to avoid any
potential steric conflicts between atoms. Prior to using MD simulations, it is often used
steepest descents and conjugate gradient approaches in this study.



Chapter 4

Mechanical Properties: Tensile Test

Mechanical property of any material generally indicates its ability to hold up to exter-
nal loading or how well it can tackle various external loads. A material specific prop-
erty, Young’s modulus, is evidently indicator of the mechanical strength of a material. In
this chapter, a discussion on the evaluation of mechanical property of selected Platinum-
Graphene nanocomposite through tensile testing using MD simulation will be introduced.

4.1 Theoretical Background

To evaluate a material’s mechanical properties, the most common test is the tensile test.
The results in a tensile test are used for (a) application based material selection (b) ensur-
ing quality (c) predicting material behavior under loading apart from tensile load [88]. In
general, this test consists of a strip or cylinder of the selected material of length, L and
cross-sectional area, A which is fixed at one end and is subjected to a load, P on the other
end. With the increment of the load, the axial deflection δ at the end where load is applied
increases, refer to the Fig. 4.1.

Figure 4.1: Tensile test basic setup

31
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According to Robert Hooke, the load P and deformation δ due to this has a linear relation
for sufficiently smaller loads. The relation, named Hooke’s law, can be depicted as follows:

P = kδ (4.1)

Where k is a constant called stiffness of the material. To make this constant more material
specific, after normalizing load by cross sectional area and taking deformation per unit
length the equation becomes

σ = Eϵ (4.2)

Here the constant term, E is called Young’s modulus which is one of a material’s most
significant mechanical characteristics [89].

In general, every material has its internal energy arising from the bond energy at atomic
scale. During a tensile test, with the increment of stress, strain increases and so happens the
stretching of the bonds. Therefore, stretching experienced by any material specimen due
to a small load is controlled through the tightness of the bonds between the atoms. These
chemical bonds are governed by the electrostatic attraction between charges of different
polarity. A pair of atoms’ likelihood of remaining linked in the face of energy perturbations
is indicated by their bond energy, which serves as an indicator of the strength of a chemical
bond. It can also be interpreted as a measurement of the stability that results from the
bonding of two atoms as opposed to their free or unbound states [90]. Generally, the bond
energy, and so the modulus of elasticity E, has a relation with the curvature of bond energy
function.

4.2 Simulation Methodology: Tensile Test

In this paper, the Molecular Dynamics (MD) simulation of tensile test begins with the
material design. A Graphene reinforced metal matrix, Platinum (Pt), has been chosen for
the study. The nanocomposites were designed using ATOMSK [48] software package.
Firstly, several layers of Pt were created (Fig. 4.2).

Then the system of Pt atoms were merged with single sheet Graphene layer (Fig. 4.3).
The nanocomposite system was completed by sandwiching Graphene layer inside Pt layers
(Fig. 4.4). By increasing number of Graphene layers, different sets of nanocomposite were
designed. For this study, one to five Graphene layered nanaocomposites were designed.
For this investigation, we used LAMMPS [91] for simulating the system. As a boundary
condition for the simulation system, we have emplyed P-S-S boundary conditions. Here, the
style P indicates that the box is periodic, so that particles can interact across the boundary
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Figure 4.2: Layer of Metal Matrix (Pt)

Figure 4.3: Graphene layer merged with Pt (a) Top view (b) Perspective view

and enter and depart the box at either end. The shrink-wrapped style S indicates that the
box is non-periodic, meaning particles do not interact across the boundary or travel from
one side to the other. For style S, the position of the face is set to surround the atoms in
that dimension regardless of how far they move (shrinkwrapping) [91]. Note that when the
difference between the current box dimensions and the shrink-wrap box size is substantial,
executing in parallel can result in lost atoms at the beginning of a run. This is owing to
the fact that the big shift in the (global) box dimensions also caused considerable changes
in the subdomain sizes. Atoms will be lost if these changes are further away than the
communication cutoff.

The whole system was relaxed using conjugate gradient method, initially. Every timestep
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Figure 4.4: Single Graphene layered Pt-Graphene Nanocomposite

for the simulation was taken to be 1 fs which comply with better computing resource man-
agement. After the relaxation, equilibration of the system was done at 300K tempera-
ture using NVT (Number of Molecules, Volume, Temperature) ensemble for 1 ns. The
nanocomposite was equilibrated so that the simulated material worked as real life material.
When the nanocomposite had stabilized, a continuous strain rate was applied along its x
axis on both sides. The strain rate for the simulation was taken to be 109 1

s
which is a fair

choice in terms of balance between computing time and output result’s usability.

Several methods, such as the virial stress method and the energy method for the deriva-
tion of Young’s modulus, have been developed to extract the mechanical characteristics
of NWs (such as Young’s modulus, Poisson’s ratio, and elastic constants) from MD sim-
ulation results as proposed by Diao, et al [92]. Using linear regression, the conventional
method, Young’s modulus will be evaluated directly from the stress-strain curve in this
study. The stress at which plastic deformation first occurs, i.e., when partial dislocations
are first emitted, is known as the yield strength in continuum mechanics and atomic config-
urations during simulation. In this paper, we make use of the engineering strain, which is
hereby defined as:

ϵ =
(L− L0)

L0

(4.3)

Here, L is the instantaneous length and L0 is the initial length of the NW after the energy
minimization.
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4.3 Parametric Study

For this study, the desired model of nanocomposite (NC) will be subjected to a constant
strain rate of 109 1

s
for a long enough time, almost 20-25 ns, for each simulation. A dump

file containing strain and its corresponding stress, obtained by simulation [91], will be used
for our analysis. First of all, a plot of stress, σ, against strain, ϵ will be created as shown in
the Fig. 4.5.

Figure 4.5: Stress-Strain curve for single layered Pt-Graphene NC

Many materials generally follow Hooke’s law in the early (low strain) portion of the curve,
leading stress to be proportional to strain with the modulus of elasticity or Young’s modulus,
written E, as the constant of proportionality:

σ = Eϵ

From the stress-strain curve the modulus of elasticity is found by calculating the slope of
the curve upto the proportional limit. From the curve (Fig. 4.5) it can be seen that at a strain
of 0.09 the curve starts to descend. This point is regarded as yield point and the maximum
stress, yield stress, is calculated at this point. After this point, the region is regarded as
plastic region where nonlinear behavior of the curve is evident. This nonlinearity is typi-
cally linked to ”plastic” flow caused by stress in the material. Atoms are being relocated to
new equilibrium places while the material is experiencing this rearrangement of its internal
molecular or microscopic structure. This plasticity necessitates a mechanism for molecular
mobility, which in crystalline materials can result from dislocation motion [93].
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Figure 4.6: Evolution of single layer Pt-Gr NC under uniaxial tension

Overall, in line with findings from earlier studies [92], the nucleation and propagation of
partial dislocations dominate the tensile deformation of the NC (i.e., a slip-dominated de-
formation process).

4.3.1 Initial stress

Prior studies have indicated the occurrence of an initial stress or strain in NCs, as seen
in Fig. 4.5. Surface tension is thought to be the primary instigator of this kind of early
stress. For NCs without periodic boundary conditions, it is clear that following energy min-
imization or relaxing, the NC would be free of stress (getting an equilibrium configuration).
However, a NC with P-S-S BCs is an exception to this rule. The periodic BC is easily pic-
tured as a sequence of copies or image NCs extending infinitely along the axis from the
original NC sample [94]. In particular, the replicas will always interact with the NC’s two
ends, putting the original NC under a stress that is greater than zero even in the absence
of any external force. Diao, et al [95] hypothesized that the initial axial stress σxx can be
estimated by:

σxx =
4τ0h

A
=

4τ0
h

(4.4)

where τ0 = initial surface stress, h = cross-sectional size, and letting the cross-sectional area
= h2.
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4.3.2 Improvement in Mechanical Properties

In general, a composite material, for our case a NC, comprised of a matrix material rein-
forced by a fiber material. Since reinforcement is done, it is expected to have improvement
in its mechanical properties than its pristine matrix counterpart [7]. For our case Platinum
(Pt) is selected as a metal matrix whereas Graphene is chosen to be the reinforced fiber.
Let us consider, a single layered Pt-Graphene NC contained with a volume fraction Vf of
Graphene fiber which is subjected to stress, σ in the zigzag direction. For a region of unit
dimension, the matrix volume fraction will then be, Vm = 1− Vf (Refer to Fig. 4.7.)

Figure 4.7: Single layered Pt-Graphene NC’s volume fractions

Fig. 4.8 indicates that, stress is acting in the zigzag direction of the fiber, Graphene, and
both the fiber and matrix are in parallel for supporting the load. The strain should be same
in each phase for these parallel connections, which can be written as: ϵ = ϵf = ϵm. Now
the overall load on the material must be equal to the sum of the forces acting throughout
each phase. Since forces on both fiber and matrix is stress times area (numerically area =
volume fraction) we may have

σ = σfVf + σmVm

So, the overall modulus of elasticity for the NC should be [96]:

E =
σ

ϵ
= EfVf + EmVm (4.5)

It will be checking whether this simulated system comply with Eq. 4.5. Firstly, Young’s



CHAPTER 4. MECHANICAL PROPERTIES: TENSILE TEST 38

Figure 4.8: Pt-Graphene NC subjected to stress in the zigzag direction

modulus of both Pt and Graphene will be calculated using their corresponding stress-strain
curve. Afterwards, inputting these values into Eq. 4.5 will give us an overall modulus of
elasticity for our simulated system which will then be compared with simulation result.

The stress-strain curve in Fig. 4.9 is obtained from a MD simulation of a Graphene nanosheet
using Stillinger-Weber potential. Calculated Young’s modulus is found to be 911 GPa or
0.911 TPa which is well matched with previous research [9]. Also simulated results of a
pristine Pt NW as shown in Fig. 4.10) has shown that the Young’s modulus of Pt NW for
300K to be 128.98 GPa.

Table 4.1: Validation of Pt-Graphene NC simulated result

Young’s modulus Young’s modulus Volume fraction Volume fraction
Pristine Pt Graphene sheet Platinum Graphene

Ept Egr Vm Vf

128.98 GPa 0.911 TPa 0.905 0.095

If we input the data from Table 4.1 into the Eq. 4.5, then we get theoretical value for single
Graphene layered Pt-Gr NC as, Eth = 203.2756 GPa. Now, the stress-strain curve through
MD simulation has given the value for Young’s modulus of a single layered NC = 199.3007
GPa. The value gained from MD simulation agrees pretty well with the Eq. 4.5.



CHAPTER 4. MECHANICAL PROPERTIES: TENSILE TEST 39

Figure 4.9: Stress-Strain curve for Graphene Nanosheet

Figure 4.10: Stress-Strain diagram for Pristine Pt NW



CHAPTER 4. MECHANICAL PROPERTIES: TENSILE TEST 40

Figure 4.11: Stress-Strain curve for single Graphene layered Pt-Graphene NC
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4.3.3 Mechanical properties of NC for different number of Graphene
(fiber) layers

As mentioned in the previous section, the nanocomposite chosen for the study has shown
a profound impact on the mechanical properties validated by tensile testing. According to
Eq. (4.5), with the increment of the volume fraction of the Graphene layer, and Graphene
having superior mechanical properties, the Young’s modulus of the NC should be increased.
Therefore, a simulation on the NC with different Graphene layers, ranging from one to five,
is done in this study.

Fig. 4.12 - 4.15 show the stress-strain curves of Pt-Graphene NC for different layers of
Graphene sheet. The curves show that the behavior of the NC in the plastic region changes
when graphene layers are included, showing a strengthening effect with the addition of
graphene layers.

Figure 4.12: Stress-strain curve for two layered Graphene NC

Figure 4.13: Stress-strain curve for three layered Graphene NC
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Figure 4.14: Stress-strain curve for four layered Graphene NC

Figure 4.15: Stress-strain curve for five layered Graphene NC
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As previously shown, Pt-Gr NC has better mechanical strength than its pristine Pt coun-
terpart, almost a 26% increment occurs with the inclusion of a single layer of Gr into the
Pt system. Moreover, this characteristic receives an additional 10.67% increase when a
single- to a double-layer addition of Gr is considered. This may be comprehended by ex-
amining the progression of dislocation shown in Fig. 4.17 (as the figures show dislocations
at different stress levels marked in Fig. 4.16), which reveals that the two Gr sheets ef-
fectively constrained the dislocations that originated from the central Pt layer (Fig. 4.17
(a)(b)), resulting in the strengthening effect. The specific coordinates of the Gr relative to
the locations of high stress concentrations may have served as nucleation sources for dislo-
cations [97], dislocations emerged and rapidly filled the upper and lower regions (Fig. 4.17
(c)(d)), causing the sharp stress drop at B and the subsequent lower flow stress between
B and C (Fig. 4.16).At point C, Gr-1 fragmented (fig: 4.17 (e)), resulting in a further de-
crease in stress. After point C, dislocations were able to spread via the spaces between the
shattered Gr fragment, resulting in the weakest strengthening effect. Therefore, it shows
that fragmented Gr fragments no longer functioned as efficient barriers against the trans-
mission of dislocations. The Gr layer had a length same as the Pt matrix, indicating that
Gr underwent a very substantial in-plane strain by deforming with the Pt matrix as a result
of PBC. Similar types of mechanism for nucleation and propagation of dislocation can be
found with the increment of graphene layers. As an example Fig. 4.18 depicts the similarity
in mechanism for a 3 graphene layered Pt-Gr NC with the previously discussed 2 layer of
graphene in Pt-Gr NC.
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Figure 4.16: Stress-Strain curve of a double Gr layered NC

Figure 4.17: Evolution of Nucleation and propagation of dislocations for double layered
graphene NC
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Figure 4.18: Nucleation and propagation of dislocation for tripple layered graphene NC
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Figure 4.19: Stress-strain curve for different layered Graphene NC

Table 4.2: Young’s modulus and Yield strength for different layers of Graphene

Number of Young’s Modulus Yield strength Ultimate strength
Graphene layers (GPa) (GPa) (GPa)

One 199.3007 17.5174 17.6327
Two 220.5475 18.1812 18.5332

Three 230.8059 18.6726 18.8000
Four 261.0321 20.9068 21.1783
Five 305.8554 19.7520 22.3929

With the addition of Graphene layers, the material’s mechanical properties are on the rise,
as shown by the table 4.2. It shows that there is an upward trend in the material’s mechan-
ical properties with the inclusion of Graphene layers. This type of behavior is anticipated
because the fiber material, Graphene sheet, is mechanically stronger.The modulus of elas-
ticity as well as yield strength increase with the addition of Graphene layers. The spiralling
line of progression is very close to being linear, as can be seen in Fig. 4.20 and Fig. 4.21.
Perfect linearity could have been achieved if the dimensions of Pt layers were consistent
throughout each model. Due to the fact that increasing the number of atoms in a material
requires more computational time and power, it was not feasible to achieve dimensional
continuity in the Pt layer for different layered NC.
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Figure 4.20: Young’s modulus vs different layers of Graphene NC

Figure 4.21: Yield strength vs different layered Graphene NC
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4.3.4 Temperature effect on mechanical properties of Pt-Graphene NC

In this section, the impact of temperature on the mechanical properties of the NC samples
from 300 K to 700 K is investigated. Figures from Fig. 4.22 to Fig. 4.26 depict the stress-
strain curve for double graphene layered NC at various temperatures.

Figure 4.22: Stress-strain curve at 300K

Figure 4.23: Stress-strain curve at 400K
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Figure 4.24: Stress-strain curve at 500K

Figure 4.25: Stress-strain curve at 600K
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Figure 4.26: Stress-strain curve at 700K
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The stress-strain curve for double-layered Pt-Gr NC at different temperatures is shown in
Fig. 4.27. The graph reveals a linear-elastic region after which yielding occurs and stress
reduces. As temperature increases, from 300 K to 700 K, the Young modulus of the NC
falls. Young’s modulus decreases by almost 2.23% for every 100 K rise in temperature,
from 217.3914 GPa at 300 K to 212.5472 GPa at 400 K. The relevant data is listed in Table
4.3 and the trend can be seen from Fig: 4.28. This decreasing pattern continues as the
temperature rises. This softening behavior is observed in NC. High temperatures increase
the atomic energy level, hence lowering their elasticity. Additionally, heating decreases
the needed tension for plastic deformation to start and proceed. High temperatures dimin-
ish the elasticity and plasticity of materials because they enhance the energy levels of the
atoms, hence facilitating atomic displacement. Fig. 4.29 further demonstrates that the yield
strength is decreasing by temperature variations.

Figure 4.27: Stress-strain diagram of Pt-Graphene NC for different temperatures

Table 4.3: Young’s modulus and Yield strength for different temperatures

Temperature Young’s Modulus Yield strength Ultimate strength
(K) (GPa) (GPa) (GPa)

300 K 220.5475 18.18117 18.5332
400 K 215.7699 19.16936 20.5496
500 K 209.6517 18.18453 18.2787
600 K 206.2417 18.54517 19.0285
700 K 200.2166 17.93656 17.9366

For a comparison of how the mechanical properties have increased for Pt-Gr NCs than
its pristine Pt counterparts, a series of simulations were also done on the pristine Pt for a
temperature range of 300K to 700K. An interesting pattern for the values of yield strength
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and ultimate strength was found for Pt-Gr NCs than pristine Pt. With the increment of
temperature an decrement trend was found for these values for pristine Pt which is expected
in general. But in case of Pt-Gr NCs, these values were remained almost similar throughout
the temperature range of selection. This phenomena denotes an excellent improvement of
mechanical properties due to the inclusion of graphene sheet into Pt which might be applied
to high temperature applications where no significant change in mechanical properties are
expected.

Figure 4.28: Young’s modulus vs Temperature
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Figure 4.29: Yield strength vs Temperature for Pt-Gr NC

Figure 4.30: Yield strength vs temperature for Pristine Pt
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Figure 4.31: Ultimate strength vs temperature for Pt-Gr NC

Figure 4.32: Ultimate strength vs temperature for Pristine Pt
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4.4 Section Summary

A tension testing model is established for the Pt-Gr NCs, which is verified by a series of
parametric studies. Major conclusions from this chapter are summarized below:

• Primary phenomena responsible for the tensile deformation of a Pt- Gr NC are the
nucleation and propagation of partial dislocations.

• In the case of NCs that have periodic BC in the axial direction, initial stresses or
strains that are not zero will be seen.

• The addition of Gr layers results in an enhancement in the mechanical characteristics
of the Pt-Gr NC, according to the formulae for composite materials which is verified
through stress-strain curve obtained by MD simulations.

• Temperature exerts a significant influence on Young’s modulus which is with the
increment of temperature Young’s modulus decreases.

• Although increment in temperature has an impact on the yield strength and ultimate
strength of the pristine Pt, Pt-Gr NC has shown very insignificant variation of these
properties.



Chapter 5

Mechanical Properties: Bending Test

It took many years to obtain an understanding of the stresses created in beams by bend-
ing. Galileo worked on this topic, but today’s theory is mostly due to the famous Swiss
mathematician Leonard Euler (1707–1783). As will be explained in further detail below,
beams create normal stresses in the longitudinal direction that range from maximum ten-
sion at one surface to zero at the beam’s midplane to maximum compression at the other
surface. When the length-to-height ratio of the beam is considerable, shear stresses are also
generated, although they are typically insignificant in compared to normal stresses. In this
chapter, a discussion on the effect of bending load is studied on the Pt-Gr NC.

5.1 Theoretical Background

A beam subjected to a positive bending moment will tend to develop a concave upward
curvature. At the transition between the compressive and tensile regions, the stress becomes
zero. If the material is strong in tension but weak in compression, it will fail at the top
compressive surface. This might be observed in a piece of wood by a compressive buckling
of the outer fibers.

5.1.1 Stresses in Beam

Flexural load in a beam creates internal stresses which are represented by shear force and
bending moment. Normal forces in the cross section of the beam generate a bending mo-
ment or stress. For a situation of pure bending, the shear force inside the beam must be
zero.

Consider that a beam is composed of sets of fibers. When it goes through bending stress, its
upper fiber gets shorter due to compression, and its lower fiber under tension gets longer.

56
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Figure 5.1: Conditions of pure bending.

There exists, somewhere between these fibers, a neutral axis whose form does not change.
Let a beam, depicted in the Fig. 5.2, has a neutral axis (NA) AB and another fiber is in the
y distance from the NA, CD. If the beam goes under pure bending, then the NA remains the
same as before deformation. Fiber CD goes under deformation.

Figure 5.2: Elastic curve of a beam.

From the Fig. 5.2, let O be the beam’s center and R its radius of curvature. At O, the beam
subtends an angle θ. The lengths of the neutral axis of the beam AB and the fiber CD may
be calculated as follows:

AB = Rθ (5.1)

CD = (R + y)θ (5.2)

As we know, strain is the ratio of change in any dimension over that dimension at initial
condition. We may calculate strain, CD is elongated as in tension, at the beam due to
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bending as follows:

ϵ =
δL

Lo

=
CD − AB

AB
=

(R + y)θ −Rθ

Rθ
=

y

R
(5.3)

According to Hooke’s law, the strain (deformation) of an elastic object or material is pro-
portional to the stress applied to it [98]. Therefore, normal stress in the beam can be written
as -

σ = Eϵ = E
y

R
(5.4)

If a differential area δA at a distance y from the NA of the beam is under a bending stress
σ, then the differential force on this area may be written as:

δF = σδA (5.5)

So, total load can be obtained through integration,

F =

∫
σδA (5.6)

The external moment M in the beam is balanced by the moments around the neutral axis of
the internal forces created at a portion of the beam when static equilibrium is considered.
Therefore,

M =

∫
(σδA)y

M =

∫
(E

y

R
δA)y =

E

R

∫
A

y2δA (5.7)

Here,
∫
A
y2δA is the area moment of inertia, I, which is the resistance of a cross section to

bending due to its shape. Therefore,

M =
E

R
I =

σ

y
I (5.8)

The stress changes linearly from zero at the neutral axis to a maximum at the outer surface,
it varies inversely with the cross section’s moment of inertia, and it is independent of the
material’s characteristics.

According to differential calculus, the curvature of a curve, which is defined as quantifica-
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Figure 5.3: Stress distribution of the beam.

tion of the change of direction of a curve, can be expressed as,

1

R
=

d2y
dx2[

1 + ( dy
dx
)2
]3/2 (5.9)

Since the beam in Fig. 7.1 is assumed to be homogeneous and behaves in a linear elastic
manner, its deflection under bending is small.

Since the beam is considered to be linear elastic and homogeneous, its deflection due to
bending should be small. Therefore,

1

R
=

d2y

dx2
(5.10)

Replacing this value into Eq. 5.8 gives the differential equation of the elastic curve of a
beam,

EI
d2y

dx2
= M (5.11)

5.1.2 Different Beam Theories

A beam deforms and develops internal stresses when subjected to a transverse load. In
the quasi-static scenario, it is assumed that the amount of bending deflection and stresses
that occur do not vary with time. In a horizontal beam supported at both ends and loaded
downward in the center, the material on the upper side is crushed while the material on the
lower side is stretched (refer to Fig. 5.4)

Using a technique developed from continuum beam theory, the effective Young’s modulus
of nanowires resulting from bending simulations may be computed. For tiny deflections
generated by a concentrated load, the strain energy δU of a beam may be calculated as
follows:

δU =

∫ L

0

EI

2
(
d2v

dx2
)2dx (5.12)
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Figure 5.4: Portion of a beam going under bending load, where the upper portion is going
through compression and the lower portion is having tension.

where L represents the length, E represents Young’s modulus, I represents the moment of
inertia, v represents the beam deflection, and x represents the axial coordinate [99].

If a beam is long enough (L
t
>8, where t is height), just the effects of the bending moment

on the strain energy are examined, then the energy resulting from shear deformation may
be disregarded [99].

From continuum theory, the deflection v of a doubly clamped beam with a concentrated
load P at the middle is given by,

v = − Fx

12EI
(
3L2

4
− x2) = −48δx

12L3
(
3L2

4
− x2) (5.13)

where δ is the maximum deflection at the free end of the beam. The second derivative,
which is known as the curvature, of Eq. 5.13 is,

d2v

dx2
=

24δ

L3
(1− 4

x

L
) (5.14)

At each bending increment, Young’s modulus E is computed for each nanowire by putting
the determined curvature into the strain energy Eq. 5.12, integrating with respect to x, and
then solving for Young’s modulus E. This approach enables the determination of Young’s
modulus using just strain energy, deflection, and geometric characteristics; forces or stresses
are not explicitly employed [100].

Utilizing continuum equations, the moment of inertia (I) is computed. The moment of iner-
tia is sensitive to the specification of cross-sectional area at the atomic level. Computation
of the area is done as a continuous object with boundary dimensions specified as the dis-
tance between the atomic points. While this analysis alters the magnitude of the predicted
modulus, it has no effect on the observed trends. Pertaining to rectangular cross sections,

I =
bh3

12
(5.15)
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where h is the height and b is width of the relaxed cross section.

Under investigation, Diao et al. [95] developed an energy-based continuum-mechanical
approach for determining Young’s modulus for nanowires in tension. At each increment of
tensile loading, the axial stress inside the nanowire is balanced by the externally provided
quasi-static force at its tip. Consequently, the change in potential energy in the nanowire
during loading is equivalent to the work performed by the externally applied load,

δU =

∫ ∆L

0

Fd(∆L) =

∫ ϵ

0

V σdϵ (5.16)

The Euler–Bernoulli beam theory (also known as engineer’s beam theory or classical beam
theory) is a simplification of the linear theory of elasticity that allows for the calculation of
the load-carrying and deflection properties of beams. It addresses the situation of modest
deflections of a beam subjected exclusively to lateral stresses. Thus, it is a Timoshenko
beam [101] theory special case. According to the traditional Euler-Bernoulli beam theory,
the governing equation of the double clamped narrow beam under pure bending is [102]:

(EI)w4 = 0 (5.17)

Here, E is Young’s modulus, w is the beam deflection, and I is the moment of inertia. Eq.
5.17 is solved using the usual clamped boundary conditions at both ends, with a constant
load F applied at the midpoint x = L/2 of the NW, i.e., the transverse displacement and slope
are zeros at x = 0, and the slope at x = L/2 is also zero because of symmetry. The force
equilibrium’s at x = 0 is, −(EI)w3 = F

2
. The relationship between the applied load F and

the resulting displacement d can be deduced as,

F =
192(EI)

L3
d (5.18)

The yield strength σy is then estimated from the yield force Fy in the F-d curve before the
onset of plastic deformation according to [103]

σy =
3FyL

4h3
(5.19)

Experimental (Heidelberg et al., 2006) and numerical simulation (MD) findings indicate
that the axial extension has a significant impact on the beam behaviors. Taking into consid-
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eration the axial extension effect, the following solution is obtained [100]:

F =
192(EI)

L3
f(k)d (5.20)

f(k) =
k

48− 192tanh(
√
k/4)/

√
k

(5.21)

k is exactly proportional to the axial tension. Likewise, k is known as an axial extension ef-
fect factor [100]. Following is a transcendental equation relating the axial extension impact
factor to the maximum displacement d,

kcosh2(
√
k/4)

2 + cosh(
√
k/2)− 6sinh(

√
k/2)/

√
k
(1− 4

tanh(
√
k/4)√

k
) = d2

EA

EI
(5.22)

Obviously, Eq. 5.22 is complex in nature and a numerical solution is required. Thus, the
following asymptotic solution is constructed,

k =
6s(140 + s)

350 + 3s
(5.23)

s = d2
A

I
(5.24)

5.2 Simulation Methodology: Bending Test

The Fig. (5.5) shows a three-point bending model for a double clamped NC according to the
Atomic Force Microscopy (AFM) bending method. It has been observed that prior works
directly use forces or displacement. The load was applied using a virtual nanoindenter
to simulate the actual AFM bending scenario. Only the X- and Y-axes were subject to
periodic boundary conditions, and the Z-direction was subject to shrink-wrapped boundary
conditions. At the midpoint of the double-clamped NC beam, a cylindrical virtual indenter
is used to exert force on the NC and simulate the effect of bending. The virtual tip is
made rigid for the simulation. In each simulation, the tip had a 1.0 nm radius which was
consistent with previous works and was cylindrical. A constant loading rate of 10 m/s was
applied on the tip for every simulation.

The mobile and boundary regions make up the two divisions of the NC. Atoms at both
ends of the boundary regions were held in place throughout the entire incremental loading
process by a boundary condition with zero force. A 300 k temperature was maintained.
The NC underwent energy minimization using the conjugate gradient method before the
application of bending deformation; this energy minimization causes atoms close to free
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Figure 5.5: Setup for Bending simulation for a double layered Pt-Gr NC.

surfaces to contract. The loading process then began, and various mechanical parameters
were evaluated using the force-deflection curve that was produced.

The bending deformation of NWs is further revealed by the virial atomic stress tensor,
which is defined as:

σαβ = −
∑
i

miv
α
i v

β
i +

1

2

∑
i

∑
j ̸=i

Fα
ijF

β
ij (5.25)

where rij is the distance between atoms i and j, mi and vi are the mass and velocity of
atom i, Fij is the force between atom i and j, and the indices α and β signify the Cartesian
components.

5.3 Parametric Study

5.3.1 Validation with Tensile Test Result

The Young’s modulus, also known as the modulus of elasticity, E, is a property that is
unique to each material. Different materials possess different values of Young’s modulus
for an obvious reason. It is reasonable to anticipate that the Young’s modulus will remain
unaffected by the loading conditions when dealing with isotropic materials. Therefore,
the value of E should be nearly equal for both axial (tension) and transverse (bending)
loadings. Zhan et al. hypothesized that, as analysis techniques improved over time, the E
value caused by these two loading conditions would be comparable [104]. Other research
has suggested that the Youngs modulus resulting from a bending test is significantly higher
than that resulting from a tensile test [92]. To verify these different opinions, both tensile
and bending tests have been conducted on a Pristine Pt sample at a temperature of 300 K.

From the previous chapter (Ch. 4), the Youngs modulus due to tensile test is found to
be 142.35 GPa (Refer to Table 4.1), whereas bending test gives a value of 374.74 GPa
according to Modified-Euler equation. These results confirms the claim made by Diao, et
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Figure 5.6: Force-deflection curve for Pristine Pt

el. [92].

Afterwards the verification these different opinions is done on Pt-Gr NC. Both tensile and
bending tests have been conducted on a Pt-Gr NC sample with a double layers of graphene
at a temperature of 300 K.

Figure 5.7: (a) Strain-stress curve due to tensile loading (b) Force-deflection curve under
bending.

From the Fig. (5.7) calculated Young’s modulus for both the tensile test and bending test is
given in the table below:

Table 5.1: Comparison of the values of Young’s modulus for both tensile and bending test

Young’s Modulus Young’s Modulus Young’s Modulus
Tensile Test (GPa) Bending Test (GPa) Bending Test

Euler equation Modified-Euler equation
217.3914 11.5906 21.5422

Results from both the tensile and bending tests reveal a significant discrepancy in the calcu-
lated Young’s modulus for Pt-Gr NC. Previous research on copper nanowire has shown that
the Young’s modulus for both tests is very similar [100]. Therefore, to find out the possible
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reasons or reasons behind the anomaly in the Young’s modulus for our present study on
Pt-Gr NC, a thorough analysis has been conducted on the failure mechanism under bending
load, which is presented in the following subsection.

5.3.2 Failure Mechanism

In this simulation process, a virtual indenter is used to perform the work of loading at the
model beam’s center. This indenter is shaped like a cylinder to induce a uniform plane load
across a portion of the beam [105, 106]. The tip radius is 1.0 nm. During nanoindentation,
the virtual tip resembles the spherical indenter tip used by previous researchers, but has no
actual shape. Specifically, the virtual tip will exert a force of repulsion between the tip and
the NW, which is expressed as F (r) = −k(r−R)2 here, k is the prescribed force constant,
r equals to the distance between the atom and the tip’s center, and R is the tip’s radius.

Figure 5.8: Failure mechanism for Pristine Pt under lateral loading
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Figure 5.9: Steps of Pt-Gr NC material failure under bending loads.

Atomic configuration of NC under bending at (Fig. 5.9 (a-c)) indicates that, dislocation
started much earlier than expected at a deflection of 4.34 Åon the outer Pt layer. Further
loading leads the test sample towards the plastic failure of the upper Pt layer, whereas the
following graphene layer and also the other layers, followed by the graphene layer, do not
show any sign of plastic deformation (Fig. 5.9 (d-f)).

At the nanoscale, it is well known that the impact of surface to volume ratio is visible. When
bending stresses are applied to the NC, the graphene layer produces a greater surface-to-
volume ratio than the platinum layer. According to prior research, when the surface-to-
volume ratio rises, the characteristics of materials improve. Due to this event, it is possible
to assume that the upper Pt layer broke prematurely because it failed to convey the bending
action to the Gr layer, which has better strength.

To further investigate the surface-to-volume ratio effect, another NC has been modeled with
a single layer graphene having more surface-to-volume ratio of Pt than previous models
(refer to Fig. 5.10).

Decreasing the number of atoms and so is increasing the surface-to-volume ratio for Pt
layers do not change the failure mechanism of the NC, which can be seen from Fig. 5.11.
Another way of explaining this disparity might also be explained by the length of inter-
atomic bonds. The distance between carbon atoms in a graphene sheet is almost 1.42 Å,
and this number for platinum atoms is 3.9239 Å. A longer bond distance for Pt may result
in the possibility of stretching more than graphene. As a result, during bending, the Pt
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Figure 5.10: NC with more surface-to-volume ratio for platinum layers.

Figure 5.11: Failure of Pt-Gr NC where Pt has higher surface-to-volume ratio than previous
models.

layer stretches more than the Gr layer, causing the upper Pt layer to fail before any sig-
nificant mark is made on the graphene layer. Also, Gr has superior mechanical properties
than Pt which also supports the possibility of failure of the Pt layer beforehand. In the next
subsection, I will describe briefly about the effect of increment of Gr layers.

5.3.3 Effect of Number of Graphene Layers

Different bending load simulation has been done in this study to investigate the effects on
mechanical properties due to the number of Gr layers in the NC. Simulations were done
on NC having Gr layers from one to five. A graph (Fig. 5.12) containing force-deflection
curves of different layered Pt-Gr NC is shown below.

Figure 5.12: Force-deflection curve of different Gr layers NC.
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The F-d curves show a nonlinear trend here. In general, for short NWs, a linear-elastic F–d
curve is often created, but a nonlinear-elastic F–d curve is generated for long NWs. The
nonlinearity grows as the length of NW increases [105].

Figure 5.13: Comparison of E values of the NC under bending load.

Fig. 5.13 plots the possible estimation of E by both Euler beam bending formula (Eq. 5.18)
and Modified-Euler beam benging formula (Eq. 5.20). Accordingly, the modulus values in
Eq. (5.20) seem to be less than those in Eq. (5.18). This conclusion is acceptable given that
the force of stretching increases its stiffness [102]. Therefore, using Eq. (5.20) to match the
MD data would result in a reduced Young’s modulus. Also, a parabolic decrement trend
is observed using Eq. 5.18 whereas Eq. 5.20 yields almost equal value of E for different
layers of Gr which is more preferable as failure mechanism due to bending is almost similar
for any no. of layers of Gr.
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5.4 Section Summary

Accordingly, an MD bending simulation model was developed, informed by the AFM-
bending tests, that can adequately represent the mechanical characteristics of NCs in an
clamped-clamped beam setting. We analyze and compare the MD findings with those
from the traditional Euler-Bernoulli beam theory, both with and without the axial effect.
Estimates of the Young’s modulus from bending and tensile deformation are compared.
Summary of key findings:

• Young’s modulus of a NC due to tensile and bending test should be almost similar.
But in this study, Pt-Gr NC shows some discrepancy by having a smaller value of E
due to bending.

• Surface-to-volume ratio plays an insignificant role for flexural strength of this se-
lected NC.

• Interatomic bond length could be the reason for difference in stretchability of differ-
ent layers in Pt-Gr NC. Having lower bond length might lead towards more resistant
in bond stretching that makes more easily stretchable bonds of Pt to fail earlier.

• Mechanical strength of NCs for any no. of Gr layers remains almost similar which is
verified by Modified-Euler beam bending formula. On the other hand, Euler’s beam
bending formula gives a parabolic decrement pattern of E.



Chapter 6

Tribological Properties: Friction

The pencil was an essential instrument for learning and expression when we were young.
The graphite lead of the pencil let the graphite atoms stick to the paper, by which we
could express our writing or drawing on a sheet of paper. Friction between the paper and
graphite lead is thought to be the cause underlying this phenomenon. This kind of simple
tribological phenomenon has been an integral part of our lives from a very early age. The
Greek word ’tribos’ means rubbing. In spite of the fact that ”the science of rubbing” is what
tribology really means, in the Jost Report, Adoption of a lengthier, slightly less satisfactory
definition: ”The science and technology of interacting surfaces in relative motion and of
associated subjects and practices” [3].

Frictional forces, which work in opposition to motion, are created at the points where two
materials come into touch with one another during motion. Evaluation of frictional force
and its effect on any material is of great importance. In this chapter, I will discuss about the
studies I have conducted on the Pt-Gr NC for frictional force.

6.1 Theoretical Background

6.1.1 Historical Overview

The history of humankind has been considerate about friction and its effect. From the first
fire, rubbing stones, to modern day construction, friction is everywhere. Though the effect
of friction has been known to people for a while, the first attempt to document it was made
by Leonardo da Vinci through some experimentation. From his records, remarks can be
found as follows [1, 107]:

• The friction force between two sliding surfaces is proportional to the applied load

70
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used to press the surfaces.

• The friction force has no dependence on the apparent contact area between the sur-
faces.

The first two rules were rediscovered by Amontons which are known as Amontons’ laws of
friction, and they were initially published in 1699 in the Proceedings of the French Royal
Academy of Sciences by Guillaume Amontons (1663-1705) [108].

Table 6.1: Three Laws of Friction

First law of friction The friction force is proportional to the normal load.
Second law of friction The friction force is independent of the apparent area of contact.
Third law of friction Kinetic friction is independent of sliding velocity.

Eighty years later, Coulomb (1736-1806) established the third law, sometimes known as
Coulomb’s law of friction, which states that kinetic friction has a weak dependency on
velocity. Although Leonardo da Vinci stated the first two laws for friction even before
Amontons, these are regarded as Amontons law as he was the first to publish [3].

6.1.2 Macroscopic Considerations

Amontons, like many friction researchers, saw that the surfaces he dealt with were not per-
fectly smooth, and he assumed that roughness was perhaps accountable for friction. He
presented two methods: (1) For stiff asperities, friction was caused by the force required
to lift the weight up the surface roughness’ slopes. (2) For deformable asperities, the as-
perities behave as flexible springs that are deformed during sliding, causing friction to rise
according to the degree of deflection.

6.1.2.1 Static Friction and Steady Sliding

Consider a scenario in which a block with a spring connected is pushed at a constant veloc-
ity with no change in normal force. Beginning the procedure, the block remains stationary
until the maximum static friction force is reached. Typically, we consider static friction
to be a constant number, but in reality, the friction force increases linearly as the spring is
loaded. This behavior is seen in Fig. 6.1, where the friction force reaches its maximum
value before decreasing somewhat and settling into a continuous sliding motion [2, 3].

6.1.2.2 Stick-Slip condition

During the transition from sticking to slipping, friction exhibits the behavior seen in Fig.
6.2, with consecutive halt in motion followed by a slide. This is the result of the static
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Figure 6.1: Tangential force is a function of time or displacement; Fstatic is the static fric-
tion force necessary to begin motion, and Fkinetic is the kinetic friction force necessary to
maintain motion [2].

friction being greater than the kinetic friction and the fact that the kinetic friction reduces
as sliding speed increases (remember that the third law of friction is just a good approxi-
mation) [3]. For an atomistic explanation for the stick-slip phenomena, one can refer to the
later section.

Figure 6.2: Stick-Slip condition [2].

During the stick-slip, for the identical block described before, the block remains stationary
until the static friction force is reached, at which point it begins to move. After crossing the
equilibrium position of the spring, the velocity gradually decreases until it abruptly stops.
The combination of the spring’s draw velocity and spring stiffness dictates whether the
motion will be of a steady or stick-slip character (if these values are sufficiently high, the
steady motion will occur) [2, 3].

6.1.3 Atomistic Origin of Friction

When Amontons first suggested his friction laws in 1699, many, including Amontons him-
self, believed that friction resulted from the interlocking roughness of opposing surfaces.
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With the middle of the twentieth century, however, this roughness mechanism had been
ruled out and replaced by the belief that the two most important factors to friction are
surface roughness and surface lubrication. These initial ideas of friction give rise to two
mechanisms [3]:

1. Adhesion force, the attraction between objects with different shapes or textures.

2. Plowing force, need to plow through the abrasions of the tougher surface with the
softer surface.

6.1.3.1 Adhesion and Plowing force in friction

Adhesion Friction

When two surfaces come into contact, the contacting asperities undergo elastic and plastic
deformation. At the site of contact, a tiny contact area Ai is created where surface atoms are
in close proximity, hence creating attractive and repulsive interatomic interactions. Shear
stress is produced when tangential force is applied to cause objects to slide across one
another. Atoms begin to slide over one another when the applied force acting on them
surpasses the total of all the interatomic forces attempting to retain them in their places,
which happens at a certain shear stress [3]. The required force needed to shear the contact
is, Fi = Ais, where s is the shear stress.

If we assume all the contacting area has the same shearing stress, then the adhesive force
is, Fadh = Ars, where Ar =

∑
Ai.

When interactions across the sliding interface are relatively weak, causing the contact pres-
sure from the externally supplied load to be equivalent to the internal pressure from adhe-
sive forces, a notable linear dependency of shear strength with contact pressure is generally
seen. Despite the constant contact area, Amontons’ rule that friction is proportional to load
seems to hold true in these circumstances [109, 110].

Plowing Friction

Plowing friction, Fplow, is the contribution to friction force made by hard asperities plowing
through a softer surface [3]. Multiplying the total projected area Ao in the direction of
motion of the contacting asperities by the pressure required to initiate plastic flow in the
softer material yields a straightforward calculation of Fplow (approximately, its hardness
H): Fplow ≈ AoH .
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6.1.3.2 Atomistic model for Static Friction: Tomlinson model

Prandtl (Prandtl 1928) and Tomlinson (1929) devised a considerably simpler and primitive
model for friction that is often known as the Tomlinson model or the independent oscillator
model. In Fig. 6.3, a one-dimensional Tomlinson model is shown.

Figure 6.3: One dimensional Tomlinson model in which atoms are linked to one other
by overdamped springs and experience a periodic potential as they slide over a substrate
surface [3].

The initial setup of the system is one with the least potential energy. When the slider begins
to move, the system shows static friction until sufficient elastic stress is generated in the
springs to overcome potential barriers, at which time the atoms swiftly make transition
to their next stable state. During these pops or slides, elastic energy is transformed into
kinetic energy, which is then released as heat (this dissipation process is incorporated into
the model as the damping constant for the spring-atom oscillators).

If the height of the potential barrier is decreased below the slip threshold, the atoms pass
smoothly across the potential. If, in this situation of smooth sliding, these atoms are like-
wise disproportional to the substrate, the lateral forces acting on the individual atoms will
cancel out, resulting in little net friction.

6.1.3.3 Atomistic model for Kinetic Friction

Static friction refers to the force required to overcome the potential energy barriers between
atoms, initiating sliding, whereas kinetic friction refers to the dissipative energy processes
when atoms slide over each other [3]. When the surface is smooth enough, just a tiny
amount of force is required to initiate the sliding. We may safely assume that the force F
acting counter to motion is completely viscous.

F = mηmv (6.1)

where v is the sliding velocity, m is the molecular mass, and ηm is the viscosity of the
interface between the two moving bodies. Generally speaking, phonon excitations (sliding-
induced atomic vibrations) are the principal cause of the viscous damping, and these exci-
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tations are ultimately turned into heat. In analytical models of noble gas adsorptive sliding
on surfaces, the atom-substrate interaction is described using a periodic potential with cor-
rugation U0. The following correlation characterizes ηm:

ηm = ηsubs + cU2
0 (6.2)

where ηsubs is the dissipation of energy other than phonons (such as electronic excitations)
and c is a constant that varies with both temperature and lattice spacing. Keeping in mind
once again that the adsorbed layers encounter only viscous friction while sliding (Eq. 6.1)
and are therefore modelable in terms of a slip time,

tslip =
1

ηm
, (6.3)

where tslip is the time it takes for the adsorbed layer’s velocity to drop by 1/e, allowing
driving force F to be removed, and ηm is the inverse of this constant [3].

6.2 Simulation Methodology: Friction

The system of simulation is comprised of two bodies, (a) Pt-Gr NC slab and, (b) a probe
curved out of a diamond block. Both the bodies are merged together into a system after pre-
pared separately by leaving a clearance of about 1.0 nm in between. The whole system was
designed using atomsk [48]. The system interacted with each other using interatomic po-
tentials. For Pt-Pt, uantum cqorrected Sutton-Chen potential [59] is used, Stillinger-Weber
potential [52] is used for intercommunication between graphene molecules i.e. Carbon
molecules and Morse potential is used for Pt-Gr interaction. All the simulations has been
done in LAMMPS [91]. The following sections are consisted of in details simulation pro-
cess with codes where required.

6.2.1 Slab Construction

The previously designed Pt-Gr NC system is used as the slab for this simulation. Double
layered Pt-Gr NC is taken for all of the friction simulations. Since friction is a surface phe-
nomenon, increasing Graphene layers does not have any significant impact on the results.
Therefore, to keep the simulation simple, double layered NC was chosen .
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Figure 6.4: NC slab used for friction simulation

6.2.2 Probe Construction

A probe was used in this friction simulation to slide over the slab. Firstly, a diamond block
was created using atomsk [48]. Afterwards a cube of 2.142 nm X 2.142 nm X 2.142 nm
was curved out of the block which was merged with the slab to complete the system. The
system was then converted into lmp file so that it can be used in LAMMPS

(a) Diamond block (b) Diamond probe

Figure 6.5: Construction of Diamond probe curved out of a Diamond block
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Figure 6.6: System of Slab-Probe for friction simulation
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Figure 6.7: Simulated system with distinct regions.

6.2.3 Simulated System

The slab was divided into three distinct regions [4]:

1. Rigid layers - two layers at the bottom and far left regard as rigid layers which is used
for energy dissipation.

2. Thermostat - two layers at the top and right of the rigid layers is regarded as thermo-
stat. These layers are fulfilling the purpose of temperature controlling where temper-
ature is controlled through NVT ensemble.

3. Simulated region - all the other regions except rigid layers and thermostat are the
simulated region where NVE ensemble is employed.

The computational cost of the MD simulations was kept within realistic bounds by selecting
the size of the periodic cell and the number of atomic planes in each of the aforementioned
three layers, allowing for the tracking of the system’s dynamics for up to 120 ps. The probe
block has three different areas, much like a mirrored sample slab.
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6.2.3.1 Temperature Control

In most cases, when MD simulations are used to study atomic friction, the thermostat is not
applied in the contact region [111]. This is done to prevent any changes in the dynamics of
the area that is being examined. Both the tip and the substrate have the thermostat placed in
layers that are located far apart from the surfaces. This allows for efficient heat dissipation
[4]. Because this experiment required a thermal bath for the system, we employed a Nose-
Hoover thermostat with a friction factor of 0.5 ps to maintain a temperature of 150 kelvin
throughout the NVT areas present in both the tip and the substrate.

The coupling to the NVT regions allowed us to carry out the MD simulations at 150 K, with
the exception of a few tests that were performed at different temperatures to evaluate the
influence of temperature on the simulations with varying surface coverage. These tests were
performed in order to evaluate the influence of temperature on the simulations. At these low
temperatures, the relaxation of the simulated diamond surfaces is severely hampered. Since
there is no surface reconstruction taking place, the impact on friction of the various surface
alterations that were investigated here should be greatly amplified [112]. After deducting
the center-of-mass velocity of the group, the compute temp/com command was executed
in order to compute the temperature of all of the dynamic atoms on the system (the fixed
atoms were excluded from this calculation).

6.2.3.2 Application of Normal Load

The normal force in MD simulations of friction may be supplied to the superior atoms of
the tip, which are often regarded as a rigid body, or it can be imposed by setting a fixed
distance between the tip and the substrate [4]. Fig. 6.8 illustrates a uniform z-direction
force is supplied to the probe’s top hard layer of atoms (considered a better alternative than
imposing a constant distance between the tip and substrate). A spring with various spring
constant ranging from kz = 1eV Å−2 to kz = 15eV Å−2 was taken for various normal loads.
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Figure 6.8: Schematic representation of the probe and slab. Two springs maintain the
probe’s connection to the anchor. (Left and top)
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6.2.3.3 Lateral Force

Between the probe’s mass-center and tether point, a massless spring with a force constant
of km = 3eV Å−2 [112] was connected in the probe’s stiff atoms. In this case, just the
x-components of deformations of the spring produce a force (the spring is free to move
without resistance on the yz-plane). The value of km may be defined in two ways: either by
setting kmx to the same value as the cantilever, or by specifying the stiffness to be the same
as the effective experimental stiffness, which is a more precise approach. One alternative is
to directly adjust the spring’s stiffness until the desired effective stiffness is reached [4]. As
spring stiffness rises, the greatest lateral forces obtained drop in magnitude as the average
value decreases [113]. An increase in the frequency of the instantaneous friction force
oscillations was seen in experiments where a spring with a higher spring constant was
connected to the probe. With increasing spring constants, the spacing between the potential
energy’s peaks coincides with the periodicity of the instantaneous friction force [112].

6.2.3.4 The Dynamics

Unlike the tensile testing, the system is kept at periodic boundary condition only in the
X and Y directions, with the Z direction set as non-periodic shrink wrapped with a mini-
mum value, m, condition. At the beginning of the MD simulation, the whole system was
minimized using the conjugate gradient method by minimizing the energy. An absence of
minimization will allow for the possibility of huge dynamic movements, which will result
in an incorrect interpretation of the data. The relaxation was done while keeping the probe
at a distance of 1.0 nm from the slab. Afterwards, the probe was permitted to reach towards
the slab surface by applying a constant normal load to it, and the system was let to equili-
brate for 100000 steps, with each step being 1 fs. Then, the rigid layer of the slab is given
a value of 1 Å/ps−1 to move in the negative X direction. It is permitted for the system
to spontaneously evolve until it reaches a steady state. When the system has reached its
steady-state regime, the production phase will commence and will continue for some ps
in order to collect data of at least four cycles of the friction force. In all, each simulation
consisted of 120000 discrete time steps.

6.2.3.5 Data Analysis

All of the data is analyzed using Matlab and python. As will be shown in the next sec-
tion, the instantaneous friction force demonstrates periodic oscillations, which may or may
not be well characterized depending on the circumstances that are being simulated. As a
consequence, the instantaneous lateral force was time-averaged across each cycle of force
oscillation, and the overall friction force was acquired as the average of the set of aver-
ages that was computed for each entire cycle. The friction coefficient may be calculated by
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finding the slope of the straight line that best fits the data on the relationship between the
friction force and the normal force.

6.3 Parametric Study

6.3.1 Steps of analysis

The MD simulations conducted here for the friction case generates various data to be an-
alyzed for further results. The basic codes in the LAMMPS [91] input file for friction is
presented below:

Listing 6.1: Input file for friction simulation
% THE UPPER REGION OF THE TIP IS RIGID

f i x r i g i d F i x t i p F r i g i d s i n g l e f o r c e 1 on o f f on
t o r q u e 1 o f f o f f o f f

f i x r i g i d F o r c e t i p F a d d f o r c e 0 . 0 0 . 0 ${F normal }

% APPLYING DIFFERENT THERMOSTATS FOR DIFFERENT REGIONS
f i x 3 nveTip nve
f i x 4 nveS lab nve
f i x 5 n v t T i p n v t temp ${T} ${T} 0 . 5
f i x m o d i f y 5 temp temp d inamico
f i x 6 n v t S l a b n v t temp ${T} ${T} 0 . 5
f i x m o d i f y 6 temp temp d inamico

% LOWER REGION OF SLAB IS KEPT UNDER ZERO LOADING
f i x l o f i x f i x L o s e t f o r c e 0 . 0 0 . 0 0 . 0
f i x 7 f i x L o nve

% LOWER REGION OF SLAB PERMITTED TO MOVE AT −X DIRECTION
v e l o c i t y f i x L o s e t −1.0 0 . 0 0 . 0
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From the obtained data, instantaneous friction force, force along the x-direction on the tip
due to sliding, and its corresponding sliding distance is plotted to observe the friction nature
of the NC. It is evident from the Fig. 6.9 that the Pt-Gr NC is exhibiting stick-slip behavior
due to the friction that is acting upon it. During the first phase, known as the stick phase, the
molecules of the slab and the tip adhere to one another until their potential energies are at
their maximum. Following that, the point slipped a short distance before reattaching itself
to the surface. The progression is depicted in the Fig. 6.10 that follows.

Figure 6.9: Stick-slip condition is verified from the MD simulations

Initially, for the selection of lateral or friction force, both the spring force and forces on the
tip along the X-direction are plotted against the sliding distance. Referring to Fig. 6.11, it
is evident that both values yield nearly the same result. Therefore, any of the forces may be
chosen. For this analysis, the spring force has been chosen.

The MD simulation is carried out in steps that are sufficiently long to ensure that the system
reaches a steady state. After the system has reached a point where it is sufficiently close
to the steady state, at least four cycles of the stick-slip phase are chosen. Thereafter, each
of the cycles is averaged, and finally, the friction force or lateral force is calculated by
averaging all of the values that have been averaged for each cycle.

The normal or vertical load on the slab is calculated by averaging the vertical load on a slab
over the sliding distance. Although a constant vertical load, mentioned in the sample input
script by the F normal variable, is applied on the tip, the slab experiences a fluctuation of
vertical loading due to its movement in the sliding direction.
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Figure 6.10: Evolution of stick-slip condition in Pt-Gr NC obtained from the MD simulation

Figure 6.11: Instantaneous friction force vs Sliding ditance for NC at 150 K

Finally, these values, (a) lateral friction force and (b) normal or vertical fore are used to
determine material’s co-efficient of friction, µ. For this particular simulation of NC system
at 150 K temperature, obtained friction force and normal force are 1.4274 nN and 9.6854
nN respectively. Therefore, µ = 1.4274

9.6854
= 0.14738 for this Pt-Gr NC system at a temperature

of 150 K.

A comparison between the COF for pristine Pt and Pt-Gr NC was also done for the same
conditions of temperature, sliding velocity and vertical load of 150 K, 100 m/s and 10.5
MPa respectively. The obtained values are stored in the Table 6.2. By analyzing, it can be
realized that the material of study, Pt-Gr NC, is more prone to hinder anything sliding over
its surface than its pristine counterpart. This indicates that having a higher COF for Pt-Gr
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Figure 6.12: Four cylces chosen for analysis at 150 K

Table 6.2: Comparison of coefficient of friction between pristine Pt and Pt-Gr NC

COF for Pristine Pt COF for Pt-Gr NC
0.0475
28.5621

= 0.0017 0.8976
34

= 0.0264

NC could be a better alternative in the application of Biosensors which requires sticking to
the tissues in some cases.
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6.3.2 Temperature Effect

The temperature, which reflects the thermal kinetic energy of constituent atoms, plays a cru-
cial role in atomic friction. Recent developments in AFM capabilities have made it possible
to measure friction at temperatures ranging from cryogenic to a few hundred Kelvin [4].
These recent experiments have revealed a number of intriguing patterns. The most widely
acknowledged trend is that friction decreases as temperature increases [114–116].

To study the effect of temperature on the examined NC system, a series of simulations are
done for different temperature. At a lower temperature of 10 K, the carbon molecules in the
diamond tip goes through minimum surface reconstruction. [3] A simulation was done in
this temperature. Apart from the base temperature of 150 K, some other temperature values
of 10K, 300 K, 450 K, and 600 K were chosen to perform the study.

6.3.2.1 Temperature = 10 K

Figure 6.13: Instantaneous friction force vs. Sliding distance at 10 K
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Figure 6.14: Four cylces chosen for analysis at 10 K
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6.3.2.2 Temperature = 300 K

Figure 6.15: Instantaneous friction force vs. Sliding distance at 300 K

Figure 6.16: Four cylces chosen for analysis at 300 K
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6.3.2.3 Temperature = 450 K

Figure 6.17: Instantaneous friction force vs. Sliding distance at 450 K

Figure 6.18: Four cylces chosen for analysis at 450 K
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6.3.2.4 Temperature = 600 K

Figure 6.19: Instantaneous friction force vs. Sliding distance at 600 K

Figure 6.20: Four cylces chosen for analysis at 600 K
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6.3.2.5 Temperature effect on friction coefficient

The results obtained from the simulations are put into a Table 6.3 after the analyses.

Table 6.3: Friction force and Normal force at different temperature for double layered Pt-Gr
NC

Temperature (K) Friction force, nN Normal force, nN
10 K 0.8231 10.1953
150 K 0.4570 9.6854
300 K 0.5059 9.1827
450 K 0.2191 24.6206
600 K 0.1288 24.6329

To better comprehend the effect of temperature, the coefficient of friction is plotted against
temperature. Fig. 6.21 reveals a downward trend, which is consistent with prior research
[114–116].

Figure 6.21: Coefficient of friction vs. Temperature

It is commonly believed that thermal activation decreases friction with increasing temper-
ature [4]. Higher temperatures provide more thermal energy, allowing the tip to overcome
energy barriers more quickly and reducing friction. In Prandlt-Tomlinson (PT) [117] model,
the tip is viewed as a single atom ball dragged by a harmonic spring across a sinusoidal cor-
rugation potential, which represents the interaction with the substrate, as depicted in Fig.
6.22. The system’s total potential energy can then be expressed as:

V (x, t) = −U

2
cos

(
2πx

a

)
+

1

2
k(vt− x)2 (6.4)
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Figure 6.22: (a) a scanning probe microscope with a cantilevered probe head used to pull
the tiptoe slide across a substrate, and (b) the corresponding PT model, in which the AFM
system is reduced to a mass-spring system [4].

With the aid of thermal activation, the tip can cross the energy barrier between potential
wells a and c more quickly, requiring less force (friction) to move forward.

In addition to thermal activation, additional mechanisms have been proposed to explain the
various trends observed in AFM measurements. For instance, thermal activation theory
does not account for the friction peak that arises in the low-temperature regime (around
50–200 K) [118–120]. To address this issue, it has been proposed that thermal activation
not only aids in the rupture of bonds, but also in their formation; competition between the
two causes the friction peak to occur at low temperatures. However, the notion of bond
formation and rupture is still in its theoretical stage [120, 121].

6.3.3 Vertical Load Variation

According to classical contact mechanics, friction is proportional to the normal load through
the contact region. As the load grows, so does the contact area [4]. The simulations carried
out for the purpose of this research provide confirmation of this phenomenon. Fig. 6.23
displays a trendline depicting the relationship between normal load and friction force. The
trendline is nearly linear, which is consistent with what was shown in the earlier research.

AFM measurements and MD simulations often reveal that friction rises with normal load.
However, the precise nature of this growth remains contentious: Reportedly, friction in-
creases linearly with load [122, 123], increases faster than linearly with load, and has a
sublinear relationship.
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Figure 6.23: Friction force vs Vertical force curve for Pt-Gr NC

Additionally, Fig. 6.24 shows the relation between coefficient of friction and vertical force.
A general trend of decrement of µ is found with the increase in vertical loading.
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Figure 6.24: Friction Coefficinet vs. Vertical load
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Table 6.4: Change in lateral and vertical force due to a change in sliding velocity in friction
simulations

Velocity (m/s) Lateral Force (nN) Vertical Force (nN)
50 3.5075 1.0212

100 0.4570 9.6854
150 1.4274 9.6854
200 3.9059 0.9007

6.3.4 Variation in Sliding Velocity

All of the previous MD simulations are done with a sliding velocity of 100 m/s. That’s why
the effect of loading rate or sliding velocity is conducted here. Four different sets of sliding
velocities are taken, 50 m/s,100 m/s,150 m/s,200 m/s, to examine their effect. Change in
the values of friction force and normal force due to change in sliding velocity is given in
the Table 6.4.

(a) Friction force vs. Sliding velocity (b) Normal force vs. Sliding velocity

Figure 6.25: Effect of change in sliding velocity on Friction force and Normal force

Fig. 6.26 refers to the change in COF with respect to change in velocities. COF is higher in
the lower sliding velocity region, whereas in the intermediate velocity range it is minimum.
At higher sliding velocity, in the contact zone elastic behavior is prevalent which ensures
lower friction force [124] [125]. Additionally, contact time is also shortened with increment
in velocities, and may result in a lower COF. It is important to note that the test temperature
has a significant impact on the friction force-sliding velocity relationship [126]. At tem-
peratures close to the glass-transition point, the sliding velocity has a significant impact on
friction, although at lower temperatures, the two variables are mostly independent of one
another [127]. At 200 m/s sliding velocity, a sudden rise in COF is observed which may
be incorporated with pre-wear characteristics where with more plastic deformation initiates
more adhesion and so COF increases. A sliding velocity above 250 m/s gives rise to wear
in the material, which is obtained from current study and can be visualized using Fig. 6.27
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Figure 6.26: COF vs. Sliding velocity

Figure 6.27: Initiation of wear with higher ( 250 m/s) sliding velocity; (a) No wear (b)
Dislocation creation (c) Wear initiates (d) Top view of wear initiation
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6.4 Section Summary

There are tribological properties that may be seen in every aspect of life, such as friction.
Therefore, doing research into the impacts that friction has on any material of interest is
of utmost significance if such research is to have any practical use in the real world. As a
result, the focus of this chapter of my research was on the modeling of friction on NC and
the influence that it has on NC as a result of changes to various parameters. The following
is a synopsis of the results obtained in this chapter:

• Stick-slip condition of friction is evident in the simulations.

• Adhesion plays an important role in obtaining this stick-slip nature.

• For the same operating conditions, COF is higher for Pt-Gr NC than pristine Pt which
makes it suitable for biosensor applications.

• Higher temperatures result in greater gains in thermal energy, which ultimately re-
duces friction by providing molecules with Adhesion plays a crucial part in achieving
this stick-slip property.more energy to readily overcome potential obstacles. Conse-
quently, the friction coefficient drops.

• A higher vertical load results in a larger contact area and, thus, a greater friction force
but COF decreases.

• The friction between two materials is very sensitive to the sliding speed. Wear begins
at a critical value of sliding velocity; in the case of the NC system under considera-
tion, wear becomes visible at a sliding velocity of 250 m/s or higher.



Chapter 7

Tribological Properties: Wear

Wear occurs when one or both of two solid surfaces undergo damage or material removal
as a result of a relative sliding, rolling, or impact action [2]. Wear is a complicated process,
which makes it one of the most challenging aspects of tribology to study. From the previous
chapter, (Ch. 6) a conclusion is drawn that, at a high sliding velocity Pt-Gr NC may go
though wear. Therefore, from a practical point of view, one might expect to have data
regarding any material’s wear response before making use of it industrially. In this chapter,
this study will span from designing a system of NC going through wear to evaluating wear
rate, including theoretical aspects of wear and an attempt to compare the wear rate of NC
with its pristine Pt counterpart.

7.1 Theoretical Background

Wear has been known to us for a long time and is one of the oldest manufacturing processes.
Although it has some uses, its detrimental effects are increasingly evident in our day-to-day
lives. Similar to friction, wear is not a characteristic of the material but rather a reaction of
the system. Interface wear is affected by operating conditions. Assumptions about the wear
rates of high-friction interfaces are often exaggerated [2].

There are times when the results of wear are disastrous. The plane carrying 88 people from
Alaska Airlines went down in the Pacific Ocean on January 31, 2000, taking everyone’s
lives in the process. A jackscrew that had been improperly lubricated had experienced ex-
cessive wear, which ultimately resulted in the pilot losing control of the horizontal stabilizer
of the plane [3].

This section will introduce brief overview of wear mechanisms throughout different scales,
from macroscale to nanoscale.
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7.1.1 Types of Wear Mechanisms

Wear can occur through various processes, of which mechanical processes and chemical
reactions are the major types. There are mainly six types of wear mechanisms, and they
are:

1. Adhesive wear

2. Abrasive wear

3. Fatigue wear

4. Impact by erosion

5. Chemical wear

6. Percussion

Fretting and fretting corrosion are two additional types of wear that are frequently expe-
rienced. These are not three separate mechanisms but rather combinations of the three
different types of wear that can occur: adhesive, corrosive, and abrasive. Some estimates
suggest that adhesive and abrasive wear mechanisms are responsible for two-thirds of the
total wear that can be found in industrial settings. The gradual removal of material is how
wear is caused by all mechanisms, with the exception of the fatigue mechanism [2].

7.1.2 Macroscale Wear Mechanisms

When two solid surfaces are brought together, the points of contact are those that have
the greatest number of asperities. In most cases, the contact surfaces of each macroscopic
asperity pair are not entirely flat. Instead, contact happens initially at smaller, microscopic
asperities on these macro-asperities, and so on and so forth all the way down to the atomic
or nanoscale [128]. The empirical Archard’s law [129] is the most common law to describe
wear at macroscale. This law can be interpreted mathematically as,

V = k
Wx

H
(7.1)

Here, V is the wear volume, W indicates the applied normal load, x is the sliding distance,
and the surface hardness is denoted by H. The following are common presumptions made
in interpreting Archard’s law: (1) the plastic deformation of surface asperities under stress,
and (2) particles of wear are generated [128].

When it comes to wear processes that occur while sliding in AFM, the most relevant ones
are adhesive and abrasive wear. The phenomenon known as adhesive wear takes place
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when two sliding surfaces that are subjected to a load join together via the solid-phase
welding of asperities [2]. After then, the contacts are torn by sliding, which may lead to the
separation of a fragment from one surface and its attachment to another surface at the same
time. When compared to adhesive wear caused by comparable pairings, the wear caused
by different pairs is often smaller.

Figure 7.1: An illustration of the formation of a wear particle due to an asperity contact at
the microscale [3].

Adhesive wear may be studied using Archard’s simple wear model [129]. Higher adhesion
forces in the contact zones, as predicted by this model, will increase the likelihood that
a wear fragment will be pulled out. Because adhesive forces scale with surface energy,
larger levels of surface energy should lead to higher levels of wear rates [3]. Because
the surface energy is so dependent on the chemical composition of the surface, wear rates
resulting from the adhesive mechanism should be extremely sensitive to the presence of
contamination layers or lubricant films. This is because these factors have a significant
impact on the adhesion that occurs at solid–solid contacts [3].

When asperities of a rough, hard surface or hard particles glide over a softer surface and
cause plastic deformation or fracture, abrasive wear occurs. In the case of ductile materials
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Figure 7.2: A cone shaped asperity plowing into a softer surface to generate an abrasive
wear groove. [3]

with a high fracture toughness (e.g., metals and alloys), the plastic flow of the softer material
is caused by hard asperities or hard particles [2]. There are three significant deformation
modes in abrasive wear: ploughing, wedge formation, and cutting. Material is displaced to
the sidewalls of the worn groove during plowing, resulting in the creation of a ridge without
material removal. In wedge formation, material is shifted from the sides of a groove to the
front. When the ratio of the shear strength of the interface to the shear strength of the bulk
is large, wedge formation often occurs. Cutting is the removal of material from a surface in
the form of discontinuous or ribbon-shaped fragments [130].

Consider a cone of hard material cutting a groove into a softer substance as a basic approach
to mimic the abrasive wear of an asperity in a two-body process or the corner of a grit
particle in a three-body process [3] as shown in the Fig. 7.2

For a groove depth of h and tanθ being the slope of cone, volume V is displaced during
sliding of asperity a distance x is written by,

V = xh2tanϕ = xh2cotθ (7.2)

Here, the loading force L is supported by only the first half of the asperity over an area
πa2/2, yields

L =
1

2
Hπa2 =

1

2
Hπh2cot2θ (7.3)

Where, H equals to hardness of the soft surface. To omit h by combining equations 7.2 and
7.3, following equation for wear rate can be obtained:

W =
V

s
=

2tanθ

π

L

H0

(7.4)

This equation has same form as that of Archard’s law (Eq. 7.1), where k = 2tanθ/π.
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One issue with Eq. (7.4) is that it predicts significantly greater wear rates than actually
experienced. The assumption that all displaced material is lost at the surface is an evident
contributor to this overestimation. In fact, with each sliding pass, only a portion of the
displaced material detaches, while the remainder accumulates around the groove’s borders
[3].

7.1.3 Nanoscale Wear Mechanisms

The nanoscale roughness of most, if not all, surfaces is widely recognized [131]; most
mechanical contact takes place between the tiniest nanoscale asperities. Contacts at the
nanoscale may be especially vulnerable to unwanted wear due to the high surface-to-volume
ratio, which can significantly compromise the reliability and longevity of nanoscale elec-
tronics. Characterizing tribological phenomena at tiny sizes may be difficult using conven-
tional approaches and models. That’s why it takes research and simulations to learn about
wear processes [132].

Some earlier research have shown, via both simulation and experimental methods, that
nanoscale mechanical interactions may follow the predictions of continuum contact me-
chanics [128,133]. However, it is not always appropriate to extrapolate results from contin-
uum models to the nanoscale. In reality, the vast majority of research has revealed that con-
tinuum contact models cannot be used to explain interactions at the nanoscale [134–136].
This suggests that nanoscale wear does not strictly adhere to continuum laws [130].

Some different nanoscale wear processes have been postulated. To begin, much as on a
larger scale, nanoscale wear may happen by fracture or plastic deformation [130]. In crys-
talline materials, imperfections and defects in the crystal structure, known as dislocations,
move and cause macroscale plastic deformation. However, the contribution of dislocations
to the yield stress becomes insignificant when the size of the region undergoing plastic flow
becomes much smaller than the typical distance between dislocations, and the yield stress
is instead governed by the force required to slide one plane of atoms over another [3]. The
theoretical shear stress necessary to move one plane of atoms over another, in a flawless
crystal free of dislocations, is given by

τc =
G

2π
(7.5)

Due to the mechanical deformation, the local temperature at the contact may rise, which
might further accelerate wear. Wear at the nanoscale may include the loss of a single atom
from a surface, according to another finding from nanoscale studies of wear [131, 137].
During atom-by-atom removal, two surfaces come into contact in quasi-static equilibrium,
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and an uncoordinated atom from one surface may make bonds with one or more atoms from
the opposing surface. The established connection may be broken by sliding, and the atom
can move from one surface to another. Compressive or shear loads may assist this ther-
mally triggered process [130]. Consequently, while a sliding surface may begin with a low
density of flaws and defects, during the early stages of wear, plastic deformation caused by
contacting asperities rapidly increases dislocation density in the near-surface layer, result-
ing in the formation of a fine grain or nearly amorphous structure [3]. Although analysis
of wear has been done extensively at nanoscale previously, the complete mechanism is yet
to be realized. Therefore, MD simulation could be a better solution to observe physics of
materials going under wear for changes in different parameters.

7.2 Simulation Methodology: Wear

The simulated system consists of a double layered Pt-Gr NC and a half-spherical shaped
Diamond indenter. Since wear is a surface phenomena and also the interatomic potentials
used in this study having a cutoff value, the number of graphene layers should not account
for any influence on the wear rate. Wear rate at a same operating conditions for single
and double graphene layer(s) gives almost similar results given in the Table 7.1. That’s
why any number of layers of graphene can be chosen for this study irrespective of any
significant variations. Diamond being a hard material is used as a indenter to simulate the
wear process.

Table 7.1: Comparison of wear rate for single and double graphene layer(s) Pt-Gr NC

Wear Rate at 0.75 nm indentation depth

Single graphene layer
115.6847/nmPt-Gr NC

Double graphene layers
117.2669/nmPt-Gr NC

7.2.1 Diamond Indenter

Atomsk [48] is used to design the initial setup of the system. Firstly, a Diamond block of
4.2804 nm X 4.2804 nm X 2.8536 nm is created using atomsk. Afterwards, a half-sphere
of 2.5 nm radius is curved out of the Diamond block.

Listing 7.1: Diamond Indenter creation in atomsk
% CREATING THE DIAMOND BLOCK
atomsk −− c r e a t e diamond 3 .567 C − d u p l i c a t e 12 12 8
DiaBlock . c f g
% CURVING OUT A SPHERE OUT OF THE BLOCK
atomsk − s e l e c t o u t s p h e r e 21 .402 21 .402 28 .536 25
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−rmatom s e l e c t DiaSph . c f g
% LEAVING OUT SOME MOLECULES FROM
% THE TIP TO HAVE FLAT SURFACE
atomsk − c u t below 5 z Dia Ind . c f g

(a) Diamond block (b) Diamond sphere

Figure 7.3: Diamond indenter

7.2.2 System Construction

After constructing the indenter, it is merged with a double layered Pt-Gr NC model, pre-
viously made, leaving an initial gap of 1 nm between them. The whole system can be
observed in the Fig. 7.4.

Figure 7.4: Complete system for wear simulation.
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7.2.3 Boundary Conditions

The system is simulated with periodic boundary conditions on both X and Y directions.
But on the Z direction, to capture the wear process, non-periodic and shrink-wrapped with
a minimum value, m [91], boundary condition is applied. Boundary condition in the Z
direction is made so that no molecules of the NC can reach out to the top of the box after
being pressed by the indenter.

Figure 7.5: Boundary conditions on the wear system.

Just like the friction simulation, a single layer of molecules at bottom and left is taken to be
rigid region, where the molecules are kept fixed by applying zero force to this region.

f i x l o f i x f i x L o s e t f o r c e 0 . 0 0 . 0 0 . 0

Two layers of molecules are kept as thermostat region can be seen from the Fig: 7.5. NVT
emsemble is applied in this region to ensure heat release due to wear.

f i x 6 n v t S l a b n v t temp ${T} ${T} 0 . 5

For the Diamond indenter, the top layer is kept as rigid body where all the forces are applied.
Below this layer, three layers of molecules are fixed with a NVT ensemble. All the other
layers apart from these are fixed with NVE ensemble.

f i x r i g i d F i x t i p F r i g i d s i n g l e f o r c e 1 on o f f on
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t o r q u e 1 o f f o f f o f f

7.2.4 The Dynamics

At the beginning of the process, a force in the x-direction is applied to the indenter’s rigid
layer, causing it to advance a short distance and position itself in an appropriate location.
After that, a velocity of 100 meters per second is imparted in a direction parallel to the
z-axis and moving downward toward the stiff layer. This was done in order to determine
the necessary force for the associated indentation depth. This was done so that the appro-
priate amounts of force could be applied and maintained throughout the simulation for a
certain indentation depth. The last step in determining how wear occurs involves moving
the indenter along the x-axis while simultaneously recording the number of atoms that are
lost owing to wear. This information will be evaluated at a later time. The whole system is
kept at a temperature of 300 K.

7.3 Parametric Study

7.3.1 Load for Different Indentation Depth

Within the context of the atomic sliding analysis, the notion of “indentation depth” has to be
explained in more detail. The penetration depth of the asperity tip is used to calculate the in-
dentation depth of a hard asperity in any typical research of sliding. This depth is mea-
sured from the surface of the soft material. However, on the atomic scale, there is no such thing as a
definite surface since nuclei are surrounded by electron clouds [138]. Assuming that the sur-
faces of the diamond indenter and the NC slab are defined by the envelopes at the theo-
retical radii of their surface atoms, respectively, allows us to handle this issue in a man-
ner that is both convenient and accurate. By doing it this way, the depth of the indenta-
tion will be brought into line with the traditional definition [138].

Wear can occur at different indentation depth. That’s why in this study, wear effect at
different indentation depth will be analyzed. Since the system of Diamond indenter and NC
slab will be kept at a constant vertical loading during the simulation, the loading required
for different indentation depths will be calculated first. To do this, the indenter was allowed
to go downward at a constant velocity of 100 m/s. This was done for a ample of time to get
at least 1.5 nm of indentation depth. During the simulation, corresponding required force
is recorded and plotted against the indentation depth (Fig. 7.6). These force value will be
used for latter analysis.
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Figure 7.6: Indentation depth Vs. Required force curve to evaluate which force is to be
held contanst during MD simulation for a particular indentation depth.

7.3.2 Wear Mechanism

The simulation of wear is conducted by sliding the diamond indenter at a constant velocity
under the influence of a series of constant load obtained from Fig. 7.6. For a indentation
depth of 2.5 angstrom, the indenter barely scratches the NC surface. Significant wear may
be realized from 5 angstrom indentation depth, where the deformation of the NC slab has
four distinct regions. The regions are, (i) No wear (ii) Adhering (iii) Ploughing (iv) Cutting
regions, as shown in Fig. 7.7.

Figure 7.7: Four different wear regions at an indentation depth of 5 angstrom.

In the no-wear regime, the NC atomic lattice deforms elastically only. Following the re-
moval of the diamond indenter, the distorted lattice is completely restored. In this instance,
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sliding does not lead to wear or dislocation.

During adhesion, the sliding of the diamond breaks the atomic bonds of certain surface
Pt atoms. These Pt atoms then stick to and migrate over the asperity surface. They may
nonetheless establish new connections with other surface atoms of Pt and return to the
atomic lattice. During sliding, the preceding process occurs repeatedly, generating a struc-
tural change in the Pt lattice near the surface and producing surface roughness. Currently,
dislocations are also activating the subsurface [138].

A substitution of ploughing for adhering deformation occurs afterwards. In this regime, the
subsurface deformation zone becomes quite vast, and a huge number of dislocations are
triggered. And lastly, cutting regions occur where atoms are removed from the surface.

At higher indentation depths, from 7.5 - 15 angstrom, ploughing and cutting regions of wear
are significant. Wear process obtained from MD simulation in this study can be viewed as
a series of figures from Fig. 7.8 to Fig. 7.10.

Figure 7.8: Dislocations occurs during wear simulation at 1 nm indentation depth.

Figure 7.9: Ploughing of material from the surface at 1 nm indentation depth.
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Figure 7.10: Removal of materials due to wear at 1 nm indentation depth (perspective view).

7.3.3 Wear Rate Calculation of Pt-Gr NC

Data obtained from the wear simulations at different normal loadings are used to calculate
wear rate of the NC. Quantity of the lost atoms is calculated by subtracting number of
atoms at each simulation steps in a predefined region from the initial number of atoms at
that region. Afterwards, the calculated quantity of wear atoms is plotted against the sliding
distance for different indentation depth (Fig. 7.11). Wear rate is obtained by the finding out
the slope of the curves. Each of the curve is fitted to have a linear trend.

Figure 7.11: Quantity of weared atoms vs Sliding distance at different indentation depth.

Wear rates for different indentation depths and corresponding normal forces are given in
the following table 7.2.
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Table 7.2: Analyzed Wear rate data for NC

Indentation Depth (nm) Wear Rate (1/nm) Normal Force (nN)
0.5 25.6875 0.0161
0.75 117.2669 0.0232
1.0 183.5762 0.0312
1.25 250.9143 0.0387
1.5 379.78 0.0419

Individual plots of wear rate against indentation depth and normal force is depicted in the
Fig. 7.12 and 7.13 respectively.

Figure 7.12: Wear rate vs Indentation depth trendline.

From the Fig. 7.11 one may conclude that, number of lost atoms is directly proportional
to sliding distance. Also from Fig. 7.13 it is obtained that, as expected, the rate of wear
increases with the increment in normal load. Therefore, the wear rate, obtained from MD
simulations, is directly proportional to the normal load. Another form of Archard’s empir-
ical law for a mass loss of M through wear with normal load Tn and sliding distance d is:
M = kTnD, with k being an empirical constant [128]. So, a consistency with the Archard’s
law [129] is found in this study as the number of lost atoms changes linearly with both the
sliding distance and normal load. The implication of this findings is that, Archard’s law
may be directly applicable at the nanoscale which is also found by Sha et al. [128], but in
contrary to common findings [131, 139, 140].

We note that earlier experimental investigations have shown a nonlinear relationship be-
tween sliding distance and force and material loss [131, 139]. This disparity may be ex-
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Figure 7.13: Wear rate vs. Normal force curve.

plained by the following variables: First, the sliding velocity in these tests was orders of
magnitude lower than in the models, i.e. 20 m/s, which is close to the working conditions
of some micromechanical systems (MEMS) [136]. It has been shown that heat activation
plays a significant part in wear processes, which may result in non-linearity [131]. There-
fore, it is plausible to assume that the thermal effect in slow-speed wear is substantial, but
it is almost nonexistent in high-speed wear. Secondly, the surfaces of the materials uti-
lized in these tests are often polluted with different molecules, oxides, and other chemical
species, but the surfaces of the simulated samples are pristine. It has been shown that such
pollutants may likewise cause nonlinearity [140]. Notably, this difference is not due to the
size of the tip or the magnitude of the applied normal load, since the tip radius and range
of applied normal loads in our MD simulations are equivalent to those employed in earlier
research [131, 139].

7.3.4 Wear Rate of Pristine Pt

MD simulations for evaluating wear rate on pristine Pt sample is done in this study for
making a comparison with that of NC in the following subsection. A sample size of 9.80975
nm X 6.67063 nm X 8.63258 nm of Pt is taken for the simulation. Previously mentioned
interatomic potentials are used in this simulations, Q-SC [110] potential for Pt and SW [52]
potential for diamond indenter. Initially, a simulation for obtaining force vs indentation
depth relation is carried out, and the outcome is Fig: 7.14.

Afterwards, the diamond indenter is let to slide over the surface at different constant inden-
tation depth to simulate wear in the Pt slab. Just like the findings for the NC, Pt also show
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Figure 7.14: Required force vs Indentation depth for pristine Pt.

similar wear trend which can be verified from Fig. 7.15 [128].

Figure 7.15: Wear rate vs Sliding distance for pristine Pt.
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7.3.5 Comparison of Wear Rate between Pt and Pt-Gr NC

Table 7.3: Comparisonal Analysis between Pristine Pt and Pt-Gr NC’s Wear Rate for dif-
ferent Indentation Depth

Indentation depth (nm) Wear Rate (prinstine Pt) Wear Rate (NanoComposite)
1/nm 1/nm

0.75 57.3498 117.2669
1.0 93.3805 183.5762
1.25 106.1788 250.9143

Figure 7.16: Comparison of wear rate between Pristine Pt and NC at 0.75 nm indentation
depth.

From the Table 7.3 and a series of figures from Fig. 7.16 to 7.18 show that wear rate for NC
is more than wear rate for pristine Pt at the same indentation depth. Although pristine Pt
requires more force (refer to Fig. 7.14) than Pt-Gr NC (refer to Fig. 7.6) to obtain desired
indentation depth, wear rate is more for NC.
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Figure 7.17: Comparison of wear rate between Pristine Pt and NC at 1.0 nm indentation
depth.

Figure 7.18: Comparison of wear rate between Pristine Pt and NC at 1.25 nm indentation
depth.
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7.4 Section Summary

Wear is the gradual degrading of materials that might eventually cause them to fail or be-
come useless [139]. The complicated structure of contact between two bodies is one reason
why it is so hard to grasp the underlying mechanics of wear. Advantages of MD simulations
include the ability to monitor the motion of each atom, to fine-tune the sliding geometry
and conditions, and to directly measure several important physical quantities, such as the
number of atoms lost, the number of atoms in bonding contact at the interface, and the
forces experienced by each atom [140]. The following is a summary of this chapter:

• At nanoscale, adhesive and abrasive wear is dominant.

• At a lower indentation depth, wear has four distinct regions - no wear, adhering,
ploughing, and cutting.

• Number of lost atoms is directly proportional to sliding distance and normal load.

• Wear at nanoscale is consistence with the Archard’s law.

• Thermal/heat activation effect on wear can be mitigated by higher sliding speed
(around 100 m/s).

• Wear rate at different indentation depth for Pt-Gr NC is higher than Pristine Pt



Chapter 8

Concluding Remarks

With an aim to filling the gap in proper evaluation of mechanical properties of Pt-Gr NCs,
this study has been conducted. To know how the mechanical properties are improved with
the inclusion of graphene sheets into platinum, a series of molecular dynamics simulations
were conducted throughout this study. Also, the underlying intricate surface mechanisms
of friction and wear were also studied here. The followings are the findings gained through
this research work:

• Tensile testing shows that, with the incorporation of graphene sheet into Pt boosts me-
chanical properties of the Pt-Gr NCs than its pristine Pt counterparts. Therefore, this
NC can be used for the applications where better mechanical properties are expected.

• Inclusion of graphene layers ensures a increment in mechanical properties by entrap-
ping dislocations up to a level.

• At a higher temperature, yield strength and ultimate stress of the Pt-Gr NCs remains
almost similar whereas pristine Pt shows a declination in these properties. This find-
ing enables the usage of Pt-Gr NCs at a higher level of temperature where early
yielding is not expected.

• Pt-Gr NCs perform poorly under lateral loads. So, it is suggested to not apply for the
situations under lateral loading conditions.

• Pt-Gr NCs undergoing friction force ensure stick-slip condition. Pristine Pt has a
lower friction force, and so is COF, than Pt-Gr NC which enables NC to be better fit
for some biosensor applications.

• Thermal activation plays a bigger part in the declination of the value of COF with the
increment of temperature is verified here.
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• At a higher sliding velocity, more than 250 m/s, wear may initiate on the surface.

• Adhesive and abrasive wear play an important role in the nanoscale wear mechanism.

• Number of graphene layers does not have any significant effect on the wear rate.

• Archard’s empirical law for wear can be applied to nanoscale.

• There is a possibility that higher surface energy leads to increased wear rate for Pt-Gr
NCs than pristine Pt.
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Appendix A

Sample LAMMPS input file

Listing A.1: Input file for tensile test simulation

1
2 #−−−−−A d j u s t a b l e V a r i a b l e s −−−−−−−−
3
4 v a r i a b l e t m p r t r e q u a l 300 .0
5 v a r i a b l e s R a t e e q u a l 0 .001
6
7 # −−−−−− INITIALIZATION −−−−−−−−−−
8 c l e a r
9 u n i t s m e t a l

10 d imens ion 3
11 boundary p s s
12 a t o m s t y l e a to mi c
13 newton on
14 n e i g h b o r 2 . 0 bin
15 n e i g h m o d i f y d e l a y 5
16
17 # −−−−− ATOM DEFINITION −−−−−−−−−−
18 r e a d d a t a NC1layers . lmp
19
20 #−−−−−−−−Force F i e l d s −−−−−−−−−−−−−
21
22 p a i r s t y l e h y b r i d / o v e r l a y sw eam / a l l o y morse 1 2 . 0
23 p a i r c o e f f * * sw C . sw NULL C
24 p a i r c o e f f * * eam / a l l o y P t s u t t o n . eam . a l l o y P t NULL
25 p a i r c o e f f 1 2 morse 0 .0071 1 . 0 5 4 . 1 8 1 2 . 0
26
27 #−−−−−−−− E q u i l i b r a t i o n −−−−−−−−−−−−
28
29 m i n s t y l e cg
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30 minimize 1e −25 1e −25 5000 10000
31
32 r e s e t t i m e s t e p 0
33 t i m e s t e p 0 .001 # 1 f s
34
35 v e l o c i t y a l l c r e a t e ${ t m p r t r } 55472333 d i s t g a u s s i a n
36 f i x 1 a l l n v t temp ${ t m p r t r } ${ t m p r t r } 0 . 0 5
37
38 thermo 1000
39 t h e r m o s t y l e custom s t e p temp pe l x l y l z p r e s s
40 pxx pyy pzz
41
42 run 10000
43
44 u n f i x 1
45 #−−− I n i t i a l Leng th f o r S t r a i n C a l c u l a t i o n −−−
46 v a r i a b l e tmp e q u a l ” l x ”
47 v a r i a b l e L0 e q u a l ${ tmp}
48 p r i n t ” I n i t i a l Length , L0 : ${L0}”
49
50 #−−−−−−−−−−−−−−Deformat ion −−−−−−−−−−−−−−−−−−
51 r e s e t t i m e s t e p 0
52
53 f i x 1 a l l n p t temp ${ t m p r t r } ${ t m p r t r } 0 . 5
54 y 0 0 1 z 0 0 1 drag 1
55 f i x 2 a l l deform 1 x e r a t e ${ s R a t e } u n i t s box
56 remap x
57
58 #−−−−−−−−−−−−−S t r a i n −S t r e s s −−−−−−−−−−−−−−−−
59 v a r i a b l e s t r a i n e q u a l ” ( l x − v L0 ) / v L0 ”
60 v a r i a b l e s t r e s s e q u a l ”−pxx /10000 ”
61
62 f i x 3 a l l p r i n t 100 ” ${ s t r a i n } ${ s t r e s s }”
63 t i t l e ” S t r a i n S t r e s s ” f i l e
64 DataSheet NC Layer1 300K . t x t s c r e e n no
65
66 #−−−−−−−−−−−−−−− V i s u a l i z a t i o n −−−−−−−−−−−−−−
67 dump 1 a l l c f g 250 dump / dump . t e n s i l e * . c f g mass
68 type xs ys zs fx fy f z
69 dump modify 1 e l e m e n t P t C
70
71 r e s t a r t 10000 r e s t a r t / r e s t a r t . t e n s i o n
72
73 thermo 1000
74 t h e r m o s t y l e custom s t e p temp v s t r a i n v s t r e s s pe ke
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75
76 run 200000
77
78 # #####################################
79 p r i n t ” S i m u l a t i o n Done”



Appendix B

Sample Matlab Code: Bending analysis

We will be using a library to plot, which will be added path by the following code:

addpath ( l o c a t i o n o f P lo tPub l i b r a r y ) ;

We need to analyse from where the bending is started to take effect and manipulate the data
table to make a new one

i n i t H e i g h t = 4 7 . 4 4 0 8 ; % from s i m u l a t i o n
m a x M a t e r i a l H e i g h t = 3 5 . 6 4 5 1 2 ; % from m a t e r i a l lmp f i l e
i n d e n t e r R a d i u s = 1 0 ; % d e f i n e d i n s i m u l a t i o n f i l e
t i m e S t e p = 0 . 0 0 1 ; % d e f i n e d i n s i m u l a t i o n ; i n g e n e r a l 1 f s
f a c t o r S p e e d C o n v e r t = (1 e −10/1 e − 1 2 ) ; % A / f s
i n d e n t e r S p e e d = 10 * f a c t o r S p e e d C o n v e r t ; % speed i n m/ s

i n i t G a p = ( i n i t H e i g h t − m a x M a t e r i a l H e i g h t ) − i n d e n t e r R a d i u s ;
D i s p l a c e m e n t = FD . D i s p l a c e m e n t − round ( i n i t G a p ) ;
D i s p l a c e m e n t = D i s p l a c e m e n t ( D i s p l a c e m e n t >=0) * 0 . 1 ;
Force = FD . Force ( D i s p l a c e m e n t >=0);
ForceMean = movmean ( Force , 5 0 ) ;
FD R = t a b l e ( Disp lacemen t , Force , ForceMean ) ;
w r i t e t a b l e ( FD R ) ;

Now lets Plot this

p l t = P l o t ( FD R . Disp lacemen t , FD R . Force ,
FD R . Disp lacemen t , FD R . ForceMean ) ;

134
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Some Properties are needed to be tweaked

p l t = P l o t ( FD R . Disp lacemen t , FD R . Force ,
p l t . Co lor s = { [ 0 . 8 , 0 . 9 , 1 ] , [ 0 . 9 3 0 0 0 0 ] } ;
p l t . XLabel = ’Displacement (nm)’ ;
p l t . YLabel = ’Force (nN)’ ;
p l t . FontName = ’Arial’ ;
p l t . F o n t S i z e = 1 2 ;

Exporting the file as png

p l t . e x p o r t (’force_deflection_curve.png’ ) ;

Figure B.1: force deflection curve.png
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Now the analysis part for flexural stress

%i n p u t t h e d i m e n s i o n s o f t h e s i m u l a t i o n box
l = input (’Length of the box (nm): ’ ) ;
b = input (’Width of the box (nm): ’ ) ;
h = input ( ” He ig h t o f t h e box ( nm ) : ” ) ;

% S l o p e o f t h e c u r v e
% We w i l l t a k e t h e mid range o f t h e p r o p o r t i o n a l l i m i t
f o r c e D e f S l o p e = p o l y f i t ( FD R . D i s p l a c e m e n t ( 4 0 : 7 0 ) ,

FD R . ForceMean ( 4 0 : 7 0 ) , 1 ) ;

% Maximum D e f l e c t i o n w i t h i n p r o p o r t i o n a l l i m i t
% Range s h o u l d be c a l c u l a t e d from s i m u l a t i o n movie
% Maximum d e f l e c t i o n would be c o u n t e d as nm
to tFrame = input (’Total Frame in Simulation: ’ ) ;
f a i l F r a m e = input (’Last frame upto elastic limit: ’ ) ;
f a c t o r T o B e D e l e t e d =

l e n g t h ( FD R . D i s p l a c e m e n t ) / l e n g t h (FD . D i s p l a c e m e n t ) ;
t o tFrame = round ( t o tFrame * f a c t o r T o B e D e l e t e d ) ;
f a i l F r a m e = round ( f a i l F r a m e * f a c t o r T o B e D e l e t e d ) ;
rangeDef = ( f a i l F r a m e / t o tFrame ) * l e n g t h ( FD R . D i s p l a c e m e n t ) ;
m a x D e f l e c t i o n = max ( FD R . D i s p l a c e m e n t ( 1 : round ( rangeDef ) ) ) ;

% E q u a t i o n s f o r c a l c u l a t i o n
A = b*h ; % Area
I = ( b*h ˆ 3 ) / 1 2 ; % Moment o f I n e r t i a
s = m a x D e f l e c t i o n ˆ2 * A / I ;
k = (6* s *(140+ s ) ) / ( 3 5 0 + ( 3 * s ) ) ;
f = k / ( 4 8 − ( ( 1 9 2 * tanh ( s q r t ( k ) / 4 ) ) / s q r t ( k ) ) ) ;

% E u l e r Beam Bending Formula
e u l e r E q = ( f o r c e D e f S l o p e * l ˆ 3 ) / ( 1 9 2 * I ) ;
% M o d i f i e d E u l e r Beam Bending Formula
modEulerEq = ( f o r c e D e f S l o p e * l ˆ 3 ) / ( 1 9 2 * k * I ) ;
% Y i e l d Force
y i e l d F o r c e = (3* f * l ) / ( 4 * h ˆ 3 ) ;

Lets print the values now

di sp ( ” F l e x u r a l s t r e s s w i t h E u l e r e q u a t i o n : ”
+ num2str ( e u l e r E q ( 1 ) ) + ” GPa ” ) ;

Flexural stress with Euler equation: 3.4509 GPa

di sp ( ” F l e x u r a l s t r e s s w i t h M o d i f i e d E u l e r e q u a t i o n : ”
+ num2str ( modEulerEq ( 1 ) ) + ” GPa ” ) ;
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Flexural stress with Modified Euler equation: 15.5545 GPa

di sp ( ” Y i e l d f o r c e : ” + num2str ( y i e l d F o r c e ( 1 ) ) + ” GPa ” ) ;

Yield force: 0.023162 GPa
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