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Abstract

Salat, the most important worship of Muslims and the second pillar of Islam,
is an integral part of the Muslim community. Salat involves a series of steady and
transitional activities to be performed in a specific sequence. In the HAR literature,
such activities are termed as complex activities [6, 7], which is the most challenging
category of activities to recognize [6]. On top of that, Salat has variations based on
time, priority, school of thought, etc. The activities in Salat, the postures of the same
activity, etc., differ greatly based on these aspects. There also exist chances that
people make different mistakes in Salat, such as forgetting an activity or adding an
extra activity while performing Salat. Considering all these facts, it is understandable
that recognizing activities in Salat is indeed a challenging task.

Existing research studies related to recognizing individual activities in Salat
either demand capturing images by a camera for image processing or carrying
a smartphone (sometimes in inconvenient places) while praying for capturing
sensor signals. Both of the demands are not convenient or applicable in real cases.
Besides, the existing studies lack user-independent accuracy analysis and fine-
grained prediction. Therefore, the literature is yet to provide a convenient, and user-
independent solution for activity recognition in Salat that is applicable in general.
To address this gap, in this study, we first assess the requirement and acceptability
of technological solutions for activity recognition in Salat by conducting an online
survey. Here, the objective is to analyze whether people need and are willing
to explore such solutions for their Salat. Our key findings from the analysis are
that mistakes in prayer are common, and people, in general, are eager to explore
convenient technological assistance for improving their Salat through corrective
measures.

Upon establishing the requirement, to go further in addressing the gap in the
literature, we propose an activity recognition methodology using a smartwatch
to recognize different activities in Salat, such as standing, bowing, prostrating,
etc., so that a user can assess different aspects of his prayer such as correctness,
completeness, etc., of his prayer. We prepare a Salat activity dataset through
collecting data from 30 subjects using a smartwatch. Upon preprocessing the
collected raw data, we separate the steady and transitional states of Salat following
two different ways - 1) using machine learning, and 2) using Signal Magnitude Area
(SMA). Afterwards, through applying some semantic rules derived from domain
knowledge, we recognize a couple of steady states, namely bowing and standing,
with perfect accuracy. Next, we develop a pattern database for the transitional
activities in Salat. We classify the transitional activities using Dynamic Time

Warping (DTW) algorithm based on the best-matching template set. Finally, a
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postprocessing algorithm detects misclassifications and applies domain knowledge
again to correct them to provide the final predictions. In the process of performing
all these tasks, we propose a new pipeline of methodology for activity recognition in
Salat.

We perform user-independent analysis over the performance of our proposed
methodology and achieve a near-perfect accuracy (99.3%). Along with this very
high accuracy for the first time in the literature, our model offers fine-grained
recognition of the individual activities in Salat. Besides, our methodology is
robust enough to overlook the extra transitional activities a person performs while
praying, which does not nullify Salat. To demonstrate the robustness of our
methodology and the implication of each of these steps of the methodology, we
perform rigorous experimentation and analysis. Findings on the experimentation
and analysis demonstrate step-by-step advancement towards achieving near-perfect
accuracy in real-life settings. Therefore, this research, covering the ground study
on user requirements and developing a new methodology to achieve near-perfect
accuracy in activity recognition in Salat, is expected to lead towards a comprehensive
solution for monitoring Salat. The solution, in the future, could provide a detailed
summary with appropriate feedback to a worshipper to help him improve his quality
of Salat.
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Chapter 1
Introduction

Human Activity Recognition (HAR) has become an active research area for more than a decade
due to its numerous applications in various domains. By definition, HAR implies detecting and
classifying human activities from time series sensor data [8]. Thus, this branch of literature aims
to define and test novel approaches for accurately recognizing human activities using signals,
images, etc., collected through different types of devices while performing those activities.
Generally, human activities are composed of single or multiple postures, actions, and interactions.
Throughout the last two decades, researchers have attempted to recognize activities of varying
complexities by adopting various approaches. Because of the technological advancements during

this time, HAR trends change quickly and necessitate an up-to-date perspective.

Over the years, researchers have explored different types of sensing technology in HAR studies
such as body-worn sensors, cameras, wearable sensors, etc., to improve recognition performance.
Early research on activity recognition focuses primarily on computer vision-based activity
recognition [9, 10]. However, this approach requires placing capturing devices such as cameras in
strategic positions to capture the activities of people. Although these activity monitoring methods
can efficiently recognize activities, they are less suitable for many indoor environments, especially
where privacy is a concern. Furthermore, the accuracy of vision-based approaches is greatly
affected by occlusion, change in illumination or background, etc., which greatly limits their
practical use [11]. These limitations eventually push researchers to focus more on sensor-based
activity recognition. In sensor-based methods, data is collected from one or multiple sensors,
and later processed and classified using different techniques such as machine learning, template
matching, etc., In recent times, object sensors, environmental sensors, and wearable sensor
devices have been widely used in HAR studies. Among the alternatives, wearable sensors require
attaching physical sensors to humans so that they can still carry on necessary activities without
any hamper or distraction. In this regard, recent studies are mostly geared toward leveraging the
ubiquity, ease-of-use, and self-sufficiency of smart devices such as smartphones, smartwatches,
etc., [12, 13], as they are equipped with all the essential sensors necessary for activity recognition.

Utilizing the integrated sensors of these devices offers an unprecedented opportunity for an



1.1. DIFFERENT TYPES OF ACTIVITIES UNDER RECOGNITION

automated approach to perform activity recognition in our daily life. Consequently, in the last
decade, many HAR research studies have been carried out using these devices as data collection

tools.

Owing to the advancements in data collection tools, HAR research is now penetrating almost all
aspects of our lives. HAR has become one of the emerging areas that have garnered the interest
of researchers to apply it in different domains. Practical deployments of HAR have been done
in fall detection [14, 15], behavioral monitoring [16], gait analysis [17, 18], Ambient Assisted
Living (AAL) [19], surveillance systems [20], sports coaching [21], and many more [22]. Thus

activities under HAR research have become ever spreading.

Different Types of Activities under Recognition

Activities that have been covered by HAR research so far are huge in number, and diverse
in nature - from walking, running, and cycling to kitchen activities, construction activities,
and whatnot. Moreover, they vary greatly in complexity. Researchers classify activities into
two main categories - simple and complex. Simple activities refer to single repetitive actions,
whereas complex activity refers to sequences of multiple simple activities or interleaved activities.
Walking, cycling, sitting, etc., are examples of simple activities whereas driving a car, preparing

a meal, shopping, taking a bus, etc., are examples of complex activities.

The most commonly studied activities in HAR research are walking, running, biking, jogging,
remaining still, walking upstairs, and walking downstairs [23]. However, the set of activities
under recognition differs from one study to another. Some studies focus on exercise activities [24],
while others approach construction activities [25], kitchen activities [26], and many more. On
the other hand, gait analysis [17] and fall detection [14, 15] are some other widely explored HAR

domains due to their important applications in healthcare.

Simple activities are explored extensively in the literature with greater success to date. On the
other hand, complex activity recognition is yet a less-explored area [6]. Moreover, it can be easily
understood as well as proven from the literature that complex activities are more challenging to

recognize than the simpler ones [27].

Salat - A Complex Religious Activity under Recognition

In this study, we focus on a particular human activity, which is Muslim prayer or Islamic prayer
activity known as Salat. Salat consists of repeating units called Rakah (plural Rakat) consisting
of several predefined steps such as standing, bowing, prostrating, etc., all of which must be
performed maintaining the exact sequence and postures [28, 29]. Salat involves several different

activities, covering both static/steady and transitional activities, in an alternating manner. Table



1.3. IMPORTANCE OF SALAT AMONG MUSLIM COMMUNITY

Table 1.1: Different activities in Salat

State Activities
Standing (St)
Bowing (B)
Static/Steady (S) Short-standing (Sh)
Prostrating (P)
Sitting (S)
Standing to bowing (St-B)
Bowing to short-standing (B-Sh)
Short-standing to prostrating (Sh-P)
Prostrating to sitting (P-S)
Transitional (T) Sitting to prostrating (S-P)
Prostrating to standing (P-St)
Takbeer (Tk)

1.1 presents a list of these activities. A person has to perform several simple activities (as shown
in the table) one after another in Salat [6,30]. Accordingly, Salat, by its very nature, falls under
the category of complex activities. Moreover, Salat exhibits variations in its steps, the number of
units to pray, and the postures performed based on different factors such as time, priority, school
of thought, etc. These variations further increase the complexity of activity recognition in Salat
to a great extent.

The HAR literature focuses on Salat through adopting different approaches. Some of the research
studies in this regard adopt computer vision-based approaches [31, 32], whereas other studies
utilize the inertial sensors of smartphones [3, 33], and body-worn sensors [34]. Between the
alternatives, computer vision-based approaches demand the prayer to be captured by a camera,
whereas sensor-based approaches require a person to carry the smartphone or other sensors in
specific positions while praying. Among the existing research studies, some researchers target
recognizing the major steps of Salat [3, 33], whereas some simply target to recognize whether
the signal pattern obtained from smartphone sensor stands for a prayer pattern or not [35]. Many
of these existing studies adopt traditional machine learning approaches [2, 3, 33, 36], whereas

few others apply deep learning [31,32].

Importance of Salat among Muslim Community

The importance of Salat is immense among Muslims, as it is the second pillar of Islam among
the five pillars [28, 29]. Regardless of gender, health, and income, it is mandatory upon every
adult and sane Muslim to pray five times a day as long as s/he is conscious. Thus, it is the most

universal and regular daily worship among Muslims [28,29].

In Islam, the importance of prayers lies in the fact that the most important thing for a Muslim

is his relationship with God, i.e., his faith, God-consciousness, sincerity, and worship of Allah.



1.4. NECESSITY OF ACTIVITY RECOGNITION IN SALAT

This relationship with God is both demonstrated and put into practice, as well as nourished and
enhanced, by Salat. These timely meetings with their God refresh their faith and recharge them
to follow Islamic guidance with renewed efforts. Therefore, according to the Muslim faith, if the

prayers are sound and proper, the rest of the deeds will be sound and proper [37].

In our current world, Salat is also practiced widely among Muslims. For example, a survey [38]
of Pew Research Center, which interviewed 38,000 Muslims face-to-face across 39 countries
and territories found that, in four of the six regions included in the study — the Middle East and
North Africa, Southeast Asia, South Asia, and sub-Saharan Africa — a majority of Muslims in
most of the countries pray several times a day. The study also found that three-quarters of the
participants or more in 12 countries report performing all five prayers daily. Thus, Salat carries

immense importance in the life of Muslims, especially religious Muslims.

Necessity of Activity Recognition in Salat

Considering the importance of Salat among Muslims and the complexity of the activities
performed in Salat, earlier HAR studies focusing on Salat emphasized on monitoring the prayer
and checking for its completeness and correctness to help the worshippers with their prayers.
The primary conception presented in these studies is that people tend to make mistakes in Salat.
The study in [39] states that, with the repetition of the basic steps in each prayer, some people
might forget some steps or might be confused about whether their prayer was correct or not.
Thus, they argue that recognizing the activity sequences of prayer can help detect its correctness.
Besides, the studies in [31,32] aim at evaluating the correctness of the postures of their prayers
as people, due to lack of knowledge, might perform Salat with incorrect postures. Overall, the
studies in [3, 31, 32] emphasize the idea of having a system that can be used as an educational
tool for learning how to offer Salat correctly. Additionally, the study in [2] states that their Salat
Activities Recognition Model (SARM) might help Alzheimer’s patients or a person with a lack
of concentration in prayer so that they can offer their prayers without any confusion. In addition
to that, the studies in [33,35] emphasize designing a system that can recognize the prayer pattern
so that mobile phones can go automatically into silent mode while Salat is offered to reduce the
chance of distraction due to the ringing of the phone. On top of that, the study in [33] mentions
that alerting people about prayer presents another usage of such solutions, as each Salat has to be
offered in a fixed time window [33] within the day. Unfortunately, none of these studies reports
any statistics about the frequency of mistakes people generally make in Salat, nor they explore

the acceptability of such solutions among general people.
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Leveraging Smartphone for Activity Recognition in Salat

Sensor-based HAR has got much popularity with the rapid development of mobile and wearable
technologies. Over the last decade, HAR research has got significantly inclined towards deploying
these devices, especially smartphones as data collection tools due to their portability, unobtrusive
sensing, high public adoption, numerous features, and the high processing power that permits
analysis in real-time [13]. Consequently, we see almost all sensor-based HAR studies focusing
on Salat deploy smartphones for data collection [3,33,36,39]. These studies require a smartphone
to be carried or attached to specific positions of the body while praying to collect data from
different sensors of the smartphone. Then, the preprocessed raw data are fed into different
machine learning classifiers to train them and finally make the prediction about various steps
of Salat. These studies differ in the number of sensors they use, placements of the smartphone,
number of steps recognized, and classification techniques. Most of the studies use only one
sensor and that is accelerometer [3, 33, 39], while some use gyroscope [35], and few studies use
gyroscope and magnetometer both along with the accelerometer [36]. Most of these studies
report achieving above 90% cross-validation accuracy [2, 3, 33, 36], and thus, establish the proof

that prayer activities can be recognized using smartphones.

Potential of Leveraging a Smartwatch in Recognizing

Activities in Salat

To date, all earlier sensor-based HAR studies focusing on Salat use smartphones for data
collection to the best of our knowledge. Among these studies, in many cases, the placements of
smartphones lack convenience and are impractical for daily use [2, 3]. Other studies require the
smartphone to be kept in the pocket at specific locations [33,36,39]. However, not all types of
garments have pockets, and even though they would have pockets, the pockets are not at specific

locations or of specific sizes. Besides, carrying a phone while praying is not natural for all.

As Salat is a very frequent worship, the device to be used for its activity recognition, should be
practical for daily use. Unfortunately, we do not see such devices being used in the existing
related studies. Hence, there is a gap in the existing literature in exploring convenient wearables
for activity recognition in Salat that would be applicable for all. On this ground, we assess the
potential of using smartwatches for this purpose as they seem to be the only viable alternative
to smartphones as a convenient data collection tool. Moreover, as activities in Salat involve
movements of hands, where the smartwatch is naturally worn, leveraging a smartwatch in
recognizing activities in Salat should have a high potential. Even after having all these promises,
the potential of leveraging a smartwatch to recognize activities in Salat is yet to be focused on in

the literature to the best of our knowledge.
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However, in recent times, smartwatches have already become a promising tool for activity
recognition applications due to their specific advantages over other wearable inertial sensors and
smartphones [40]. The primary advantage is that they are ubiquitous as people are accustomed
to wearing watches and they can be worn for a long time, i.e., at home, at night, etc., [40].
Besides, the wrist placement of smartwatches presents one of the least intrusive placements to
wear a device [41] for monitoring activities and data collection. Additionally, the battery life
of smartwatches is more durable than smartphones [42], whereas they can combine almost all
features of smartphones for data collection and even continuous monitoring [43]. Furthermore,
the notifications delivered through the smartwatches to the user are more easily observed than
that through smartphones, due to their proximity to the user’s line of sight [43]. In addition,
smartwatches can easily be worn during any kind of activity in general. Hence, smartwatches
stand out among all the marketable wearable devices that can be used for data collection in
HAR. Moreover, we find many studies in the literature that successfully use smartwatches for
various activity recognition tasks [44, 45]. Therefore, considering the availability, pervasiveness,
convenience in use, wide adoption in HAR literature, etc., we find it worth attempting to

recognize activities in Salat using smartwatches.

Our Research Contributions

In this study, we propose a new methodology to recognize the activities in Salat using a
smartwatch. Before that, we confirm the necessity of recognizing activities in Salat by performing
an exploratory study. To do so, we conduct an online survey and ask participants regarding
their frequency of making various mistakes in prayer as well as whether they would be willing
to explore technological assistance to improve their prayers. Here, the key finding from our
survey is that mistakes in Salat are common. Besides, people are interested to explore convenient
technological assistance and pray wearing wearable devices if that helps them with their prayer.

Thus, we establish the requirement and acceptability of such solutions in the real world.

Afterwards, in this study, we use Samsung Galaxy Watch Active 2 [46] as the data collection
tool, and develop a wearable app for this purpose. We prepare our own dataset comprising prayer
data from 30 subjects and 3,50,762 data samples. Then, we preprocess the collected raw data and
separate the steady and transitional states using two alternative approaches. Subsequently, we
detect some of the steady states using semantic rules derived from domain knowledge. Next, we
use Dynamic Time Warping (DTW) algorithm for predicting the transitional states. Finally, we
apply some postprocessing on the predictions to detect potential misclassifications and correct
them using domain knowledge to further enhance the accuracy. In this process, we achieve up to
99.3% overall accuracy. We compare our methodology with baseline machine learning-based
methodology and show that our proposed methodology outperforms the baseline methodology

as well as that of the earlier studies. To summarize, the main contributions of this study are as
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follows.

* First of all, we perform an exploratory study by conducting an online survey to understand
the opinion of people regarding the idea of helping them to improve their prayer through
technological assistance. Our key findings from the survey responses provide potential

directions for shaping this technology for real-life adoption.

* We propose a methodology for recognizing activities in Salat with a smartwatch which
is, to the best of our knowledge, the first work that makes use of a wearable that is a

convenient and non-distracting option for regular use during the prayer.

» We prepare a dataset by collecting data using a smartwatch. The dataset consists of data
collected from 30 subjects and has 3,50,762 data samples pertinent to activities in Salat.

The dataset can help future researchers to explore new techniques in this regard.

» We divide a prayer unit into more granular steps and achieve near-perfect overall accuracy
(around 99.3%) by using semantic rules derived from domain knowledge and Dynamic
Time Warping (DTW) algorithm followed by postprocessing steps through integrating

domain knowledge.

» We further devise strategies to make our system robust to overlook the extra activities that
do not nullify the prayer. To the best of our knowledge, we are the first to deal with the

extra activities in recognizing activities in Salat.
In the process of making these contributions, we focus on the following set of research questions.

RQ1 How prevalent are mistakes in Salat among people? What types of mistakes are more
common among them? Can we find the mistakes and their frequencies through a mixed-

method analysis?

RQ2 Do people need technological assistance for improving their prayer? How willing are they
to accept such technological assistance? Can we find the need for technological assistance

and its acceptability through a mixed-method analysis?

RQ3 If people welcome technological interventions or assistance for their Salat, then can
we help them in improving their prayers by leveraging a more convenient device, with

improved accuracy compared to that of the solutions existing in the literature?

We will elaborate on each of these research questions later in this study in Section 5.1.
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Fitting Our Study in the Literature

In the process of answering the first two research questions, i.e., RQ1 and RQ2, we conduct a
mixed-methofd analysis over data collected by a self-reporting based online survey. Our survey
results contribute to a self-reported dataset. Besides, our analysis comprises both quantitative
and qualitative explorations. Such outcomes contribute to the research in the domains of Human
Computer Interaction (HCI) and Computer Supported Cooperative Work (CSCW). Besides, in
the process of answering the third research question, i.e., RQ3, we develop a new methodology
for recognizing activities in Salat leveraging a smartwatch. Here, we prepare a dataset using a
smartwatch. To recognize activities in Salat from the dataset, we divide a prayer unit into granular
steps and use semantic rules as well as DTW algorithm followed by custom postprocessing.
Such outcomes contribute to the research in the domain of HCI and ubiquitous computing. Thus,

this study emplaces itself in a broad cross-section of HCI, CSCW, and ubiquitous computing.



Chapter 2
Backgrounds and Preliminaries

In this chapter, we describe some theoretical concepts used in our study. We first start with
activity classification and then introduce the concept of HAR followed by a discussion on Salat

which is the activity that is our focus in this study.

Human Activities and Their Classifications

Many of the previous research studies [6, 7, 27, 47] have classified human activities into two
categories, namely simple and complex activities. Simple activities consist of a single repeated
action. Some studies defined the notion of action or atomic activity as a unit-level action that
cannot be broken down further [6, 7]. Examples of action include such as a step in walking,
raising a hand, etc. On the other hand, examples of simple activities are walking, running, sitting,
etc., where actions are repeated back to back over time. Besides, complex activities compile
a series of multiple actions [6, 11]. Complex activities frequently entail numerous concurrent,
interleaved, or overlapping behaviors. Examples include playing a game, cooking, cleaning,
buying, etc. Such activities are sometimes termed as composite activities [48]. They last for
a long time and have high-level interpretations. They demonstrate realistic representations of

people’s daily lives [6].

Human Activity Recognition

Human activity can be defined as any bodily movement produced by skeletal muscles resulting
in energy expenditure above resting level [49]. Human Activity Recognition (HAR) implies
mapping a set of collected time series sensor data to a specific human activity [50]. The
advent of ubiquitous and pervasive computing has resulted in the development of several sensing
technologies for capturing sensor data relevant to information related to human activities. Besides,

the advances in artificial intelligence have revolutionized the ability to extract deeply hidden

9
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information within the sensor data for accurate human activity detection and interpretation. As
a result, in the last two decades, the literature has got enriched with numerous HAR studies

focusing on different activities done in real life from different dimensions.

HAR can be divided into two major categories - computer vision-based and sensor-based.
Computer vision-based studies require an activity to be captured by a camera and later use image
processing on the captured images. On the other hand, sensor-based HAR aims at recognizing
and analyzing the activity of an individual based on one or multiple sensor data. During the
past decade, sensor technologies have got much developed in terms of power, size, accuracy,
costs, etc. These developments enable a wide range of sensors to be integrated into smartphones
and other portable devices to make them smarter and more useful, which in turn contributed to
expediting HAR research. Even then, in today’s world, HAR is extensively and successfully
used in numerous domains such as surveillance systems [20], sports coaching [21], gesture
recognition [51], gait analysis [52], smart home [53], patient monitoring systems [54] and a

variety of healthcare systems [21], etc.

Activity under Study: Salat

Salat is the second pillar of the Muslim faith. It is the most essential and fundamental religious
ritual and the most regular compulsory worship of a Muslim’s life. A Muslim has to pray five
times a day: Fajr (dawn prayer), Dhuhr (afternoon prayer), Asr (late afternoon prayer), Maghrib
(evening prayer), and Isha (night prayer) [28, 29]. Salat consists of repeating units, called Rakah
(plural Rakat). In each prayer, every person must fulfill a mandatory count of Rakats. For
example, ‘Fajr’ or the dawn prayer, which is the first prayer of the day, consists of two units,
“Dhuhr” and “Asr” consist of four units, and so on. A Rakah consists of a series of postures that
must be executed in a predefined sequence such as standing, bowing, prostrating, etc. Figure 2.1

depicts a complete prayer cycle.

As multiple postures or simple activities need to be performed one after another in Salat, it falls
under the category of complex activity by definition [6, 11]. To elaborate a bit more, Salat starts

with Takbeer which means raising hands up to the ear or shoulder and then lowering immediately.
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After Takbeer, a person remains standing while placing his hands either on the chest or belly
and has to recite the first chapter from the Qur’an. In some prayers, this is followed by the
recitation of (part of) some other chapter. Generally, a person remains longer in standing and
sitting positions than in other steps. Once the recitation is done, a person bends down keeping
his hands on the knees as shown in Figure 2.1 which is called Ruku or bowing. In this state, the
person recites some supplication, which is short in general. Therefore, this step, in general, takes
less time than Standing. After the recitation in the bowing stage is done, a person goes up and
stands straight with hands on both sides and recites some supplications. We refer to this as short
standing, as the posture of this stage is different from standing in terms of placement of hands
and duration. Next, a person goes to the Sujud or prostration phase and touches his head to the
ground, and recites some supplications. In each Rakah, a person has to prostrate twice. After the
first prostration is done, a person rises up from prostration and sits down for a short time, and
then goes again for the second prostration. Besides, at every even Rakah a person has to sit again
after the second prostration to recite a specific supplication called Tashahhud. If the Rakah is the
last one of the prayer, then a person has to recite some more supplications. Consequently, this
sitting also takes a bit longer. However, once done, a person ends the prayer with Taslim, which

means turning his head to the right and then to left reciting specific a supplication.

Variations in Salat

Based on priority, time, school of thought, capability, etc., the number of units or sequence
of steps in Salat varies greatly. First of all, based on priority, there exist different types of
prayer [28, 29, 55]. For example, one category is obligatory or Fard, which is compulsory for
Muslims to offer within a prescribed time frame. Next, some prayers belong to the Sunnah
category, which is rooted in the practices of the Prophet of the Muslims and needs to be offered
if there is no strong excuse. Then, there are Nafil prayers and this category is totally optional.

There exist some other such categories too.

Secondly, the number of Rakah to offer varies based on the time of the prayer [28,29,55]. For
example, in the Fajr prayer, a person has to pray two Rakat of Sunnah prayer followed by two
Rakat of Fard prayer, whereas, in the Maghrib prayer, three Rakat of Fard and two Rakat of
Sunnah prayers are prescribed. The steps in Salat also differ based on the number of units and
priority. For example, the way to offer four units of Sunnah prayer differs from that of the Fard
prayer. In the Sunnah prayer, a person has to recite (part of) a new chapter after the first chapter
of the Holy Qur’an in each Rakah. However, while standing in the Fard prayer, he needs to do
this only for the first two Rakat. In the last two Rakat, he should only recite the first chapter and
nothing else. Additionally, another prayer, called Witr, which needs to be prayed after the Ishaa
prayer and before Fajr, differs from other prayers. This happens as, in the last Rakah, one has to

give Takbeer after the recitation is done and recite some other supplications.
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Furthermore, there are several schools of thought in Islam regarding Islamic canonical laws,
and prayer postures vary from one school to another. For example, in most schools of thought,
after the Takbeer, one has to place his hands either on their chest or on the belly. However, in
one school of thought (Maliki), it is said to keep hands on both sides floating low while in the
standing position. Besides, male and female prayer vary in some schools of thought, whereas
others claim prayers of both genders to be the same. For example, in one school (Hanafi), a male
places his hands on his belly and a female on her chest. The postures for bowing and prostration

also vary greatly in this school based on gender [28,56,57].

Even if two persons belong to the same school of thought, prayer postures vary from person to
person. For example, while raising hands for Takbeer, some raise their hands up until their ear,
some raise up until their neck, some keep their hands close to their face, some keep them a bit
far, and so on. Differences also happen due to the lack of knowledge of the standard ways of
performing Salat. Similarly, the sitting position and the prostrating position vary a lot. Postures
vary due to differences in capability too. If a person is unable to make some postures completely
due to illness or so, then he does as much as possible and need not go beyond his capacity. For
example, if someone cannot offer prayer in standing due to any disability, he is allowed to offer

the whole prayer through sitting.

Potential Mistakes in Salat

A Muslim, while offering Salat, has to repeat the specific postures mentioned above,
systematically and recite from the Holy Qur’an or other specific supplications at specific points.
Along with these, he has to keep track of the counts of Rakat, prostrations, etc. Hence, due to the
variations in different types of Salat or difference within the units, people tend to make mistakes
in Salat [28, 58]. A lack of knowledge is also responsible for making mistakes. Moreover, in
case praying with proper concentration becomes difficult, and mistakes happen more frequently.
It is more common, especially for beginners and elders. For example, forgetting to recite another
chapter from the Qur’an after the first one or forgetting specific supplications for a specific step
is common. Besides, out of forgetfulness, a person may either forget to perform any obligatory
step such as forgetting to bow or missing one prostration, etc., or he may add anything extra to
Salat such as performing five Rakat instead of four. Apart from that, a person may also become
confused about the counts. The most common mistake in Salat is to forget the count of Rakat or

the count of prostration.



Chapter 3

Related Work

We situate our research work in a body of related studies exploring the recognition of various
human activities. In the literature, numerous attempts have been made to develop different HAR
approaches using different types of sensors. Such studies vary from the perspectives of sensors,
their number, locations, activities to be tracked, pre-processing techniques, feature extraction
and selection methods, classification approaches, and even the research purpose itself. In the

following, we go through such relevant topics and shed some light on the literature.

Research on Recognizing Human Activities

Human activities recognized in the literature, exhibit different complexity, nature, and domains.

Depending on the complexity, various techniques and types of signals are explored as follows.

Simple Activities

Simple activities refer to a repetitive occurrence of atomic activities or actions. Examples are
- walking, running, sitting, etc. In the literature, simple activities are mostly attempted to be
recognized using different techniques and sensors [27]. Many research studies focused on
Activities in Daily Life (ADL) such as walking, running, jogging, etc., [S9—61]. Other studies
focused on transitional activities too [62, 63]. The research study in [64], explored walking
(forward, left, right, upstairs, and downstairs), running forward, jumping, sitting, standing,
sleeping, elevator up, and elevator down using wearable sensors and built a benchmark dataset
with these activities. The study in [24] attempted exercise activities such as bench dips, squat
upright row, triceps extension, and many others. Besides, kitchen activities such as chopping,
peeling, slicing, dicing, coring, spreading, etc., were recognized by the study in [26]. This study
collected data from 20 subjects using four specially-designed kitchen utensils incorporating

embedded 3-axis accelerometers. The study testified that a broad set of food preparation actions
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can be reliably recognized using sensors embedded in kitchen utensils. On the other hand, a
research study [65] recognized ten different dance micro steps. Another study [25] explored
construction activities such as hammering, sawing, filling, drilling, sanding, and grinding using
the accelerometer data. Moreover, recently fall detection has also gained much interest from
researchers because of its vast application in healthcare [14, 15]. These studies present a few
examples of the wide variety of simple activities covered by the HAR researchers of different

application domains.

Complex Activities

Techniques for recognizing atomic activities such as gestures or actions are mostly mature for
now, however, complex activity recognition still remains a challenging issue [6]. In this regard,
the study in [27], attempted to recognize simple activities as well as some complex activities such
as cooking, cleaning, etc., through a smartphone. Using supervised machine learning algorithms,
this study found that while simple activities can be easily recognized with an accuracy of around
93%, the performance of the prediction models in recognizing complex activities appears to be
poor (50%). Besides, the study, in [7], developed and validated a Context Driven Activity Theory
(CDAT) to recognize complex activities. This study used probabilistic analysis and Markov
chains to reveal signatures of complex activities, assign weights to the signatures and update
the definition of complex activities. Their algorithm achieves an accuracy of 95.73% while

recognizing complex activities that are concurrent and interleaved in nature.

Another research study [66] presented a machine learning approach to correctly classify highly-
correlated and imbalanced nursing activities. The model presented in this study appeared to be
very simple and can be trained with low computational costs achieving around 72% accuracy.
Besides, the study in [11] proposed an algorithm capable of mining temporal patterns from low-
level actions to represent high-level human activities. Another study [67], proposed a model to
recognize and classify complex at-home activities through wearable sensing leveraging selective
multi-modal sensor suites from wearable devices. It further enhances the richness of sensed
information for activity classification by carefully leveraging the placement of the wearable
devices across multiple positions on the human body. Additionally, the study in [6], built a
dictionary of time series patterns, called shapelets, to represent atomic activities. The study then
presented three shapelet-based models to recognize sequential, concurrent, and generic complex
activities. However, to the best of our knowledge, complex activities are still less explored
compared to simple activities [6, 11].
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Data Collection in HAR

HAR allows machines to analyze and predict human activities from different input data sources,
such as sensors, multimedia content, etc. There exist different methodologies of data collection
in HAR. The major and most widespread categories are computer vision-based and sensor-based

data collection. We briefly present some studies for each of these methods below.

Computer Vision-based Data Collection

Computer vision-based data collection require data capturing through one or more camera and
activities are recognized by processing captured images or recorded video sequences. The
recognition of human activities from static images or video sequences exhibits applications in
many fields. For example, computer vision-based HAR is utilized in monitoring applications
in industries [68], fraud detection [69], extraction of information from videos [68], video
assistance and surveillance [68], and public security [70] where crowds’ movements are tracked
for detecting anomalous, violent, or criminal activities. There also exist applications in surgical
operations, patient monitoring, and interpretation of language signs [71]. Besides, it is possible
to classify static signs of the sign language using computer vision-based HAR [72]. Additionally,
authors in computer vision-based HAR systems can help a teacher to control a multi-screen
and multi-touch teaching tool such as swiping right or left to access the previous or next slide,
calling the eraser tool to rub out the wrong content, etc., [73]. However, as image processing is
unavoidable in computer vision-based HAR, it mostly relies on DL, and thus, generally appear
to be computationally expensive. Besides, privacy and security issues get entailed with this

approach.

Sensor-based Data Collection

Sensor-based data collection in HAR generally covers two prominent data collection devices.
They are smartphones and smartwatches. These devices differ in their data collection approaches

as well as applications.

Smartphone-based Data Collection

Smartphones have been extensively studied for recognizing different physical activities in recent
years [ 13]. Smartphones are being used because of their wide availability due to mass adoption
among people. Besides, another advantageous aspect of smartphones is the fact that they are
equipped with different sensors such as accelerometers, gyroscopes, magnetometers, etc., that

can be used in different types of activity recognition.



3.2. DATA COLLECTION IN HAR

16

In the initial phase of developing smartphone-based approaches, the developed approaches
mostly worked offline. For example, the study in [74], presented Centinela, a system consisting
of a chest unit composed of several sensors to measure acceleration data and vital signs (e.g.,
heart rate, breath amplitude, etc.). Here, a smartphone is wirelessly connected via Bluetooth for
accumulating the collected data and processing the accumulated data. Besides, the study in [59]
worked on recognizing common human activities such as walking, jogging, ascending stairs,
descending stairs, sitting, and standing. They used the inertial accelerometer sensor of Android-
based smartphones. In [75], a system for recognizing five transportation activities was developed
by combining labeled and unlabeled data collected by inertial sensors of smartphones. The study
in [76] attempted to classify basic activities in real-time while addressing the issues regarding
transitions and unknown activities. This system allows the incorporation of new elements (e.g.,
inertial sensors) and provides an easily exportable output to other ambient intelligent systems
requiring activity information. Several other studies performed gait analysis [17, 18] using
smartphone sensors for elderly healthcare. In this regard, the study in [77], focused on energy
efficiency and introduced an activity-sensitive strategy for continuous activity recognition. The
proposed system achieved energy saving by tuning the accelerometer sampling frequency and
by extracting classification features separately. While, most of the studies in this regard, focus
on simple activities such as locomotion, the study in [27] covered more complex activities such
as cleaning, cooking, medicating, sweeping, washing hands, and watering plants. Nevertheless,
the study in [78], focused on online recognition of activities using smartphones together with

performing the training phase within the smartphones.

Smartwatch-based Data Collection

With the recent emergence of smartwatches, HAR research arguably achieved a new dimension.
Smartwatches, unlike most other technologies, offer new levels of ubiquitous computing by being
physically attached to the users and by offering a unique set of features [79]. Samrtwatch-based
data collection appears to be a promising alternative due to the fact that smartphone-placement
issues noticeably affect performances of recognition [80]. More importantly, smartphone-based
data collection [81, 82] often becomes difficult in long-term activity monitoring. On the other
hand, studies conducted with both smartwatches and smartphones found that smartwatches can
achieve superior performance for a wider range of activities than smartphones [44]. Besides,
as explored in a smartwatch-based study [45], activity recognition using Restricted Boltzmann
Machines (RBM), can cover a variety of typical behavior and tasks demanding no additional
resource other than smartwatch-class hardware. Moreover, the study in [83] explored obtaining
keyboard usage information of a laptop using the accelerometer and gyroscope sensors of the
Samsung Galaxy Live smartwatch. In addition to that, the study in [84], classified eight different

daily human activities with a Moto 360 smartwatch, using PCA and Random Forest.
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Data Analysis in HAR

After collecting data, the next task generally performed in HAR, is data analysis. Data analysis
can be done using classical machine learning, Deep learning, template matching techniques
such as Dynamic Time Warping (DTW), etc. We present research studies in this regard in the
following.

HAR using Classical Machine Learning

Currently, the most exploited and probably the most mature approach for data analysis in HAR
is using classical machine learning methods such as Decision Tree, Random Forest, SVM,
KNN, Naive Bayes, etc. The applicability of the methods varies based on the application under

exploration.

Perhaps the most widely-used classifiers for data analysis in HAR are different variants of
Decision Tree. A Decision Tree is a classifier with a tree structure in which one feature is
evaluated at each traversed node and each leaf of the tree corresponds to one class label. In
this regard, J48 algorithm presents an open source java implementation of the C4.5 Decision
Tree algorithm [85] and is often used for HAR using motion sensor data [86, 87]. Other studies
reported that decision-based classifiers outperform Na“ive-Bayes [88] in their setup. Besides,
Random Forest is another widely used classifier in HAR [89, 90].

Support Vector Machine (SVM) is also a popular classifier in HAR [87, 91, 92]. In this case,
hyperplanes are used to create decision boundaries for the data in a high-dimensional space. The
study in [93], used a multiclass support vector machine (SVM) to create nonlinear classifiers by
adopting the kernel trick for training and testing purposes. Similarly, using an implementation of

SVMs, another study recognized six indoor activities [92].

Instance-based Learning (IBL) algorithms, though computationally expensive, are also used in
HAR because of their ability to adapt to new data. KNN is the mostly used IBL classifier that is
used in a variety of activity recognition approaches [86, 94]. Other studies proposed a real-time

classification system using KNN [94,95] to classify basic human movements.

Many studies investigated the potential of ensemble classifiers, which combine the outputs of
several classifiers of the same type in order to get better results. For example, bagging and
boosting ensemble meta-algorithms were used in [74]. Such studies are generally computationally

expensive, as more base-level algorithms need to be trained and evaluated.

Several studies in the literature compared different classification techniques. For example, the
study in [87], compared different classification techniques using a combination of time and
frequency domain features. The study also attempted to fuse different combinations of low-power
classifiers. Another study [96] compared different techniques and created a code base for an

Android-based operating system. Similarly, the study in [59] compared different classifiers using
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a smartphone-based platform having an emphasis on the diversity of a 43-element feature set.

HAR using Deep Learning

Recent studies on human activity recognition are now inclining towards using deep learning
models due to their capability of simulating high-level features in the supplied data. This happens
as the models include multiple neural networks that imitate the function of human neurons.
The neural networks can represent features from low-level to high-level. Convolutional Neural
Networks (CNN) [97] and Recurrent Neural Networks (RNN) [98] are the two most popular deep
learning models in this regard. Between these two alternatives, learning spatial representation
from sensor data is a strength of CNN. Therefore, CNNs are suitable for discovering relationships
in the spatial dimension. Different research studies [99, 100] applied CNN to the field of activity
recognition. However, CNN lacks the ability to capture temporal relationships in the time-series
sensor data. To overcome this limitation, RNNs are designed to model the time-series data
and are suitable for discovering relationships in the temporal domain. As the performance of
activity recognition is expected to improve with longer context information and longer temporal
intervals, several research studies have applied RNNs for the purpose of complex activity
recognition [101, 102].

The major weakness of RNNSs lies in the vanishing or exploding gradient problems, which is
addressed in Long Short-Term Memory (LSTM)-based RNNs [103]. The LSTMSs, with their
capability of memorizing and modeling the long-term dependency in the supplied data, have
taken a dominant role in the HAR domain [104, 105]. Nevertheless, in recent times, hybrid deep
learning models combining both CNNs and RNNs are also explored for activity recognition
tasks [106,107].

HAR using Dynamic Time Warping (DTW)

Dynamic Time Warping (DTW), though extensively applied in speech recognition, has also been
proven effective in HAR research. While most of the recent research studies focus on extracting
complex features to achieve high accuracy in activity recognition, several research studies use a
template selection approach based on DTW to avoid the complex feature engineering step. For
example, the study in [108], modified DTW to improve computational efficiency and similarity
measure accuracy. They use it for motion data clustering and activity template construction
and classification. Here, each template is the time series average representation of a cluster.
Another study [109] proposes a new ensemble classifier based on DTW and uses combined
information from multiple time-series sensors to map them with corresponding activities. The
training data used in this study consisted of a set of short-time samples used as templates for

DTW and the time series for each sensor is classified by assessing similarity to these templates.
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Besides, in this study, results from separate classifiers are combined using a voting ensemble
for recognizing six activities indicating the DTW classification as a promising one. The study
in [110], classifies light sport exercise activities such as walking, push up, sit up, and squat jump
using the accelerometer sensor on a smartphone and smartwatch that is placed on the left hand of
the user. The study uses the k-Nearest Neighbor algorithm and DTW as the main classification
algorithms and analyzes the similarity of time series data. Another research applied DTW to
process different shapes of foot movements, which was captured using wearable sensors [111].
Here the proposed method detects early signs of Alzheimer’s disease. Besides, the study in [112],
performs HAR for six different human activities through exploring time-phased data and the

signal magnitude of an on-body creeping wave.

HAR Research Related to Salat

In the literature, we find a handful of HAR research studies that focus on recognizing the
activities in Salat. Though the first HAR work targeting Salat came to light over a decade ago,
only a few studies were conducted on this topic in the meantime. These studies include both
computer vision-based and sensor-based approaches. In this section, we will shed some light on

these studies presenting their contributions, strengths, and weaknesses.

The first study targeting automatic recognition of prayer movements was conducted in 2009 [113].
They adopted a computer vision-based approach to solve this problem and used a camera to
capture the side view of the prayer. Later, the study in [30], investigated motion tracking for
Salat activity recognition leveraging two Kinect devices. They place the devices at pre-defined
positions and angles to obtain multiple views in a single space. The system gets the skeleton
information from Kinect Software Development Kit. They selected some joint movements that
had significant changes during Salat activities and classified the activities using Hidden Markov
Model.

The first study using deep learning for recognizing the basic gestures of Salat was conducted
in [31]. They built an image dataset for the basic Salat positions and trained a YOLOv3 neural
network for recognizing the gestures. Besides, the most recent computer vision-based study on
Salat [32], proposed an assistive intelligent framework that guides worshippers to evaluate the
correctness of their prayer’s postures. The methods proposed in this study for image comparison
and pattern matching, utilized several algorithms such as Euclidean Distance, Template Matching,
and Grey-Level Correlation in combination to compare the images of the user and those stored
in the database. The study reported some wrong predictions resulting from insufficient lighting.
Additionally, in this study, the camera must be deployed at a fixed position keeping that static

and the camera angle should also be fixed to a certain value for correct classification.

The first sensor-based approach for Salat activity recognition was proposed in 2016 [3]. The

study used a smartphone accelerometer for prayer activity monitoring. The study utilized three



3.4. HAR RESEARCH RELATED TO SALAT

20

machine learning classifiers: J48 Decision Trees, IB1 (Instance-Based Learning) Algorithm, and
Naive Bayes. However, the suggested placement of the smartphone in this study (at the upper
back of the user) is not practical or convenient. Besides, manual cleaning of data and ignoring

the gravity factor as well as temporal information are some other limitations of this study.

Another study [39] presented a framework for activity recognition using a smartphone
accelerometer sensor to recognize simple daily-life activities such as standing, sitting, bowing,
prostrating, etc., in order to detect the correctness of a more complex activity that could be
Salat. The necessary placement of the smartphone in this study is in the shirt’s pocket. On
the other hand, the study in [35] developed a pattern for the whole prayer and used DTW for
matching the test pattern against the developed pattern to decide whether the whole activity is
a prayer pattern or not. The study tested prayer patterns against walking patterns and found a
significant difference between them. The study claimed its proposed system to be independent
of smartphone placement, which makes the proposed scheme more robust. Another study [34]
distinguished between congregational prayer and individual prayer as well as between silent
prayer and loud prayer using two body-worn sensors. However, neither [35] nor [34] attempt to

recognize different steps and activities within the prayer.

A similar study was conducted in [33] using mobile accelerometer data and performance
comparison was done among three feature extraction approaches and eight machine learning
classifiers. The study found that Random Forest is the most appropriate classifier for their
intended task. The study also explored a two-level classifier to solve the confusion between two
similar prayer stages. Besides, the study investigated the effect of personal characteristics such
as height and age on the performance of the classifier. However, the main limitation of the study
is that it demands placement of the smartphone over the hip area which might be inconvenient

for many users.

Another research study [2], utilized a smartphone’s accelrometer to help Alzheimer’s patients in
their prayers. The study used a bunch of machine learning classifiers to classify three steps of
prayer such as standing, standing to bowing, and standing to prostration. The study investigated
placements of smartphones at four body positions, i.e, left-hand, right-hand, trouser right pocket,
and trouser left pocket, and finally suggested the first two positions to be better ones. However,
these positions for smartphone placements are not realistic. Another study [36] recognized
six steps in prayer using three smartphone sensors such as accelerometer, gyroscope, and
magnetometer using SVM. However, this study was conducted by placing a smartphone in the

pant’s pocket, which is not always common, especially for female users.



Chapter 4

Motivations behind Our Study

From the existing literature, it is evident that the practical usage of the sensing device is mostly
overlooked in the case of HAR in Salat. This happens as most of the existing studies either
demand video capturing or require placement(s) of the sensing device(s) at an unconventional
or inconvenient place(s). Besides, the existing studies lack the exploration of recognition at the
fine granularity for Rakat counting and steps in Salat. Additionally, personalized testing and
enhancing recognition accuracy present two other aspects that are still worth investigating for
HAR in Salat. Nonetheless, developing a dataset with a smartwatch for HAR in Salat is yet to
be focused on in the literature. All these vacancies in the literature motivate us to perform this

study. We elaborate more on these vacancies in the literature in the next subsections.

Natural Usage of the Sensing Device used for HAR in
Salat

Existing studies on activity recognition in Salat are yet to provide a convenient solution for
practical use. Both the computer vision-based approaches and sensor-based approaches using
smartphones, proposed for recognizing the steps in Salat, have their own challenges limiting
their applicability in real-life usage.

First of all, the computer vision-based approaches are not suitable in practical cases, as they
demand good video recording facilities and sufficient lighting [31], which might not be always
available. This might also be a cause of distraction for people, as they have to pray under the
coverage of a camera. In addition to that, accuracy might also get affected greatly due to any
occlusion and background change owing to other nearby worshipers. Moreover, as they require
image processing, they are computationally expensive. Last but not the least, the video capturing
raises a serious privacy concern especially for Muslim women, as Muslim women who observe

modesty will not be comfortable using such a solution.
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Figure 4.1: Suggested smartphone placement positions in [2] and [3]

On the other hand, the sensor-based approaches demand placement of a smartphone with the
body to capture intended signals. The placements proposed by several of the studies are not
convenient [3] at all. Figure 4.1 portrays some of the inconvenient placements required by some
earlier studies. Other studies [35, 36, 39] need a person to place the phone in his/her pocket.
However, we should consider the fact that not all types of garments have pockets. Even if the
garments have pockets, it is not confirmed that the pockets are placed in the same place or even
of the same size. Therefore, the solutions based on the placement of smartphones in a pocket are
not applicable for all. Nevertheless, it is not natural for all to carry smartphones with them while
praying.

On the other hand, smartwatches, due to their specific advantages over other wearables, have
recently become a promising tool for activity recognition applications. They are more ubiquitous
as people are accustomed to wearing watches and they can be worn anytime and anywhere, even at
night, during exercise, etc., [40]. Besides, the wrist placement of smartwatches presents the least
intrusive placement for wearing a device [41] while monitoring activities and data collection.
Additionally, the notifications delivered to the users through smartwatches are more easily
observed than that delivered through smartphones, owing to the proximity of the smartwatches
to the user’s line of sight. Furthermore, smartwatches can easily be worn during any kind of
activity. Though the smartwatches combine most of the features of smartphones, the battery life
of smartwatches is generally more durable [42], which makes the smartwatches more suitable
for continuous monitoring [43]. Hence, smartwatches stand out among the marketable wearable
devices that can be used for data collection in HAR. Moreover, several research studies in the
literature successfully use smartwatches for various activity recognition tasks [44, 45]. In the
context of Salat also, smartwatches can be more convenient and practical to wear while praying
than carrying smartphones. More importantly, smartwatches pose no (or little) privacy concern.
Therefore, considering the availability, pervasiveness, convenience in use, wide adoption in HAR

literature, etc., we find it worth investigating to recognize activities in Salat using a smartwatch.
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Recognition at the Fine Granularity for Rakat Counting

Another important thing is that, in the existing research studies, as the accuracy is not 100% (or
very close to it), they might provide some wrong predictions. However, in the case of prayer
activity recognition, our target is to provide the users with the perfect (or near-perfect) count of
Rakat, bowing, prostration, etc. To achieve this goal, appropriate postprocessing in addition to
applying machine learning classifiers is of utmost significance. Postprocessing is necessary for
detecting and correcting the intermittent wrong predictions made by the classifiers. Unfortunately,
we are yet to find any research study that goes up to this depth of detecting and correcting the
wrong predictions even though these tasks are unavoidable in predicting the activities in Salat

correctly.

Recognition of Steps at More Granular Level

Many of the existing studies recognize some major steps in Salat, however, not all of the steps.
For example, the study in [2] considers three steps i.e., standing, standing to bowing, and standing
to prostration. However, a person goes to the second prostration from the sitting position, which
is not investigated in this study. Another issue with this approach is when its classifier model
receives signals of a complete prayer, the non-recognizable steps need to be removed, and
only then the classification can be performed. Similarly, the study in [3], segments the signals
based on the intersection of the axes, which generally works for the steps performed in one unit.
However, when a person goes up from sitting to standing, then there appears a back-to-back
intersection of the axes, which is not considered in this approach. Thus there is a high chance of
getting erroneous segmentation and recognition. Apart from that, none of the previous studies
make any attempt to recognize Takbeer, which is an important task, as a person needs to start
his prayer with Takbeer as well as the need to perform it inside the Witr prayer while standing
after completing his recitation. Besides, in some schools of thought, a person needs to perform
Takbeer multiple times inside one unit prayer [28, 29]. Thus, without recognizing Takbeer, the
prayer of the people from some schools of thought and also the Witr prayer cannot be recognized
properly. Furthermore, as all of the earlier studies use smartphones for data collection, they
cannot differentiate between the postures of standing and short-standing, as the smartphone is
either kept in the pocket [36, 39] or tied to the body [2, 3]. However, recognizing these steps of

Salat is crucial for assessing the completeness and correctness of the prayer.

Personalized Testing through Leave-One-Subject-Out

A very important concern regarding the existing sensor-based studies for Salat is that most of the

studies (except [3]) use cross-validation to measure the performance of their models [2,33,36].
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However, in the case of HAR, investigating only cross-validation accuracy is not a very good
estimate as already reported in [114]. The study in [114], demonstrates that k-fold cross-
validation artificially increases the performance of the recognizers by about 10%, even by 16%
when overlapping windows are used. This happens as the samples produced by the same subject
are likely to be correlated due to many factors and k-fold cross-validation may thus, overestimate
the performance of an activity recognizer. The problem appears to be more prominent when
overlapping sliding windows are used. Therefore, the authors in [114], concluded that Human
Activity Recognition systems should be evaluated by Subject Cross Validation or Leave-one-

subject-out validation.

This problem gets evident in the study presented in [3]. Here, the cross-validation accuracy is
100% using Naive Bayes, however, with the test data of subjects who are absent in the training
data, the maximum accuracy drops to 91.8% using Naive Bayes. This further establishes the fact
that the models under exploration need to be investigated under personalized testing. Thus, as
voiced in [114], the models need to be tested under the leave-one-subject-out (LOSO) scenario.
As this is mostly overlooked in the literature, the accuracies reported in the existing studies, will
not mostly reflect the realistic outcomes, and the accuracies in real usages are expected to be

substantially lower than the reported accuracies.

Accuracy of Recognition

Assistive technologies developed to help people in their religious worship should be designed
with utmost care and should be made as much reliable as possible. Otherwise, there will be
a high chance that people will not use them if, instead of helping them, the solutions lead to

mistakes even in a small fraction of the time.

To exemplify, it will not harm much if we miss one or two steps in the case of a pedometer in
regular use, whereas, it will destroy the credibility of the HAR solution if it reports the Rakat
count to be 3 where the actual count is 4. Therefore, although the accuracies of HAR models
focusing on Salat are mostly around 90% [3, 33, 36], therefore, there still remains room for
further improvement in the accuracy of recognition. In this regard, only [2], reports obtaining
97% average accuracy with Random forest. However, this is obtained by placing a smartphone
in the arm position, which is not practical and convenient at all. On top of that, we already have
mentioned, the existing studies mostly use cross-validation accuracy, therefore, the mentioned
accuracies do not truly reflect their models’ realistic performance, and the models are likely to
perform worse in real-life cases [114]. Besides, the accuracy of HAR solution for Salat might
hamper if a person performs any extra activity in Salat, which does not nullify prayer [115].
Therefore, the model should be robust enough to ignore these activities, i.e., perform uniformly

in the presence of these activities.
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Development and Exploration of Large Dataset

The size of the dataset, with which the earlier studies conducted their activity recognition for
Salat, is often very small. The majority of these studies cover only ten subjects [2, 3, 39] or
even less [36]. Only one existing study [33] collects data from 20 subjects. Among these
studies, the study in [3], works with training data having only 118 samples. As activity patterns
inevitably vary from person to person [116], the training data might not be capable to capture
the variations among the activities performed by different people accurately when the dataset is

small. Accordingly, it is natural that such models might not perform well in real cases.

Applications of HAR in Salat

A HAR solution that is capable of recognizing activities in Salat correctly, can provide a
worshipper with detailed information about his prayer, such as the activities performed by him,
the sequence in which those activities were performed, the count of Rakat as well as the count of
other activities, etc. These can potentially help a worshipper to determine errors in Salat (for
example, error in Rakat count), whether he missed out any activity, or added anything extra, etc.
Such solutions are especially helpful for beginners and elderly people or people with diseases
such as Alzheimer’s, etc. Moreover, in the month of Ramadan, Muslims are prescribed to pray
extra prayer after the Isha prayer, which covers either 8, 20, or more Rakat [28,29] to be prayed.
A person, while praying alone, may find it hard to keep track of the count of Rakat, i.e., how
many Rakat he has offered and how many are left. In such a scenario, a HAR solution capable
of providing an accurate Rakat count might come in handy. Additionally, such a system could
also provide the duration of each step of Salat. This is important as Islam emphasizes praying
in a slow and steady manner spending enough time on each state, and not rushing through
prayer [28, 29]. Therefore, if a worshipper can get the information about the time he spent in
each of the steps in Salat, he can determine which step(s) he spends less time on. However,
through all this information, he can understand where he needs to pay more attention to improve
his overall prayer. Thus, improving the individual steps of Salat such as standing, bowing, etc.,
through spending more time in the steps with more appealing recitations present another usage
of HAR in Salat.

Besides, determination of the error in Salat is particularly important in the case of performing
individual Salat in crowds (for example, in Makkah or Madinah during Hajj/Umrah as shown in
Figure 4.2. However, if mistakes or confusions lead a worshipper to repeat his Salat, he stays
some more time in the crowd. In this regard, a HAR solution in Salat can assist in determining

the mistake and removing the confusion.
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(a) Masjid-al-Haram, Mecca [117] (b) Masjid-an-Nabawi, Medina [118]

Figure 4.2: Muslims praying at different places during Hajj and Umrah times

Figure 4.3: Examples of extra activities performed during Salat [4]

Taking Care of Irregular Activities Permitted in Salat

While performing Salat, people might perform some extra activities such as fixing garments,
rubbing eyes, etc., as shown in Figure 4.3. These activities, though not regular, do not invalidate
the prayer [115]. The movements induced by these activities produce additional signals and
these additional signals will be captured by the sensing device engendering noises in the sensed
signals. A system designed for activity recognition in Salat needs some special handling to mark
such noises induced by these irregular activities and carefully ignore them while recognizing
ritual activities in Salat. However, to the best of our knowledge, this issue is yet to be addressed

in the literature.

Being motivated by the gap in the existing literature as well as the potential of HAR in Salat as
delineated above, in this study, we explore a new approach to activity recognition in Salat using
a smartwatch. Here, we attempt to leverage the smartwatch considering it a convenient wearable,
easy-to-use and non-distracting. Besides, we aim to make our approach robust by addressing the
variations in signals for different subjects, taking care of noises induced by irregular activities,

and predicting the complete prayer details with reliable accuracy.



Chapter 5

Problem Formulation and Research

Challenges

From the aforementioned research gap in the literature, it is clear that the existing literature is
yet to provide a convenient and robust solution for activity recognition in Salat. This motivated
us to conduct this study, which evolves with three research questions. In this chapter, we will

state the research questions and specify corresponding research challenges.

Our Research Questions

In this study, we focus on the following set of research questions.

RQ1 How prevalent are mistakes in Salat among people? What types of mistakes are more
common among them? Can we find the mistakes and their frequencies through a mixed-

method analysis?

RQ2 Do people need technological assistance for improving their prayer? How willing are they
to accept such technological assistance? Can we find the need for technological assistance

and its acceptability through a mixed-method analysis?

RQ3 If people welcome technological interventions or assistance for their Salat, then can
we help them in improving their prayers by leveraging a more convenient device, with

improved accuracy compared to that of the solutions existing in the literature?

Research Challenges of Our Study

In the process of answering the research questions, we envision some research challenges that

seem to inevitably entail our study. The potential research challenges are as follows.
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Revealing Common Mistakes in Salat and Acceptability of

Technological Assistance for Salat

The existing HAR studies on Salat urged that, owing to the inherent complexity of the process in
Salat, people tend to make mistakes in Salat for diversified reasons such as lack of knowledge,
having sickness (e.g., Alzheimer’s), etc. Thus monitoring Salat to check for completeness or
correctness [2, 31, 39] is of utmost significance, as reported by the studies. However, from these
studies, unfortunately, we do not get any insight into how frequently people make mistakes
in prayer and how willing they are to accept this solution. Religion, being a sensitive and
private topic, as religious worship is between a person and the Almighty, we need to explore
whether people would allow technological assistance in their worship. Here, we need to
perform methodical studies to explore these aspects which will eventually answer RQ1 and RQ2.

Performing the methodical studies presents one of the main challenges in this research.

Variability in Sensed Signals

After establishing the requirement, our task is to find a convenient alternative for technological
assistance enabling HAR in Salat. For the purpose of HAR, other than smartphones, the next
most ubiquitous wearable used is the smartwatch. Even though smartphones come first from the
perspective of ubiquity, smartwatches score far more than smartphones, as the smartwatches are
worn on the wrist posing no challenge in offering Salat [42]. Nevertheless, with their adoption in

activity recognition in Salat, some challenges entail, which need special handling.

Although smartwatches are more comfortable to wear continuously, due to their placement
on the wrist, they record a higher variability in the sensed signals [119]. This happens as
smartwatches record arm movements, which vary substantially more than body movements
in general. Accordingly, if we want to recognize the body movements, then arm movements
introduce additional variability. This variability can mask the whole-body activities giving rise
to a significant degradation in HAR performance [119]. In the case of Salat, only a few activities
such as Takbeer entail only arm movements. For most of the activities in Salat (such as bowing,
prostrating, etc.), body movements appear the most having some hand movements. Hence,

activity recognition in Salat could be more challenging using smartwatches than smartphones.

Handling Variations in Salat

We have already discussed the variations in the worship Salat in Section 2.3.1. As such, the
variations in postures during Salat for men and women can sometimes become highly significant,
which is very likely to introduce substantial variations in the signal patterns sensed from Salat
of a different gender. The model intended for HAR in Salat needs to be able to handle such

variations. Besides, for the purpose of accurate recognition of the Witr Salat as well as the
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Salat of the people who give Takbeer (or raise hands) before or after the short-standing period,
Takbeer needs to be recognized. However, Takbeer is not yet recognized by any of the existing
research studies on HAR to the best of our knowledge. Moreover, the same activity can be
performed differently (with different hand orientations, with a different pose, etc.) by different
persons, which eventually results in a difference in the sensed signal patterns [116]. To handle
this, having a large dataset consisting of data from people with different demography is of utmost
significance. To sum up, it is a crucial challenge to make the HAR model capable of recognizing

activities correctly in the presence of these variations in the activities during Salat.

Handling Extra Activities

As stated in Section 4.8, it is common among people to perform some extra activities that are
not regular such as fixing garments, rubbing eyes, etc. as shown in Figure 4.3, which do not
invalidate the prayer [115]. However, as they are mostly performed by hand, and the worshipper
wears a smartwatch, then these extra activities are likely to introduce additional signals and these
additional signals will be captured by the smartwatch engendering noises in the sensed signals.
In the HAR literature, these types of non-relevant activities or non-activities are referred to as
Null activity or Null class [120]. In our study, we also refer to these extra activities as Null
activities. We need some special handling to mark these noises induced by Null activities and
ignore them while recognizing ritual activities in Salat. Marking such noises, which may arrive

now and then, poses a challenge in our study.

Demand for Near-Perfect Accuracy

As Salat is a very important worship for Muslims, having its Rakat count and count of other
activities with a near-perfect accuracy has no alternative when it comes to assessing technological
assistance. Thus, even though the HAR model for Salat gives high accuracy for individual activity
recognition (for example, around 90%), errors in the model can give wrong counts undermining
the credibility of the model to the users. To overcome such cases, blending domain knowledge
in a post-processing step perhaps has no alternative. Here, achieving such a delicate blending

presents a noteworthy research challenge.



Chapter 6

Common Mistakes in Salat and
Acceptability of Technological Assistance to

Overcome Them

To reveal the common mistakes in Salat and to assess the acceptability of technological assistance
to improve Salat, we conduct an online survey. The survey contains questions related to mistakes
in Salat as well as preferences in adopting technological assistance during Salat. The survey is
completely anonymous and the participants voluntarily fill it out.

Survey Goals

The first goal of our survey is to get a sense of the frequency and nature of mistakes people usually
make in prayer. Then, we check whether people would appreciate technological assistance in
their prayers to improve their prayers. We also assess the willingness of the participants to wear
a wearable (such as smartwatch, fitness band, etc.) while being in Salat to avail the technological

assistance.

Justification behind Adopting A Self-Reporting based

Survey

In our study, we adopt a self-reporting based survey to collect responses from the participants on
common mistakes in Salat and the acceptability of technological assistance to overcome them.
The notion of adopting such a self-reporting based survey is common in the literature. Existing
research studies on exploring various types of religious experiences [121-124], judging computer

efficacy [125], assessing social desirability [125,126], measuring personality [125,127], exploring
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digital well-being [128], criminology [129], psychopathology assessment [130], assessing
openness in research content sharing [131], investigating psychological disorders [132, 133],
etc., have already utilized self-reporting based surveys. Moreover, the research communities
on HCI [131], CSCW [128], and ubiquitous computing [132, 133] often leverage self-reporting
based surveys. Accordingly, in our study, we utilize a self-reporting based survey. Nonetheless,
a longitudinal study over performing Salat by different persons could be conducted in the future

to explore the common mistakes in Salat through an alternative lens.

Overview of Our Questionnaire

We collect demographic information at the beginning of the survey. The demographic information
covers age, gender, country, education, occupation, and religion. Next, we ask the participants
about their usage and ownership of technological devices such as smartphones and smartwatches.
Afterwards, we try to asses their regularity in prayer and to what degree they are willing to
improve their prayer quality and quantity. Then, we ask them about their frequency of mistakes or
confusions during prayers. We ask them about five specific types of mistakes such as forgetting
the counts of Rakat, bowing, and prostrating as well as forgetting to recite another chapter from
the Qur’an after the first chapter, i.e., Surah Fatiha, and forgetting to sit for Tashahhud. We take
responses for these questions in a 5-point Likert scale [134].

Next, we take their opinions regarding availing technological assistance for improving prayers,
i.e., whether they would welcome if their devices such as smartphones, smartwatches, etc., assist
them to improve their prayer quality. There is also a qualitative question so that they can express
the reasons behind their opinions. Finally, we ask them about their willingness to pray wearing a
smartwatch or fitness band if they have to do so to avail the above-mentioned assistance. There

is a qualitative question too so that they can share the reasons behind their extent of willingness.

Survey Participant Demography

The sampling strategies used in our survey are convenience sampling [135, 136], referral
sampling [135, 136], and list-based sampling [135, 136]. First of all, we disseminate the survey
through email and social media to the people accessible to us, which falls under convenience
sampling. Besides, we request each of them to refer this to other people they think are eligible or
circulate it among their own networks, and this covers referral sampling. Furthermore, we email
our questionnaire to the faculty members of different universities in Egypt, India, Indonesia, Iran,
Iraq, Malaysia, Saudi Arabia, the United Arab Emirates, and some other countries. We collect
their email addresses from their institutional web pages, and therefore, this stands for list-based

sampling.
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Table 6.1: Demography of the survey participants

Gender #Participants | % Country of Living #Participants | %
Male 84 67.7 Bangladesh 54 43.5
Female 40 32.3 United Arab Emirates | 27 21.8
Age (Years) #Participants | % Egypt 13 10.5
Child (1-14) 0 0 United States 11 8.9
Young adult (15-24) 23 18.5 Others 9 15.3
Middle-age (25-44) 57 46 Occupation #Participants | %
Older adult to average retirement age (45-64) 35 28.2 Student 45 36.3
Retired (65+) 9 7.3 Teacher 59 47.6
Literacy (Highest level of educational degree achieved) | #Participants | % Homemaker 7 5.6
High school or equivalent 9 73 Others 13 10.5
Some college but no university degree 8 6.5

Diploma or equivalent 1 0.8

Bachelor’s or equivalent 34 27.4

Master’s or equivalent 14 113

PhD or equivalent or above 56 45.2

Prefer not to disclose 2 1.6

We get responses from 126 participants in total who are from 15 different countries. Among
them, two participants report that they are not religious or spiritual. Therefore, we had to discard
their responses. We do so as we only target the Muslim population in this survey since this study
is all about one of their religious worships. Therefore, we do not ask any further questions to
the participants who reported their religion to be anything other than Islam and discard their

responses. Thus, the count of our responses becomes 124.

The majority of our participants are male and educated. Regarding age diversity, we get responses
from different age ranges except for children. As Salat is not mandatory for children, we do not
attempt to reach them either. As per occupation, our participants cover students, teachers, IT

professionals, engineers, homemakers, etc. Table 6.1 presents the demography of our participants.

Quantitative Analysis over the Survey Responses

We analyze the quantitative survey using descriptive statistics such as frequency, percentage,
mean, etc. For correlation analysis, i.e., to analyze the relationships between demographic and
other factors with any variable of interest, we use Chi-squared test [137]. Additionally, we
use Mann-Whitney U test [138] and Kruskal-Wallis test [139] to compare whether there is any
statistically significant difference in the dependent variable for the independent groups.

Here, in response to the question regarding the experience of using technological devices
(namely smartphone and smartwatch), we find that all of the survey participants (100%) have
experience in using a smartphone and currently own a smartphone. On the other hand, 43% of
the survey participants have experience of using smartwatches, and currently, 31% of them own
a smartwatch. Therefore, the pervasiveness of the smartwatch is somewhat less in comparison to
that of the smartphone, which portrays the reality as the smartwatch was introduced later [79].
Regarding regularity in prayer, we find responses from almost all types of people such as regular,

somewhat regular, not regular at all, and so on. However, the majority of the participants are
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Figure 6.1: Summary of participants’ regularity in prayer and willingness to improve prayer
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Figure 6.2: Summary of the frequency of different mistakes in Salat (1 = forgetting count of
Rakat, 2 = forgetting count of bowing, 3 = forgetting count of prostration, 4 = forgetting to sit
for Tashahhud, and 5 = forgetting to recite another Surah after Surah Fatiha)

regular in their prayers. Interestingly, when it comes to the willingness to improve prayer quality
and quantity, almost all of them (above 80%) respond to be willing to do that. Figure 6.1 depicts
these findings.

Regarding mistakes, we find the most common mistake is forgetting the count of Rakat, i.e.,
forgetting how many Rakat a person has prayed. On the contrary, forgetting or getting confused
about Ruku or bowing is the least frequent mistake as reported by the participants. Other types
of mistakes also happen with varying frequency. Figure 6.2 presents the mean frequencies of the
mistakes taken in the 5-point Likert scale (1 = never, 2 = rarely, 3 = occasionally, 4 = often, 5 =

very frequently).
We observe that 42 participants (~ 34%) report making at least one type of mistake often or very

frequently. This further clarifies that mistakes in Salat are real and common among people. We

perform Mann-Whitney test to find whether there is any statistically significant difference in the
mistake frequency among the male and female participants and find there is none (W = 1852,
P = 0.832 > 0.05). Similarly, we do not find any significant difference among people of
different age groups or different levels of education, regularity in Salat, etc., with their frequency
of various types of mistakes.
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Figure 6.3: Summary of the responses to the questions regarding (a) eagerness to explore
technological assistance in Salat and (b) willingness to pray wearing a convenient wearable
(smartwatch, fitness band, etc.)

The next important finding is the majority of the participants (~ 70%) express their eagerness
towards welcoming technological assistance to help them in their prayers. We do not find
any statistically significant correlation between the response to this question, i.e., welcoming
technological assistance in Salat, and the demographic factors, as well as regularity in Salat.

Figure 6.3a portrays the summary of the response to this question.

Regarding the willingness of the participants to pray while wearing a smartwatch (or a similar
wearable) to avail the technological assistance in Salat, the majority of the participants (~ 85%)
express their willingness to do so. Here again, we find no significant association between
willingness to wear a wearable with mistake frequency and demographic factors. Figure 6.3b

presents the summary of the responses of the participants to this question.

Qualitative Analysis of the Survey Responses

In our survey, we have a few qualitative questions. We collect free-text responses of the
participants in response to these questions and perform thematic analysis on these responses
[140, 141]. To do so, we go through the responses several times and systematically identify

and cluster the themes or codes that are found to be present in the responses. We generate the
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codes, compare them, and reiterate the responses until we have a consistent codebook. We
further organize our codes into higher-level categories. Finally, we give each of these high-level

categories appropriate names, which eventually conclude the themes.

Eagerness towards Exploring New Technologies for Improving

Prayer

Irrespective of gender, age, occupation, or regularity in prayer, the participants express their
keenness to explore technologies that would help them to improve the quality and quantity of
their prayers by overcoming the mistakes or at least reducing the mistake frequency. As per
their responses, the primary reason behind the keenness is the fact that technological devices
have already become an indispensable part of today’s life and people rely on them for various
purposes. As these technological devices are already around people almost all the time, and
therefore, if they are capable of providing any good regarding Salat, according to them, people

should embrace it. In this regard, some of the participants state the following:

“This will really be great if my devices help me to improve my Salah, because we
use devices like smartphones or smartwatches on regular basis. So, it will help me

to track my improvement easily.” (P7)

“It might provide handy, easy-to-access information.”” (P40)

Beneficial Initiative for the Muslims

The comments of most of the participants regarding the idea of helping people to assist in their
Salat are inspiring. Many express their hope that success in this work would benefit the Muslims
greatly. As Salat is the most important religious worship for Muslims, and at the same time
people are now highly dependent on technological devices, making these devices capable of
helping the Muslims in their prayers should help them to a great extent. Below, we quote the

comments of three participants in this regard.

“It’s going to be a very beneficial tech assistance insha’Allah” (P12)
“If these can be made possible, it will be extremely helpful” (P81)

“Thanks a lot for having these concerns in your study and I wish you a successful
outcome.” (P91)
Permissible or Not - A Bit of Suspicion

Just like we find most people welcoming the idea of technological assistance for improving

prayer, some people express their confusion regarding the permissibility of such solutions. This
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means they want to be confirmed at first whether using such solutions would be permissible by
Islam or not. Some of the participants suggest checking with the scholars and taking clearance
regarding the permissibility of using such solutions from them. Moreover, few of the participants,
think that the Islamic guidance regarding the mistakes in Salat is enough. We present responses

relevant to this regard below.

“I am interested, but I would want to make sure it is permissible to use a device to

assist my prayer.” (P87)
“It needs an Islamic scholar Fatwa (advice)” (P91)

“It feels like a disturbance. Islam has provided a solution by doing sujud sahw.”
(P103)

No Disturbance or Interference during the Prayer

Quite a few participants raise their concerns that technological support for Salat should not mean
any disturbance or interference while a person is praying, i.e., no need for real-time notification
during prayer about any mistake or so. As Salat in Islam means connecting with the Almighty,
they are afraid that such notifications during Salat might break their concentration and divert their
attention towards the device, which can hamper the essence of Salat. We receive the following

comments pertinent to this concern.

(13

. there is a possibility that my concentration would be diverted toward the
smartphone/watch. The subconscious part will be focusing on the device’s
instructions. During Salat, 100% concentration should be on Salat. If you come up
with a solution that does not occupy a part of my mind towards that device, then the

solution is probably welcome.” (P67)

“If the devices can assist properly, no problem; but in times of praying, I don’t want

the natural environment to be harmed.” (P29)

“During prayer, it is the only time that I choose to leave my phone in another room,
or, if I go to the mosque, I leave it in the house or my office. I don’t want it to

ring/vibrate or light up and ruin this unique feeling.” (P80)

Smartwatch Sounds Good

The majority of the participants express their willingness to pray wearing a wearable (smartwatch,
fitness band, etc.) to avail the technological assistance for improving their prayers. Different
participants mention different reasons for supporting this. Some express that, if such devices

can actually help, then people should welcome the solution. To many, smartwatches are the
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most convenient option for this purpose, as they are used to wear smartwatches most of the
time. People also prefer smartwatches over smartphones due to the proximity, ease of access to
notifications, and less distraction compared to smartphones. The following comments portray

the findings.

“I would prefer smartwatch because that’s on me for a lot of time of the day” (P52)
“If that helps, why not” (P40)

“It depends how. If it’s a display on a smartwatch that I can glance into it if I got
confused, then maybe. If it will require me to take more movements in my prayers,

then I won’t prefer to use it. Also, yes for a smartwatch but no to a smartphone...”
(P37)

Summary of Our Findings

To summarize, this survey helps us to gain deeper insight into our research topic and helps us
to formulate our problem in a better way. Through this survey and a comprehensive analysis
over the survey data, we get assured that mistakes in Salat are real and in fact pretty common
among people. People in general, whether regular or irregular in their prayers, want to reduce the
frequency of mistakes, and desire to improve their prayer quality and quantity of their prayers.
Therefore, if technological devices, which they already use in their daily lives, offer help in
achieving these objectives, they are mostly willing to explore that. However, this needs to be
non-distracting and convenient. Therefore, we attempt to recognize activities in Salat using a

smartwatch, in such a way that, that fulfills these expected requirements.



Chapter 7
Proposed Methodology

This chapter contains a step-by-step description of our proposed methodology for activity
recognition in Salat, including the details of our data collection and analyses. Figure 7.1 depicts

the pipeline of our methodology from a high level.

Wearable app Prepore a
development dataset

Preprocessing

afp

Post-processing Classification

Figure 7.1: Pipeline of our proposed methodology

As per our proposed methodology, we first develop an app for our wearable to use in data
collection. Then, we perform data collection using the wearable, having the app installed in it,
and prepare a dataset accumulating our data collected from different users. We preprocess the raw
data in our dataset and use multiple approaches for classification over the dataset. Subsequently,
we perform some postprocessing to augment the classification results by incorporating domain
knowledge and predict the final activity recognition results. We elaborate on each of these steps

of operations in the following sections.

Wearable App Development

The wearable device we leverage in this study is a smartwatch. The model of the smartwatch
is Samsung Galaxy Watch Active 2 [46] as shown in Figure 7.2. It is programmable, widely
available, and equipped with the sensors needed for activity recognition. As it runs Tizen OS, we
develop a Tizen service app in Tizen studio and install it in the watch exclusively for logging the

sensor data while a person is praying wearing the smartwatch.

38
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Figure 7.2: Samsung Galaxy Watch Active 2 [5] - smartwatch

This app records the sensor values from the accelerometer, gyroscope, and magnetometer
pertaining to all three axes, with the timestamp, in files. Data is collected at a sampling rate of 25
Hz. This rate is sufficient for capturing human body motion, since 99% of the energy of human
motion is contained below 15Hz [142].

Data Collection

Due to the unavailability of any study as well as any dataset for activity recognition in Salat using
smartwatches, we prepare a dataset on our own and use it for our study. We collect data from 30
subjects individually. We use convenience or opportunity sampling strategy for recruiting the
subjects [135, 136]. All subjects have agreed to the usage of the recorded data for scientific and
research purposes. They all are from Bangladesh and currently living here. The demography of
the subjects is given in Table 7.1.

We request the subjects to wear a smartwatch on the wrist of their left hand as per their
convenience and perform four units of prayer. Figure 7.3 shows a subject under data collection.
Here, as Takbeer is only performed once in the prayer only at the beginning, we request the
participants to repeat Takbeer four additional times after completing their regular prayers for

the purpose of our data collection. We capture and record video of the whole procedure using a

Table 7.1: Demography of our subjects who participated in data collection

Count (Percentage)
Gender
Female 13 (43%)
Male 17 (57%)
Age (years)
12-25 6 (20%)
25-35 12 (40%)
35-45 4 (13%)
>45 8 (27%)
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Figure 7.3: Snapshots captured during our data collection
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Figure 7.4: Comparison of the original (raw) and filtered data captured during our data collection

timestamp camera app to facilitate the task of ground-truth labeling. We explicitly take consent

from the participants regarding the video capturing.

Preprocessing of Raw Data

The collected accelerometer signal is preprocessed before it is fed into the classifiers.

Preprocessing includes different tasks such as denoising, labeling, and segmentation.

Denoising

Due to various issues such as calibration problems, device malfunction, deployment issues, etc.,
wearable sensor data frequently contain noises. Therefore, it is a common practice to filter the
data and denoise accordingly before going to the next steps of classification. As such, to smooth
out the raw data, we use the notion of moving average filter [143]. Many primary research studies
on activity recognition use this notion for the purpose of denoising and smoothening [3, 144, 145].

Figure 7.4 shows the denoising process using a moving average filter.



7.4. CLASSIFICATION

41

Labeling

As our target is to recognize all the steady states of Salat such as standing, bowing, sitting, etc.,
along with Takbeer, we divide each prayer unit into seven steps - Takbeer, standing, bowing,
short-standing, prostrating, sitting, and transition - and label accordingly. Here transition includes
all transitional activities such as going from standing to bowing, sitting to prostration, and so on.
We perform the labeling task manually with the help of the recorded timestamped video.

Segmentation

Segmentation of the collected signals is a very crucial step for activity recognition. Segmentation
refers to dividing the signals into chunks of windows for further processing. The chunk size
is generally problem-specific [146]. There are three basic types of windowing used in HAR -
activity-defined window segmentation, event-defined window segmentation, and sliding window
segmentation [146]. In activity-defined windows, the initial and end points of each window are
picked by recognizing patterns of activity changes, whereas the window is constructed around
a detected event in event-defined windowing. However, in the case of sliding window, data
is divided into fixed-size windows with no gaps between them, and in certain circumstances,
the data can even overlap. Among the three alternatives, the sliding window is the most used
segmentation method in HAR [147]. Accordingly, in our study, we use the overlapping sliding

window technique.

As the size of the window directly impacts the segmentation accuracy, windows should be large
enough to ensure that at least one cycle of activity is contained and the comparable movements
are distinguishable [48]. Keeping this in mind, we analyze the activities in Salat and find that
the steady activities may take from a second or so (such as short-standing and sitting between
two prostrations) to a few minutes (such as standing). This time varies from person to person.
Accordingly, we choose our sliding window length in such a way that we can capture all the
steady states correctly. The algorithm for preprocessing is presented in Algorithm 1. Similar
steps, as adopted in the Algorithm 1, have also been used in other existing studies on activity
recognition [ 148, 149].

Classification

The most conventional way of classifying sensor data in HAR studies is adopting various
supervised machine learning classifiers, either classical machine learning or deep learning, for
training a model and using it for final prediction [12, 150]. Therefore, we adopt machine learning-
based classification as our baseline methodology for activity recognition in Salat. Rigorous

analyses of the performance of the baseline methodology help us to understand its limitations.
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Algorithm 1 Algorithm for preprocessing raw signal
Input: D accelerometer data of x, y, and z axes with labels,
n total number of the collected data
Output: Set of Segments S
for each axis in D do
apply moving average filter of window k
end for
samplesPerWindow < frequency X windowSize
start < O
end — 0
while end < n do
ifend 0 then
start — end — samplesPerWindow x overlap
else
end — start + samplesPerWindow
end if
S — DJstart : end]
S.append(s)
end while

After realizing the limitations of the baseline methodology, we come up with an improved
methodology for activity recognition in Salat. For both of these cases, we first perform the
preprocessing as stated above is performed beforehand. In the next subsections, we elaborate

steps of these methodologies.

Baseline Methodology using Machine Learning Classifiers

We use a bunch of classical machine learning classifiers as well as a deep learning model on
our collected data after preprocessing. The classical machine learning classifiers need feature
extraction after the preprocessing stage, whereas the deep learning model does not require
anything so. We present the classical classifiers and deep learning model under our investigation

below.

Feature Extraction for Classical Machine Learning Classifiers

Pinpointing the most important attributes in each segment of preprocessed data is an important
task for classical machine learning classifiers. This task is called Feature Extraction [151], which
presents an important aspect of developing HAR systems [12]. The use of features rather than

raw data generally enhances classification accuracy as reported in the literature [151].

Accordingly, in our study, we summarize each resulting segment in the preprocessed data to a
fixed number of features to feed the classical machine learning classifiers, i.e., we summarize

one feature vector per segment. The feature vector contains a number of statistical measures.
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Table 7.2: Features extracted for classical machine learning classifiers

Domain Features

Time Mean, Max, Median, Standard deviation, Variance,
Skewness, Kurtosis, RMS, Inter-quartile range, Zero-crossing rate,
AUC (Area under the curve), MAD (Mean absolute deviation), Number of peaks,
Peak-to-peak distance, Entropy, and Absolute energy

Frequency (FFT) Mean, Median, Standard deviation,
Inter-quartile range, and Power
Others Pairwise correlation between all three axes

Examples of statistical measures include mean, median, standard deviation, etc. We extract the
features from both time and frequency domains. We extract 16 features in the time domain and 5
features in the frequency domain. Additionally, we consider pairwise correlations between the
three axes and include them as features. Moreover, we extract all these features from the three
accelerometer axes ay, ay, and a,. Table 7.2 lists down all these features extracted from each of

the axes.

Thus, in total, we extracted 21 features in total for each of the three accelerometer axes in

addition to three pairwise correlations, which sum up to 66 features per segment.

Classical Machine Learning Classifiers used in Our Baseline Methodology

We use the features extracted from the raw inertial data sensed by the smartwatch corresponding
to the user’s activities, to train and test different supervised machine learning classifiers. Here,
we use four prominent classical supervised machine learning classifiers for the classification of
our feature vectors namely Random forest [152], J48 decision tree [85], Naive Bayes [153], and
Logistic regression [154]. We select these classifiers considering their high accuracies in the
existing HAR studies [88,90, 155, 156].

Deep Learning Model used in Our Baseline Methodology

Recently, Deep Learning (DL) methods such as recurrent neural networks (RNN), LSTMs,
autoencoders, and their variations have been proven to provide state-of-the-art results on
challenging activity recognition tasks with little or no data feature engineering [48]. This
inspires us to explore a deep learning model for our task. In our case, the diversity of the signal
varies from person to person. Accordingly, as found from our investigation over the classical
machine learning classifiers, the diversity exhibits to be the main factor responsible for lower
classification accuracy. Considering the fact, we adopt the model presented in the study [116].

The model adopted from the study in [116] learns to automatically disentangle domain-agnostic

and domain-specific features. Between these two types of features, the domain-agnostic features

are expected to be invariant across various persons. Here, the domain stands for a specific person’s
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data. To incorporate the variations across domains, in this study, a generative method is developed
on top of the variational autoencoder (VAE) framework [157]. Here, two probabilistic encoders
are used to induce two groups of latent representations, i.e., domain-agnostic and domain-
specific representations. The domain-agnostic representations capture the common information
pertinent to conducting a certain class of activity. Besides, the domain-specific representations
can reflect the unpredictable factors that induce variations among training domains such as
different environments, physical conditions, etc. To effectively disentangle these two latent
spaces, a novel Independent Excitation mechanism was developed. Besides, by removing
domain-specific representations, the resulting domain-agnostic latent space is made to be more
invariant to different domains than the original data. As a result, the model can generalize better
to new unseen target domains. In this manner, the model in [116] proves itself to be robust
for cross-person or user-independent HAR. This model undergoes experimentation with three
benchmark datasets [120, 158, 159] and yields better accuracy than many state-of-the-art DL
models. Therefore, we keep all the parameters of this model intact to check how it performs in

our casc.

Different Approaches of Classification using Machine Learning

Salat involves both static/steady and transitional activities in an alternating manner.

We are interested to recognize the steady states along with Takbeer in isolation. Pertinent to the
recognition, the literature reports that examining the transition period before a steady/immobile
state can improve the performance of steady state recognition [160]. Being motivated by this,
we attempt to explore two different approaches with our machine learning classifiers. In the
first approach, (Approach-1), we do not attempt to recognize the transitions individually, but
rather group them together into a single class ‘Transition’. Therefore, in this case, we have
seven classes - five steady states, Takbeer, and Transition (T) as different individual classes to
recognize. In the second approach (Approach-2), we recognize all the steady and transitional

activities mentioned in Table 1.1 as different individual classes.

Besides, in the HAR literature, when the classification problem involves both steady and
transitional activities, many studies often separate the steady and transitional activities first
and then perform more granular classification over their activities of interest [145, 161, 162].
Therefore, in both of our approaches, we first attempt classification altogether and then we
attempt classification in a hierarchical fashion similar to the existing studies [145, 161, 162]. In
the former one, we classify using a single classifier for recognizing all the classes. However, in a
hierarchical way, we first recognize steady and transitional activities. For this purpose, we first
classify the segments into steady and transitional using classical machine learning classifiers.
Afterwards, we use separate classifiers to classify the steady and the transitional states and then

combine their outcomes to determine the final classes.
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Classification with Improved Methodology using Semantic Rules andDTW

Our experiments reveal some limitations and low accuracies of our baseline ML-based
approaches, which we are going to present in detail in our next chapter. As Salat is a religious
worship, any technology for Salat should provide near-perfect accuracy. However, the ML-based
approaches do not meet this expectation. The underlying reason behind this is the inter and intra-
class variabilities which present a well-known challenge in the HAR literature [163]. Intra-class
variation refers to the fact that the same activity can be performed differently (e.g., at different
speed and style) by different subjects, which result in a variation in the signals belonging to the
same activity class [163, 164]. On the other hand, sometimes different action classes have similar
patterns, which is related to inter-class variation [163]. Considering both aspects, our target is to
design a new methodology that would be generic enough with higher discriminative power to

have a clear realization over these variations.

However, in our problem, recognizing the transitions in Salat is necessary for the purpose of
having enough context information to infer the steady states as the context information can
substantially improve the recognition of steady states, [160]. To recognize the transitions with
better accuracy, a viable alternative to ML-based approaches can be template-matching [22].
Template matching finds the distance or correlation of a given signal segment with some pre-
defined templates. Based on the distance or correlation, template matching finds out the
class of the test signal [165]. We find many prior research studies adopting template matching
[26, 110, 165-167], especially for transitions [166, 167]. The reason behind this adoption is
that transitions generally span a very short time. In the case of short-time samples, traditional
features are unstable and cannot describe the actions effectively [168]. In fact, the study in
[169] observes a higher generalization ability of the template-based methods compared to
several ML classifiers while classifying activity data collected with a wrist-worn accelerometer.
Therefore, in our proposed methodology, we adopt Dynamic Time Warping (DTW) [170], which
is a famous template-matching algorithm for classifying transitions. The use of template matching
using DTW has the advantage that, it works well even when the training data is limited [169].
However, to recognize transitions, we first distinguish the steady and transitional states. At the
same time, using domain knowledge, we develop some semantic rules for recognizing some
of the steady states. Finally, the results of both of these stages are postprocessed incorporating
domain knowledge to detect and fix misclassifications and enhance accuracy. Figure 7.5 presents

the pipeline of our proposed improved methodology integrating all these stages.

State Recognition

As stated earlier, it is often practiced in the HAR literature to distinguish the static and

transitional states first and then, do further classification. Therefore, at the top layer of the
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Figure 7.5: Pipeline of our proposed hierarchical methodology

proposed hierarchical methodology, we have our state recognition stage. Besides, the DTW-
based classification stage demands the transitions be separated fully from the steady states.
Accordingly, after preprocessing the signal, we determine the state to which a signal segment
belongs, i.e., whether it is part of a steady activity such as bowing, prostrating, etc., or a
transitional activity such as standing to bowing, prostrating to sitting, etc. Existing research
studies often employ this step at the beginning of their pipeline to distinguish the static and
dynamic activities [145,161,162,171]. The mean, range, and variance of the possible acceleration
values as well as periodicity in the acceleration data many a time differ slightly between
consecutive activities in Salat, however, they differ substantially over different states. Hence, as
a classical approach, we can deploy machine learning to train a model to learn the characteristics
of steady and transitional states. Then, we can feed our preprocessed signal segments to such a

model to predict the state of each segment.

However, in the literature, state recognition has also been done using normalized signal magnitude
area (SMA) [162,171]. In our study, we also explore this approach. Here, to calculate SMA, linear
acceleration, i.e., acceleration due to body movement is separated from the total acceleration
signal by discarding the gravity component. This signal is used to calculate the normalized SMA

using Equation 7.1 [171].

1 [t [ ¢ [ ¢
SMA =, x(t)dt + : ly(t)dt + . |2(t)|dt (7.1)
0

Here, x(t), y(t), and z(t) refer to the body components of the x, y, and z-axes of the
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Figure 7.6: Impact of merging adjacent segments based on prediction labels (S = Steady and T =
Transition)

accelerometer, respectively. However, the separation of body components is typically performed
using a high-pass Butterworth filter of low order with a cutoff frequency of 1Hz [172]. We use
the same in our study as we also deal with human body movement. An appropriate threshold
value is determined such that a normalized SMA value below the threshold will refer the user to

be in a steady state and the user to be in a transitional state otherwise [171].

As mentioned already, in the next stages, our target is to classify each transition between the
steady states using DTW. Here, the input is a complete set of activities covering the transitions in
Salat such as bowing to short-standing, prostrating to sitting, etc. However, due to the usage of
fixed-length sliding window segmentation, these transitions are segmented into multiple chunks.
To better distinguish each individual transition and steady state, we merge a segment with its
neighboring segment(s), if its predicted label is the same as its neighbor(s). This eventually
groups contiguous transitional segments into one complete transition and the same for the steady
segments. This type of merging of segments exists in the literature [173]. Figure 7.6 portrays
this process in our case. As shown in the figure, after the completion of this stage, the signal
is segmented into alternative steady and transitional activity segments where each segment
represents either a complete transitional activity or a complete steady activity in Salat such as

bowing, standing, etc.

Classification of Steady States using Semantic Rules

Next, we take a deeper look into the prayer postures of an individual and corresponding
accelerometer signals. We do so to come up with some rules for distinguishing some of the
steady states. For example, based on the postures of the standing and bowing phases as well
as the transition between them, we find some correlations of the values of the accelerometer
in different axes, using which we can distinguish the steady states. Accordingly, we can set
some semantic rules to distinguish the states. The term semantics refers to the study of meaning.

In the HAR literature, semantic approaches refer to incorporating the human understanding
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Figure 7.7: The three axes of a smartwatch

of an activity [164]. More specifically, semantics interpret an action as a relation between its
features (e.g., body parts, corresponding objects, scenes, etc.). In activity recognition, semantic
understanding enables users to apply prior knowledge in the recognition process [164]. In our
case, we derive some rules based on the understanding of the activities and corresponding sensor

signal patterns as well as prior knowledge, etc., and therefore, we term them as semantic rules.

Before we go to the details of these rules, it is worth mentioning that, while performing activities
wearing a smartwatch, the accelerometer of the smartwatch measures the acceleration in m/s2.
This applies to the watch on all three physical axes (x, y, and z) as shown in Figure 7.7. The
acceleration covers the force of gravity too. Sustaining these aspects, we derive semantic rules

applicable to different states and positions.

When a person is in the standing position, his hands are placed either on his chest or belly, as
shown in Figure 7.8. Therefore, when he goes from standing to bowing, his hand first moves
slightly outward and then moves straight downward. As per the axes of the watch shown in
Figure 7.7, it is clear that the outward movement will result in acceleration towards the negative
x-axis and the downward movement towards the negative z-axis. Here, the acceleration along
the y-axis is not very significant. Besides, whatever the placement of the hands is while standing,
the resulting acceleration from standing to bowing always follows the same pattern. Next, while
in the bowing position, the value of the x and z-axes of the accelerometer should always be
negative. This intuition complies with our findings from the boxplots depicted in Figure 7.9a and
Figure 7.9c. Here, Figure 7.9 shows the summary of the real values collected from 30 subjects.
Besides, as the acceleration towards y-axis is not much significant compared to the other two,
the differences of y from x and y to z are always positive in the bowing position. We find that, if
we develop rules combining these conditions, we can correctly recognize bowing among all the

steady states.

In Salat, a person is supposed to go to the bowing from the standing position. He can also
(wrongfully) go to the bowing position from the short-standing position, however, he can never
go to the bowing position from the sitting position. From the sitting position, he has to stand up
and then bow down. Therefore, the previous steady state of bowing should be either standing or
short-standing. When a person goes to the standing position and places his hands on his chest

or belly, an acceleration towards the positive x-axis takes place because of the inward direction
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Figure 7.9: Comparison of the values of x, y, and z axis at different steady states (St = Standing,
B = Bowing, Sh = Short-standing, P = Prostrating, and S = Sitting)

of the movement of our hands. Besides, the same inward direction also generates negative
acceleration along the y-axis. On the contrary, while in the short-standing position, we keep our
hands floating on both sides. Therefore, while going to the short-standing position, acceleration
takes place slightly along the outward direction, and thus in short-standing, the x-axis value is
always negative. Therefore, we can infer that the steady state before bowing is standing, if the
x-axis value is greater than y-axis value, and short-standing otherwise. In this fashion, we can
recognize the bowing and standing states with confidence, as per the semantic rules developed

based on domain knowledge. The corresponding algorithm is presented in Algorithm 2.
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Algorithm 2 Algorithm for recognizing steady states through semantic rules

Input: S Signal segments labeled as Steady or Transition by the state recognizers
Output: L new labels array
count — 0O
L1
for each segment s in S do
if s is steady then
if (s.x—s.y).mean < 0 and (s.z — s.y).mean < 0 and s.x.mean < 0 and s.z.mean < 0
then
L[count] — Bowing
ps — previous Steady segment of s
if (ps.x - ps.y).mean >0 then
L[count —2] — Standing
else
L[count 2] — ShortStanding
end if
else
L[count] — Unknown
end if
else
L[count] — Transition
end if
count = count +1
end for
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(a) Euclidiean match (b) DTW match

Figure 7.10: A comparison of Euclidean and DTW matching

Classification of Transitions using Dynamic Time Warping (DTW)

In this stage of our proposed methodology, we aim to classify the transitions that occur between
the steady states. This classification, in turn, helps us to infer the steady states. We use Dynamic
Time Warping (DTW) [170], more specifically a variant of DTW called FastDTW [174], for
classifying the transitions.

Dynamic time warping (DTW) [170] is a widely used and robust template matching algorithm
for time series data. DTW seeks the optimal temporal alignment, which means a matching
between time indexes of the two time series. The matching minimizes the Euclidean distance
between the aligned series. Non-linear mapping is its primary strength. In contrast to Euclidean
distance, which is extremely restrictive and matches point to point, DTW allows the two series
to evenly match up even though the X-axes (i.e., time) are not necessarily in synchronization.

Figure 7.10 presents the matching technique of DTW in contrast to the Euclidean matching.

A well-known application of DTW has been in automatic speech recognition, to cope with
different speaking speeds [175—177]. Besides, it is used in partial shape matching applications
[178]. However, we also find this algorithm being adopted in HAR research [26, 110, 111, 169],
as this approach is beneficial for the analysis of real-world time series data. Besides, DTW is
also robust against variation in speed or style in performing transitions. For instance, similarities
in walking could be detected using DTW, even if one person walks faster than the other, or if
there were accelerations and decelerations during the course of an observation. Considering

these aspects, we utilize DTW to classify all the transitional activities in Salat as given in Table
1.1.

For the classification of transitional activities, we first create a template database with templates
for each of the transitions. We slice out the transitions from each individual’s data in the training
sample and save the representative ones as templates. Along with the transitions mentioned
in Table 1.1, three other transitions, namely bowing to short-standing to prostrating (B-Sh-P),
prostrating to sitting to prostrating (P-S-P), and standing to short-standing (St-Sh) are taken
into consideration. As for B-Sh-P and P-S-P, we include these two transitions as we find in our
dataset that, many subjects do not spend much time in the short-standing phase in B-Sh-P and
in the sitting phase in P-S-P. Therefore, the short-standing in B-Sh-P and the sitting in P-S-P
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Unknown Transition

Figure 7.12: Classification of an unknown transition using DTW

can not be recognized individually as steady states for not having enough time spent. Here, the
short-standing and sitting are considered as a part of the transition from the previous steady state
to the next steady state. Regarding St-Sh, this transition is performed by some of our participants

while performing the extra Takbeer. Hence, these patterns are stored in our databases too.

Thus, we get a total of 10 sets of templates pertinent to all 10 types of transitions. These sets are
maintained for males and females separately as male and female prayer patterns vary significantly
in our dataset. Figure 7.11 depicts an example case of the variation in the prayer patterns. For an
unknown transition, we utilize the DTW scores for all the templates in the template sets. We take
the average of the DTW distances from our unknown transition to all templates of a template set.
In this way, we find the average distance of our unknown transition from all template sets. The
set with the minimum distance indicates that our unknown or test transition belongs to this set.

As the male and female prayer patterns vary significantly in our dataset, therefore, we maintain

separate template databases for males and females. One example of the difference in the

transitions between male and female is depicted in Figure 7.11.
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To elaborate our approach further, let X be an array of sample accelerometer values labeled as a
transition by the state recognition stage and we want to classify X using DTW. To do so, first, we
need to find out the distance of each template set from X. The formula to measure the distance of

X to the k-th transition set Tk is as follows.

1 2N
dx. 1) =, DTW (X, TH (7.2)

i=1
Using this equation, we will get the distances from X to all template sets. Now, the set with
which X will give the minimum distance will be the class of X. Accordingly, if there are s

template sets, the distance of X to the X’s class will be as follows.

d= mind(X, Ty) (7.3)
k=1.s

In this manner, we can classify the transitions using DTW. Besides, from a transition, we can infer
the next and previous steady states. Another important thing is, while classifying the transitions,
we utilize the knowledge of bowing and standing recognized already using the semantic rules.
This happens because, when we know that a steady state is bowing, we do not match the next
transition with all ten transitions but only the ones which start with bowing, i.e., B-Sh and B-Sh-P.
In this fashion, we can leverage the template-matching task through a delicate blending between

semantic rules and DTW.

We perform this classification stage with (WT) and without (WOT) incorporating the knowledge
of the recognition done using semantic rules. Here, WT means we incorporate the knowledge of
the recognition of bowing and standing states while performing the DTW-based classification.
Through applying the semantic rules in this way, we can detect the bowing and standing stages.
Such detection can eventually facilitate recognition of the next transitions. This happens as, for
example, if we know that a steady state is bowing, then the next transition should start with
bowing, i.e., the next transition should be either B-Sh or B-Sh-P. Therefore, we can only match
with these two types of templates to classify the unknown transition after bowing. On the other
hand, in WOT, we do not incorporate the knowledge about the steady states. Therefore, in the
case of WOT, to classify the transition after bowing, we have to match with all the possible ten

types of template sets.

It is worth mentioning that the extra activities or Null activities cause some noise in the data.
The noises are also segmented as transitions and if we try to match these noises with existing
transitions, we will get very high DTW distances. Therefore, to distinguish the noises, we set a
threshold value. While computing the distance of an unknown transition, if we get the distance
beyond the threshold, then we predict that transition to be a noise resulting from a Null activity.

In this way, we recognize the noises introduced by the extra or Null activities.
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Figure 7.13: An example of fixing misclassified transition using neighboring transitions

Post-processing

In this study, our focus is to classify the steady states of Salat along with Takbeer. However, after
the classification of the transitions is done using DTW, each of the predicted transitions provides
us information about its previous and next steady states. In other words, each steady state has
two transitions associated with it - one leading to that steady state from the previous steady state
and another is the immediate next transition starting from that steady state. Besides, some steady
states such as bowing and standing have already been classified using semantic rules. Therefore,
they provide us with some extra information about the context upfront. Accordingly, by giving
a second pass over the results obtained up to this stage, and combining these available results
about the steady states, some misclassifications can be detected. The detected misclassifications
can substantially be fixed using domain knowledge. The postprocessing stage performs this task
and attempts to correctly predict each steady state through making necessary corrections. This
type of postprocessing is also found in the existing HAR literature [179, 180]. We describe our

postprocessing techniques below in detail.
Postprocessing based on Neighboring Transitions

We iterate through the predicted transitions by DTW and detect and fix the inconsistent transitions.
Here, by being consistent, we mean if one transition is leading to a specific steady state, the
next transition should start from that particular steady state. For example, if a person has gone
through a transition A-B, that means he was in the steady state A, and from A, he has gone to the
steady state B. Therefore, the next transition should be B-X, where X is any other steady state.

We detect such inconsistent transitions and fix them based on their neighboring transitions.

For example, in the example presented in 7.13, the transition after bowing is found to be B-Sh,
and the next transition is found to be P-S. Therefore, we call the next transition inconsistent
with its predecessor. In this case, we fix the inconsistent transition based on its previous and
next transitions. In our example, P-S is the inconsistent one. Its previous transition is B-Sh, and
the next transition is P-S. Then both of the neighboring transitions indicate that the middle one
should be Sh-P.
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Figure 7.14: An example of ignoring extra movements

Postprocessing based on Duration of the Transitions

In our experimentation, we find B-Sh-P to be confused with B-Sh or Sh-P and P-S-P with P-S
or S-P. However, both B-Sh-P and P-S-P consist of two transitions, and therefore their duration
should be substantially higher than the individual transitions. We calculate the mean duration
taken in each of these transitions and use this knowledge to resolve these confusions in the
postprocessing stage. For example, if at some point, we find a transition P-S with unusual
duration, i.e., duration much higher than expected then we assume that this is a P-S-P and correct
accordingly.

Detection and Elimination of Extra Movements

The extra movements, i.e., Null activities, result in some extra transitions, which usually span
a very short time duration and can be considered as noises. As mentioned earlier, if for any
transition we find all the template sets having a distance greater than the threshold value, we
will consider the transition as a noise. Therefore, if we find some steady states with noises in
between, then those noises will be ignored and we will merge all these steady states as a single

steady state. Figure 7.14 presents such a scenario of detecting and eliminating extra movements.

The flowchart of postprocessing is presented in Figure 7.15. Here, we first remove the Null
activities or extra movements. Then, if we find a transition to be inconsistent with its previous
one, then we fix it based on its neighboring transitions as stated above. And when two consecutive
transitions are consistent, we can easily infer the steady state between them. For example, if the
two consecutive transitions are B-Sh and Sh-P, then the steady state between them should be

short-standing. In this way, the unknown steady states can be inferred.

Therefore, we can say that by incorporating our domain knowledge, we can detect and correct
some misclassifications. Such detections and corrections of the misclassifications help us to

improve our classification accuracy to a great extent.



7.5. VALIDATION PROTOCOL AND EVALUATION METRICS

56

Validation Protocol and Evaluation Metrics

We use both k-fold cross-validation [181] and Leave-One-Subject-Out (LOSO) [8] as our
validation protocols. Besides, for the evaluation metrics, there exist several metrics to measure
the performance of activity recognition. Examples of the metrics include accuracy, precision,
recall, F-measure or Fl-score, etc. These metrics are widely used in the evaluation of HAR

models [8]. Definitions of the evaluation metrics are given below.

TP + TN

Accuracy = (7.4)
TP +FP + TN + FN

..o TP
Precision = (7.5)

TP + FP

TP
Recall=" — (7.6)
TP + FN

2 X Precision X Recall
Fl-score = (7.7)

Precision + Recall

Here, TP is True Positive, TN is True Negative, FP is False Positive, and FN is False Negative.
We use accuracy, precision, recall, and Fl-score to analyze the performance of our methodology

in recognizing each of the activities separately.

In our study, by accuracy and other metrics, we refer to the accuracy or respective metrics
pertinent to classifying the activities through any of the above-mentioned methodologies. Thus,
the accuracy and metrics correspond to how accurately the activities performed in Salat are
recognized by the proposed methodology. Here, it is worth mentioning that we do not assess the
correctness of Salat through these metrics, and therefore, accuracy does not refer to the accuracy

of Salat in any way.
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Chapter 8
Findings

In this chapter, we present the experimental evaluation of the baseline methodology as well as
our proposed methodology presented in Chapter 7, for activity recognition in Salat. We perform
the experimental evaluation using our prepared dataset. Therefore, first, we describe the details
of the dataset, and then we present the performance at each stage of our proposed methodology.
We also present a comparison between the performance of the baseline methodology and that of

our proposed methodology.

Dataset Details

As mentioned earlier, we collect data from 30 subjects and prepare a dataset for the purpose of
this research study. Our dataset contains 3, 50, 762 samples in total. Figure 8.1 summarizes the
sample distribution of the activities in the dataset. Here, Null activity refers to the extra activities

performed in Salat that do not nullify prayer.
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Figure 8.1: Distribution of activities in our dataset

As mentioned in the study of [182], in the context of human activity recognition, the diversity

58
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Table 8.1: Statistics of the demographic factors of the subjects in our study

Age (years) | Height (cm) | Weight (kg)
Range 15-67 149-175 35-91
Mean 38.3 160 59.5
SD 14.1 5.8 8.5

of the subjects enrolled includes the following four factors: (1) gender, (2) age, (3) height, and
(4) weight. Accordingly, to cover gender diversity, we collect data from 13 female and 17 male
subjects. Besides, to present the diversity over the other three factors, we present the statistics of
age, height, and weight of our subjects are listed in Table 8.1. We expect that the diversity in

each of these four demographic factors covers a wide range of populations.

Results and Findings

In this section, we will state our findings in detail obtained from our experimentation. Here, first,

we present findings from the baseline methodology and then from our proposed methodology.

Baseline Analyses using Machine Learning Classifiers

We employ four classical machine learning classifiers as well as a deep learning classifier for
our classification tasks. The four classical machine learning classifiers are Random forest [152],
J48 decision tree [85], Naive Bayes [153], and Logistic regression [154]. Here, in all cases, we
achieve very good k-fold cross-validation accuracy (k = 5) for Approach-1 and Approach-2 as
mentioned in Section 7.4.1 in both single classifier and hierarchical fashion. However, when we
perform LOSO for testing i.e., the model is trained with all but excluding one subject’s data, and
that particular excluded subject’s data is used as the test data, accuracy varies substantially from
person to person. For some people, the LOSO accuracy is found to be high, and their activities
are recognized correctly. On the other hand, for some people, the LOSO accuracy gets below
70% and the classifiers become much confused between individual activities in Salat. Table 8.2

quantitatively presents details of these findings.

We use a sliding window of 1 sec for classical machine learning classifiers with 50% overlap. On
the other hand, for GILE [116], the sliding window length is 1.28 sec with 50% overlap. For both

types of classifiers, these values give us the best performances tuned up through our experiments.

From the results shown in Table 8.2, we can see that, for both approaches, accuracy increases,
in general, in a hierarchical manner as each classifier can specialize in its own domain. The
increase in accuracy also happens for LOSO which is our main focus. Therefore, from now
on, we will only consider the results obtained in the hierarchical fashion. Besides, accuracy is

much higher in Approach-1. This is expected, as in Approach-2, we classify the transitions and
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Table 8.2: Accuracy (%) of machine learning classifiers in Approach-1 and Approach-2
Single classifier Hierarchical
LOSO LOSO
Classifier | Cross-validation | Avg | Max | Min | Cross-validation | Avg | Max | Min
RF 94.05 80.63 | 92.54 | 61.29 95.65 81.93 | 96.80 | 62.68
LR 91.65 82.04 | 93.70 | 65.09 92.88 83.10 | 95.01 | 66.78
NB 87.54 78.12 | 91.20 | 52.08 88.11 78.90 | 93.44 | 54.84
J48 91.63 76.35 | 89.39 | 58.09 92.63 76.88 | 90.34 | 58.78
GILE 96.1 83.68 | 93.75 | 69.14 93.52 83.96 | 95.35 | 69.55
(a) Approach-1
Single classifier Hierarchical
LOSO LOSO
Classifier | Cross-validation | Avg | Max | Min | Cross-validation | Avg | Max | Min
RF 91.22 74.99 | 92.91 | 54.32 92.49 78.93 | 94.80 | 55.38
LR 85.12 75.77 | 90.01 | 65.63 87.48 77.5 | 90.31 | 66.78
NB 75.24 66.12 | 43.20 | 30.08 76.32 4390 | 68.44 | 31.14
J48 86.54 73.35 | 58.39 | 58.09 87.32 72.22 | 85.13 | 51.38
GILE 90.85 73.18 | 90.77 | 50.14 88.01 77.96 | 92.32 | 63.51
(b) Approach-2

steady states altogether, and thus, there arises a large number of classes making the recognition
task more challenging. Among the two approaches, the best LOSO performance is found by
the deep learning model GILE in the hierarchical fashion. The reason behind this finding is the
fact that the model is specialized for cross-person HAR, i.e., for extracting latent characteristics
of activity independent of any person. This, in turn, increases the cross-person generalization
capability of the model. Besides, it is worth mentioning that for both the approaches, RF obtains
the highest cross-validation accuracy among all the classical machine learning classifiers under
consideration. Nonetheless, LR achieves the highest LOSO accuracy in most of the cases among

all the classical machine learning classifiers.

Another important thing is that, in our dataset, the prayer pattern of male and female subjects
vary substantially, as they belong to a specific school of thought (Hanafi [183]) and the school of
thought prescribes to do so. Therefore, we separate male and female data, maintain a separate
database for each of them and evaluate them independently. We also attempt training and testing
with the combined dataset. Here, we find that the accuracy drops in many of the cases. Figure

shows a comparison in this regard.
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Figure 8.2: LOSO accuracy of GILE when datasets from male and female subjects are considered
in combined and separated manners for Approach-1 in the hierarchical fashion
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Figure 8.3: Histogram of LOSO accuracies obtained by (a) LR and (b) GILE for Approach-1 in
the hierarchical fashion

Limitations of Machine Learning Classifiers

It is clear from Table 8.2, that the LOSO accuracies are not uniform across the subjects and
substantially vary among different subjects for all the classifiers. To analyze the variation in
depth, we present the histogram of the LOSO accuracies found by LR and GILE for Approach-1

in the hierarchical fashion in Figure 8.3.

It is evident from Figure 8.3 that even if we achieve high cross-validation accuracy, the LOSO
accuracy is not satisfactory for a considerable number of subjects. However, the confusion
matrices can give us another insight into the predictions of the individual activities along with the
types of errors that are being made by the classifiers. Therefore, we present confusion matrices
obtained with LR and GILE for individual steady activities along with all transitions combined

in a single class in Approach-1 in the hierarchical fashion in Figure 8.4.

From the confusion matrices in Figure 8.4, we find that bowing and standing activities are less
confused by the classifiers. However, for the other activities such as prostrating, sitting, and
short-standing, we do not notice any deterministic error pattern. For example, for some people,

prostrating is sometimes confused with short-standing and sometimes with sitting. On the other
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Figure 8.4: Confusion matrices obtained by (a) LR and (b) GILE with Approach-1 in the
hierarchical fashion (St = Standing, B = Bowing, S = Sitting, P = Prostrating, Sh = Short-
standing, Tk = Takbeer, and T = Transition)

Table 8.3: Prediction of activities performed in one Rakat by a subject (P4) by GILE

Actual | Standing | Bowing | Short-standing | Prostrating | Sitting | Prostrating
Predicted | Standing | Bowing | Prostrating | Prostrating | Sitting | Prostrating
Remark v/ v X v v v/

hand, short-standing is mostly confused with prostrating or sitting and rarely with bowing. Let
us take an example to elaborate on the problem. For one subject (P4), we find the expected
activities and the activities of one Rakat predicted by GILE as shown in Table 8.3.

We can see from Table 8.3 that the short-standing is misclassified as prostrating. Therefore, the
model will predict that this person has prostrated thrice, whereas, in reality, he has prostrated
twice. Here, we have no clue to detect and fix this misclassification, as sometimes after the
bowing phase, some people go to the short-standing phase and then immediately go to the
prostrating phase without delaying a bit in the short-standing position. This whole movement,
i.e., bowing to short-standing to prostrating is predicted as a single transition to the classifier, as
there is barely any delay during those activities and barely any pause between those activities.
A similar thing can happen while going prostration to another prostration, as some people do
not sit and spend a bit of time in between consecutive prostrations, and they immediately go for
another prostration after the first one. For these reasons, it becomes extremely difficult to detect

this misclassification through incorporating our domain knowledge.

On the other hand, we explore another alternative approach (Approach-2), so that we can get
enough context about the steady states. From Table 8.2, we find that the overall accuracy
degrades in the cause of Approach-2. The individual confusion matrices of the steady states
and transitional states demonstrate that the poor classification accuracy of the transitional states
substantially contributes to the degraded accuracy. Figure 8.5 shows the confusion matrices of
steady states and transitional states obtained by LR with Approach-2.
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Figure 8.5: Confusion matrices of (a) steady and (b) transitions obtained by LR with Approach-2
in the hierarchical fashion

Such degraded accuracy for short-lived activity recognition is not new in the literature. We find
in the existing HAR literature that, the traditional features of short-lived samples are unstable
and cannot describe the actions effectively [76, 168]. The transitions in Salat are also short-lived
activities and therefore, the ML classifiers are unable to recognize this large set of transitions in
Salat correctly. Therefore, as the accuracy of the recognition of transitions is poor, they fail to
provide us with reliable context information, which we could have used to improve the accuracy
of the steady state misclassifications. This scenario eventually leads us to attempt designing an

improved methodology for better prediction of activities in Salat through better error handling.

Performance Analyses of the Proposed Methodology

To overcome the limitations of the machine learning classifiers discussed above, in this study, we
propose a new methodology for activity recognition in Salat involving semantic rules and DTW.

Below we present the performance analyses of this improved methodology.

Results of State Recognition

In our proposed methodology, we first recognize steady and transitional states. We have already
mentioned earlier in Section 7.4.2, that this can be done using two approaches, and here, we
compare the results obtained using both of these approaches. Here, we segment the signal using
a sliding window of length 1.2 seconds with 50% overlap and a moving average filter with a
window size of 10. Similar to the earlier case, we use four classical machine learning classifiers
i.e., RF, LR, NB, and J48 over the segmented data and find RF as the best-performing one.

In the Signal Magnitude Area (SMA) based approach, we use a high-pass Butterworth filter
of order 3 with a cutoff frequency of 1Hz following the convention [172] of the literature. We
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Figure 8.6: Performance comparison of two state recognition methods

adopt these parameters to obtain the linear acceleration component from the acceleration signals.
Here, we set the threshold value to 1, i.e., if the SMA value of a segment is less than 1, then this
segment is considered to be steady, otherwise, we consider the segment transitional. The two

approaches give us almost similar results, which are depicted in Figure 8.6.

After predicting each segment, we merge contiguous blocks of similar states. Though we see
in Figure 8.6 that the classification into steady and transition accuracies fluctuate around 90%,
after merging the adjacent similar segments, the recognition accuracy goes around 99.5% for
both. This improvement in accuracy indicates the feasibility of employing the classification of
segments into steady and transition in both the proposed approaches. Another important aspect
is, we find that this process is not very sensitive to the choices of parameters for segmentation.
For example, we explore variations in these parameters, such as window size from 0.5s to 1.5s

and moving average filter window length from 5 to 30, and find almost no change in the accuracy.

Results of Semantic Rule-based Classification for Steady State

Recognition

Using the semantic rules, devised from the domain knowledge on the steady states, as already
described in Section 7.4.2, we find that the bowing and standing activities can be recognized
with 100% accuracy. The confusion matrix we obtain after applying the semantic rules is shown
in Table 8.4. The table demonstrates achieving perfect accuracy while considering the bowing
and standing states in isolation and the rest of the three states (short-standing, prostrating, and

sitting) in combination.

Results of DTW-based Detection for Transitional State Recognition

Upon classifying the steady states using semantic rules, we apply DTW to recognize the

transitions in Salat. We conduct this stage with (WT) and without (WOT) incorporating the
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Table 8.4: Confusion matrix after applying semantic rules

Standing | Bowing Short-standing +
Prostrating + Sitting
Standing 1 0 0
Bowing 0 1 0
Short-standing + Prostrating + Sitting 0 0 1

Table 8.5: Overall accuracy of classifying transitions using DTW with (WT) and without (WOT)
applying the knowledge obtained using the semantic rules

Gender | Accuracy (%)
WT | WOT

Male | 82.33 | 74.54
Female | 84.25 | 82.14

knowledge of the recognition done using semantic rules, i.e., the knowledge of distinguishing
bowing and standing states. Here, we find that the former approach, i.e., with the incorporation
of the results of applying semantic rules, performs better. Table 8.5 presents the comparative

results over WT and WOT approaches.

The reason for WT performing better is that it narrows down the search space and reduces the
number of competing templates to consider for each unknown transition. To elaborate a bit more,
after applying the semantic rules, we can recognize the bowing and standing steps with perfect
accuracy. Incorporating this knowledge in our DTW stage means, for example, if we know that a
steady state is bowing, then the next transition should be either B-Sh or B-Sh-P. Therefore, we
can only match with these two types of templates to classify the unknown transition. However,
if we have no knowledge about the steady states, then to classify the transition after bowing,
we have to match with all possible ten types of template sets. This increases the chance of

misclassification, as more possible transitions are there.

As WT performs better, we adopt this in our methodology. Another important point is, as we
have already shown in Section 7.4.2, that the transition patterns vary substantially between men
and women. Even though, we explore combining both male and female patterns together and
perform classification using DTW. Here, due to the differences in the templates for males and
females, we find the accuracy degrading significantly and dropping even below 50%. Therefore,
we maintain separate template databases for males and females and carry on this classification

separately. Table 8.6 presents the confusion matrices in this regard.

The confusion matrices show us that the majority of the transitions are classified accurately.
Here, Null means the extra activities performed during Salat that are to be ignored. We set the
DTW distance threshold to 500 for Null activities. This implies that, if the lowest DTW distance
from an unknown transition to the template sets exceeds 500, then this is a Null activity. From

the confusion matrices, we find that all the Null activities of both Male and Female datasets
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Table 8.6: Confusion matrices of the classification of transitions for (a) male and (b) female
datasets

St-B | B-Sh | Sh-P | P-S | S-P | P-S-P | P-St | St-Sh | B-Sh-P | Tk | Null
St-B 79 0 0 0 0 1 0 0 0 0 0
B-Sh 0 60 0 0 1 1 0 0 1 0 0
Sh-P 0 0 38 3 8 0 3 0 1 1 0
P-S 0 0 0 69 9 1 3 0 0 0 0
S-P 0 0 0 0 52 0 0 1 0 0 0
P-S-P 0 0 1 6 1 8 1 0 0 0 0
P-St 0 0 0 1 1 0 54 0 0 0 0
St-Sh 0 0 0 0 0 0 0 4 0 0 0
B-Sh-P 0 2 0 0 0 0 0 0 12 0 0
Tk 0 0 0 0 0 1 16 1 0 37 0
Null 0 0 0 0 0 0 0 0 0 0 4
(a) Male
St-B | B-Sh | Sh-P | P-S | S-P | P-S-P | P-St | St-Sh | B-Sh-P | Tk | Null
St-B 60 0 0 0 0 0 0 9 0 0 0
B-Sh 0 45 0 0 0 0 0 0 0 0 0
Sh-P 0 0 37 0 2 0 0 0 0 1 0
P-S 0 0 0 62 1 1 0 0 0 0 0
S-P 0 0 0 4 41 0 0 0 0 0 0
P-S-P 0 0 0 2 5 5 0 0 0 0 0
P-St 0 0 0 1 0 0 45 0 0 0 0
St-Sh 0 0 0 0 0 0 0 8 0 0 0
B-Sh-P 0 10 0 0 0 0 0 0 4 0 0
Tk 0 0 0 0 0 1 13 0 0 34 0
Null 0 0 0 0 0 0 0 0 0 0 2
(b) Female

got classified correctly. However, we find Tk is mostly confused with P-St for both male and
female datasets. However, P-St is not confused with Tk, which eases fixing this confusion in the
postprocessing stage. Similarly, we see P-S-P is sometimes confused with S-P or P-S. However,

as mentioned in Section 7.4.2, such confusion can be fixed using the duration of the transitions.

Final Results after Postprocessing

From the confusion matrices in Table 8.6, we see that most of the instances lie on the diagonal
except for a few cases showing potential misclassifications. These misclassifications can be fixed
by considering the previous transitions, steady states, and durations as stated in Section 7.4.2. For
example, if we find a prediction of P-St at some point whereas the immediate previous transition

does not involve sitting, then we can assume that this P-St should be Tk. On the other hand, in
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Table 8.7: Final accuracy, precision, recall and F1-Score of each activity

Activity Precision | Recall | F1-score | Accuracy
Takbeer 0.95 1 0.97 0.95
Standing 1 1 1 1
Bowing 1 1 1 1
Short-standing 1 1 1 1
Prostrating 1 0.99 0.99 0.99
Sitting 0.96 1 0.98 0.96

terms of duration, there is a significant difference between B-Sh-P to B-Sh. As B-Sh-P means a
person going from bowing to short-standing to prostrating, this whole transition generally takes
more time (Mean = 5.1 sec, SD = 0.17 sec) than B-Sh, i.e., bowing to short-standing (Mean = 2.2
sec, SD =0.25 sec). Similarly, we can differentiate P-S-P (Mean = 6.1 sec, SD = 0.21 sec) from
P-S (Mean = 1.9 sec, SD = 0.11 sec) and S-P (Mean = 1.7 sec, SD = 0.15 sec) by comparing
the duration of a transition. Thus, by incorporating this domain knowledge, we can detect
misclassifications as well as resolve confusions resulting from any misclassification. This, in
turn, improves the predictions of the previous stages and yields higher prediction accuracy. The
final precision, recall, and F1-score of each activity of Salat after applying such post-processing

is given in Table 8.7.

After the postprocessing, out of 728 activities, only seven activities are misclassified. Here,
two sittings are classified as prostrating. Besides, five Takbeer activities are missed as they
are performed right after going up from sitting to standing without any pause. Due to the
absence of pause, the sitting-to-standing and Takbeer are considered one activity and predicted
as sitting-to-standing. Thus, the overall final accuracy obtained by our proposed methodology
becomes 99.03% with 100% Rakat count accuracy. However, one very important observation
here is that, for the people who are slow and steady in performing the activities of Salat, the

predictions are generally accurate and require little postprocessing.



Chapter 9
Discussion

This study, for the first time in the literature, establishes a proof that recognizing activities in
Salat using a smartwatch is not only possible but also can be done with enhanced accuracy than
other existing methods. By adopting a completely novel methodology, we can achieve near-
perfect accuracies in recognizing all steps of Salat. In this chapter, we discuss some important
aspects of our study, such as its acceptability to users, methodological advancement, scaled-up
experimentation, etc. Before presenting these discussions, we first briefly elaborate on how we

answer our research questions set earlier in this study.

Outcomes of the Exploration of Our Research Questions

In this section, we will shed light on the outcomes of the exploration of our research questions.

In this regard, we focus on the three research questions already set in Section 5.1.

Mistakes in Salat - Prevalence and Frequency among People (RQ1)

To find the answer to RQ1, i.e., to assess the frequency or recurrence of various types of mistakes
during Salat, we conduct an online survey. We ask the participants about five common mistakes

in Salat and want to know how frequently they make these mistakes in their prayers.

Through a mixed-method analysis over the responses of the participants, we find that more
than one-third of our participants make at least one mistake frequently. Thus, we can safely
assume that mistakes in Salat are common. However, the most common mistake reported by our
participants is forgetting the count of Rakat. Detailed on survey conduction and findings are

presented in Section 6. These findings answer our first research question, i.e., RQI.
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Technological Assistance in Salat - Requirement and Acceptability
(RQ2)

To find the answer to RQ2, in our survey, we ask the participants regarding their requirements
and willingness to explore technological assistance to improve their Salat. The participants could

also express the reason behind their answers qualitatively.

The mixed-method analysis over the survey responses reveals that the majority of our participants
(above 70%), irrespective of differences in demographic factors, regularity in prayer, etc., are
willing to explore technological assistance to improve their Salat. Here, an important finding
is that the participants demand convenient technological devices. Details of these findings are

presented in Section 6. These findings answer our second research question, i.e., RQ?2.

Leveraging a Convenient Device for HAR in Salat With Improved
Performance (RQ3)

To answer RQ3, i.e., to check the feasibility of leveraging a convenient device for HAR in
Salat, in our study, we explore recognizing activities in Salat using a smartwatch. In this regard,
we explore the conventional methodology using machine learning classifiers as the baseline
methodology. Furthermore, we propose an improved methodology using semantic rules and
DTW.

Rigorous experimentation reveals that our proposed methodology outperforms the performance of
the baseline methodology as well as that of the earlier studies. We achieve a near-perfect accuracy
(99.3%), which establishes the proof that activity recognition in Salat using a smartwatch is not
only feasible but can also be done with improved accuracy. The findings of our exploration and
experimentation in this regard are presented in detail in Section 7 and 8.3. These findings answer

our third (or the last) research question, i.e., RQ3.

Acceptability of Technological Assistance in Salat by Real

Users

Before approaching the gaps in the literature regarding activity recognition in Salat, we explore
the real users to assess the necessity and acceptability of technological assistance among them. To
the best of our knowledge, no earlier HAR studies focusing on Salat carry on any such exploratory
study in this direction. However, in the literature, we find some other studies [184,185] doing this
practice of assessing the acceptability of their HAR solutions which focus on different domains
other than Salat. The study in [184], the proposed HAR system supporting elderly and diseased
people. To assess the potential acceptability of the HAR system proposed in this study, a survey
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was conducted to assess their general technical affinity so that the general acceptability of the
system can be envisaged. Besides, the research objective of [185] is to explore the acceptability
of an in-home ambient sensor for activity recognition and assessment of post-stroke cases. The
study involved twenty individuals with chronic stroke and conducted semi-structured interviews

with each study participant for a detailed analysis of the acceptability of their solution.

On the contrary, our main objective behind conducting a survey is to assess the frequency of
mistakes in Salat among people and whether they are willing to explore any technological
assistance to improve their prayers. The survey helps us achieve deeper insight into these aspects.
We perform both quantitative and qualitative analyses of the survey results to get a comprehensive

view of the collected responses.

From the demography of the participants of our survey, presented in Table 6.1, it is clear that
there is a diversity among the participants in terms of age, gender, country, occupation, etc.
Though the majority of our participants are from Bangladesh, we achieve responses from 15
different countries. Even if we consider religious demography, we find that the participants
vary greatly in their regularity in prayer, mistakes, attitude towards technological assistance
in religious activities, etc. Thus, we can claim that this survey does not represent any specific

community, but, rather represents the Muslim population in general.

One of our primary findings from the survey is that mistakes in Salat happen in reality. In fact,
the survey uncovered that mistakes are pretty common, as we find one-third of our participants
report that they make at least one mistake on a regular basis. We do not find any significant
relationship between the frequency of making mistakes and with the regularity in prayer or other
demographic factors. Besides, irrespective of the regularity in their prayers, we find most of
the participants expressing their eagerness to improve the quality and quantity of their prayers.
However, making frequent mistakes and willingness to improve prayer do not present sufficient
motivation for designing technology for this purpose, if people are not ready to accept any
technological assistance for their religious activities. As religious worships are between people
and the Almighty, it is very important to know whether they would allow any technology to
assist them in their worship. Therefore, we ask them whether they would welcome their devices
such as smartphones, smartwatches, etc., to help them in improving their prayers. In response,
the majority of the participants express their willingness in availing of technological assistance.

In fact, many of them express their excitement over this idea and praise it highly.

We also assess the degree to which they are willing to pray while wearing a wearable and find
the majority responding in the affirmative. They prefer smartwatches over smartphones primarily
because of the convenience the smartwatches offer and their proximity. Along with statistical
analyses, we perform thematic analyses on the qualitative answers, which provide us with
deeper insights into the thoughts, concerns, etc., of the participants regarding such technological
assistance. Thus, digging into the real world through this survey, we establish the requirement as

well as assess the acceptability of the technological assistance in Salat.
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A New Dataset for Salat Activity Recognition

One very important contribution of our study is the preparation of a smartwatch dataset consisting
of Salat activities. To date, there is no such dataset present in the literature. Our dataset contains

a large number of samples (3,50,762) collected from 30 subjects including both men and women.

It is of utmost importance for any HAR dataset to have a substantial number of subjects to
obtain reliable results as stated in [186]. Our dataset includes data from 30 subjects that appear
to be sufficient enough, as other benchmark datasets cover the number of subjects equal to
us [158, 159] or less than that of ours [182]. Furthermore, ideally, a dataset should reflect the
variability of real-world activities, and be flexible enough to emulate different experimental
setups [120]. In a similar way, our dataset covers a diverse demography of subjects, as shown in

Table 7.1, and accumulated real-world activities in different experimental setups.

In our collected dataset, the prayer patterns of men and women differ, as they all belong to a
particular school of thought (Hanafi) and the school of thought prescribes so [183]. However, the
postures of the subjects, even the same gender, vary substantially. The variation gets evident from
the change in LOSO accuracy achieved with machine learning classifiers as shown in Section
8.2.1. Besides, while collecting data, some of our subjects make various types of mistakes in
their prayers. For example, one elderly male subject (P1) make mistake in Rakat counting and
prayed six Rakat instead of four. Another subject (P3) bows twice and prays five Rakat. While
another young female subject (P20) makes three prostrations. We keep them in our dataset as

they would help check the performance of a model in the presence of these mistakes.

The preparation of such a dataset takes much time and manual effort for both collecting raw
data from the subjects and subsequent labeling. As our dataset contains a substantial number
of samples from a considerable number of subjects [187], having diversity in demography, we
believe that, the dataset will serve as a basis for testing different HAR approaches in the future.
Moreover, Salat being a complex activity, our prepared Salat dataset can also be used for the

evaluation of any complex activity recognition model.

Methodological Advancement for Activity Recognition in
Salat

In this study, we propose a new methodology to recognize the activities in Salat. None of the
existing studies for activity recognition in Salat works with smartwatch-collected data which
entails a different set of challenges as discussed in [79]. The HAR studies for Salat, which adopt
sensor-based approaches, all work with smartphones. Besides, none of their methodologies
matches ours, as almost all of them use only a classical pattern recognition pipeline covering the

steps of labeling, denoising, segmentation, training classical machine learning classifiers, and
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finally evaluating the model through cross-validation accuracy.

In our study, we first attempt the classical pattern recognition pipeline for Salat, however, with
the smartwatch-collected dataset. Here, similar to the other studies, we find impressive cross-
validation accuracy, however, the accuracy drops in the case of LOSO. To overcome the drop,
we leverage the notion of DTW. Though one of the earlier studies on Salat [35] uses DTW,
the purpose of the study is very straightforward. The study only attempts to detect prayer and
non-prayer, i.e., whether the signal pattern is a prayer pattern or not. The study does not make
any attempt to recognize individual activities or steps in Salat. It develops a pattern to represent
one Rakah prayer and develops some thresholds to compare and predict whether a test pattern is a
prayer or not. Moreover, in the case of other existing studies [7, 47, 67, 188, 189], the recognition
of activities or methodologies under consideration are either not applicable for Salat [7] or are

much more complex compared to ours one [6, 11].

Besides, though we find several HAR studies in the literature using mostly DTW [26, 110, 111],
our study establishes that the mere adoption of DTW is not sufficient to develop a model
for recognizing all steps of Salat. The model definitely needs some sort of post-processing
mechanism to correct the misclassifications in the process of preparing the final output. This
post-processing step is not found in any existing studies on Salat. To summarize, the process
of state recognition, application of semantic rules, leveraging DTW, and post-processing - all
these in combination is not seen in the literature yet. This pipeline is developed exclusively
considering the nature of activities in Salat and its various steps, analyzing people’s postures
while performing these activities, and so on. Our study proves that all the steps of this pipeline

complement each other to build a robust model for recognizing activities in Salat.

Recognition of a Complex Activity with Near-Perfect

Accuracy

First of all, in the literature, we find that complex activities are not only less explored but also
challenging to recognize [27, 66]. Salat, being a complex activity, is not an exception here,
as recognizing each individual step in Salat is undoubtedly a challenging task. However, our
proposed methodology achieves a near-perfect accuracy (99.3%) in recognizing individual steps
or activities in Salat, which outperforms all the existing studies found to date to the best of our
knowledge. Table 9.1 presents a comparison of the performances and other aspects of our model

as well as related existing studies [2,3,33,36,39].

It is worth mentioning that the accuracies of the other existing studies mentioned in the table
are taken from the respective studies as they were reported. All these studies adopt different
settings for their experimentations with Salat. However, it is important to note that none of

these existing studies reports LOSO accuracy, and therefore, the accuracies reported by these
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existing studies should be an overestimate - at least from the perspective of the LOSO scenario.
Nonetheless, for a more comprehensive performance comparison, assessing all the methods in

the same experimental setting could be explored in the future.

Table 9.1: Comparison over the performances and other aspects of our approach and other related
studies

Author (Year) Number Device Natural Applicable Validation Accuracy
of (Placement) Usage for all protocol (%)
Subjects
Ghannam et al., [3] - Smartphone X X Separate training 91.0
(2016) (Upper-back) and testing data
Eskaf et al., [39] 10 Smartphone v/ X Cross-validation 94.6
(2016) (Shirt’s pocket)
Obaid et al., [33] 20 Smartphone v/ X Cross-validation 93.0
(2018) (Pocket)
Ahmad et al., [2] 10 Smartphone X X Cross-validation 97.5
(2019) (Upper-arm)
Topu et al., [36] 8 Smartphone v/ X Cross-validation 93.9
(2021) (Pocket)
Our study 30 Smartwatch v/ v/ LOSO 99.3
(Wrist)

Salat differs in its characteristics from other activities studied in the literature to a great
extent, and our method is specifically devised for Salat keeping its specific characteristics
in consideration. Here, first of all, our proposed approach of state recognition separates out
the steady and transitional steps, and thus, narrows down our search space. Afterwards, we
apply the notion of semantic rules, as the activities in Salat present specific semantics in their
actions. The significance of applying semantic rules is proved by the accuracy obtained with
and without applying these as presented in Table 8.5. It is worth mentioning that, the machine
learning approaches demand extracting features from each window, and this incurs substantial
computational cost. Instead, we use DTW, more specifically a variant of DTW, called fast
DTW [174]. Thus, our proposed method reduces the computational complexity compared to

existing machine learning approaches demanding feature extraction.

Robust Performance Analysis

With the classical machine learning approaches, we obtain a maximum of 95% cross-validation
accuracy. With DL, this is even better (96.1%). However, we investigate that when we perform
LOSO instead of cross-validation, we find an accuracy of less than 70% for some subjects. This
means that, for some of the subjects, these models will be able to recognize activities in Salat
correctly, while at the same time, there are high chances to fail for some other subjects. The
cross-validation accuracies we achieve are unable to reveal these limitations of the classical

machine learning approaches as well as DL-based approaches. However, the findings from LOSO
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motivate us to come up with an improved methodology to provide better and more uniform

performance in a user-independent manner.

In the case of cross-validation, we shuffle the data and then divide it into a few folds. For
each fold, the system is trained with all data, except for the data from that particular fold. The
performance of the system is then tested on the fold that was kept out for training. Finally,
performance is averaged across the different folds. Accuracy is typically higher in such validation,
as activities performed by human beings have a strong subjective characteristic that is related to
different factors such as age, gender, weight, height, etc., [190]. Therefore, the same activity
performed by different persons might substantially vary, while a person tends to do the same
activity almost in the same way every time. Accordingly, in the case of cross-validation, as the
data of all the subjects are shuffled together, it is highly likely that the training folds already carry
some data of the subjects whose data are present in the testing fold. Therefore, as the model has

already learned those data, it can perform well on the unseen data of the same subjects.

However, this is not what happens in real-life deployment, as the accuracy of activity recognition
can fluctuate when applied to data collected from new unseen participants, indicating a lack
of generality across different persons [116]. Therefore, if we rely only on the cross-validation
accuracy, we may miss out the latent weaknesses of our model. Nonetheless, our study proves a
similar concern raised in the study [114], demonstrating that cross-validation accuracy, no matter
how impressive, is not sufficient alone to understand the correct behavior of a HAR model in
reality. The LOSO type of validation is highly important as it closely mimics the real scenarios.
Therefore, we use LOSO as the validation protocol in addition to cross-validation to evaluate the
classifiers’ ability to recognize the activities of an unacquainted subject. This gives us a better

understanding of the performance of our proposed methodology in the real world.

Scaled up Experimentation with Larger Number of

Subjects

A noteworthy strength of the experimentation and demonstration of the validity of the results in
our study is that our experimentation involves a considerable number of subjects covering diverse
demography. Among the earlier HAR studies focusing on Salat, we find that the maximum
number of subjects involved is only 20 [33]. Most of the existing studies collect data from fewer
subjects, mostly 10 [2, 3, 39]. Some studies even work with fewer such as 8 subjects [36]. On
the contrary, we experiment with a much larger number of subjects (30). Moreover, the diverse
demography presented in Table 7.1, ensures that enough variation over the subjects has been

captured The diversity and variation in turn facilitate demonstrating the validity of our results.
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Fine-grained Recognition

Our model is capable of predicting each step of Salat except Taslim. Taslim marks the end of
the prayer while sitting in the same position, turning only the head first to right and then to left
saying a specific supplication [28, 29]. As this only includes the movement of the head, its impact
on the smartwatch (placed on the wrist) is not significant enough. Therefore, the signal captured
by the smartwatch does not exhibit substantial change during this step. This is why, this step
cannot be recognized. All other steps, irrespective of whether it is steady or transitional, can be
recognized by our model. To be precise, we recognize Takbeer, which is not recognized by any
of the earlier studies to the best of our knowledge. This made our system capable of recognizing
Witr Salat, Salat of all schools of thought where Takbeer is also offered in between the steps of
Salat and the beginning of Salat.

Furthermore, the earlier sensor-based studies cannot differentiate between the postures of
standing and short-standing states [3, 33, 39]. The reason behind this happening is the fact
that these two stages differ only in the placement of hands, and a smartphone kept in a pocket
or tied to the body is unable to capture this difference. However, a smartwatch resting on the
wrist is capable of differentiating between the postures of standing and short-standing. Thus, we
can successfully detect the short-standing and standing in an individual manner. Besides, while
collecting data, we find many people spending not enough time in the short-standing phase or
in the sitting phase in between the two prostrations. This is not considered in any of the earlier
studies, and therefore, there is a chance that the existing methodology might fail to provide
accurate output in such cases. However, our proposed methodology takes this into consideration,
and no matter how quickly these steps are performed, can be recognized by our model. Thus,

our model is capable of predicting the complete sequence of activities performed in Salat.

Tolerance to Extra Activities

We make our system robust by making it tolerant to extra activities that are not part of Salat,
however, found to be often done by people [115]. Unfortunately, the task of recognizing these
activities is ignored in all earlier HAR studies focusing on Salat. However, as our data collection
device smartwatch rests on the wrist, and the extra activities are mostly done by a hand, they
result in some extra transitions in the signal. Therefore, the actual state can get masked by the
extra activities done by a hand. As in our proposed methodology, we match the transitional
activities in Salat with the templates stored in our template database, considering these transitions
introduced by the extra activities could result in wrong predictions. Therefore, detecting the
extra activities and ignoring those is very important for our model. In this regard, we leverage
DTW to eliminate the extra activities in the post-processing stage. This scenario presents the

necessity of post-processing in the process of producing a complete and final prediction.
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Usage of a Convenient Wearable for HAR in Salat

To recognize activities in Salat, in our study, we leverage a smartwatch as the data collection
tool. To the best of our knowledge, we are the first to utilize a smartwatch in such a way for the
purpose of HAR in Salat. In contrast, all the earlier sensor-based HAR studies focusing Salat
used smartphones as the data collection tool.

As for their respective usages, both smartphones and smartwatches are convenient for their own
purpose. Besides, smartphones appeared in the market earlier than smartwatches, and therefore,
are more pervasive than smartwatches. We also find an evidence of this fact from our survey
as stated in Section 6.5. However, both of these devices have different sets of advantages of
their own, which make one of them more suitable for some scenarios than the other one. For
example, in our case, i.e., the case of activity recognition in Salat, the data collection device is
expected to be easy-to-use, convenient to pray with, non-distracting, and should be applicable
to all. Smartphones, though more pervasive than smartwatches in today’s world, pose some

limitations from these perspectives when used as a data collection tool in HAR in Salat.

First of all, the placement of smartphones poses a problem. The placements proposed by some
of the earlier studies in [2, 3], as shown in Figure 4.1, are not convenient at all. Notably, the most
convenient placement for a smartphone would be to keep it in a pocket, which is also suggested
in other earlier studies [33,36,39]. However, this is not applicable for all and in all cases either,
as not all types of garments have pockets. Even if they have, it is not confirmed that the pockets
would be of the same size or at the same location. On the other hand, smartwatches are worn
on the wrist in general. Besides, the size and placement of the smartwatches pose almost no
inconvenience to a worshipper to pray with in general. Moreover, the watch screen is in the line
of sight of the user, and therefore, easy to receive any feedback provided on the screen. Therefore,
when we are considering activity recognition in Salat, the smartwatch stands out in terms of
convenience and practicality than the smartphones. Our findings from the survey also support
this understanding. As per our survey findings, many participants explicitly expressed that, if
they have to pray with a device, then they prefer a smartwatch over a smartphone. Considering
all these, we can claim that, in the case of HAR in Salat, smartwatches are more convenient than

smartphones.

Contribution to the HAR Literature

In our study, we propose a new methodology for recognizing a complex activity Salat and the
methodology yields a near-perfect accuracy. Our study contributes to the HAR literature in
several ways. First of all, the pipeline of our proposed methodology, i.e., the delicate combination
of semantic rules, DTW, and custom context-based postprocessing, is the first of its kind in the

HAR literature to the best of our knowledge. As we can recognize a complex activity following
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this new methodology with near-perfect accuracy, the methodology can be exploited in the future
for recognizing other complex activities such as sports training, different types of Yoga, different
types of exercises, military training, etc. More specifically, to recognize the activities that involve
the sequential execution of a set of simple activities, our proposed methodology might be a good
option to be explored. For example, the study in [ 191] recognizes six different types of exercises
for frozen-shoulder rehabilitants. Each of these exercises involves specific postures and they
are repeated multiple times. In such a case, we can explore our methodology to detect these

exercises and count the repetitions.

On the other hand, our prepared dataset can also be valuable in the HAR literature. The dataset
can serve as a benchmark dataset for complex activities. The dataset contains a good number of
steady and transitional activities, and therefore, future researchers can design and test different
methodologies for complex activity recognition leveraging this dataset. Nonetheless, future
methodologies can also be experimented with the dataset for comparative analysis over their

performances.

Besides, for the first time, our survey in this study reveals the eagerness of people to be helped
in their worship. This might encourage future researchers to detect activities in other types of
worship to assist people. For example, recognizing Tawaf, Sai, stoning, and other worships
performed by the Hajj pilgrims [192], and providing their accurate counts to the pilgrims through

activity recognition, might be some other prominent research areas worth exploring in the future.

Scope of Our Study - Recognition, Potential Extensions,and

Beyond

The scope of this study is limited to the recognition of the activities performed in Salat.
More specifically, this study recognizes the steady states of Salat as listed in Table 1.1 along
with Takbeer. After the activities performed in Salat by a worshipper get recognized by the
methodology proposed in this study, the sequence of recognized activities can be used later
to assess the completeness and correctness of the prayer. The assessment can be done by an

application or by the worshipper himself.

Besides, it is worth mentioning that this study covers recognizing the activities in Salat, and
identifying different mistakes in Salat is its logical consequence. This happens as mistakes related
to the count of various activities in Salat can be captured based on the activities recognized.
Examples of such mistakes include forgetting to perform a specific activity (e.g., a Rakah),

performing a specific activity more than the prescribed times, etc.

Even though activities recognized by this study can be utilized for identifying different types of
mistakes, there also exist other types of mistakes that cannot be identified in this way. Examples

of such mistakes include wrong recitation, wrong direction of facing, wrong postures such as
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placing hands on the chest instead of the belly, etc. For identifying these types of mistakes,
other suitable approaches such as speech recognition, direction identification, etc., need to be

performed and blended.



Chapter 10
Avenues for Future Work

In this chapter, considering the promising outcomes of our study, we further report some scopes
of future work. The future scopes cover improvement of recognition methodology, an extension
of coverage to different users and prayers, real-world deployment, exploring low-resource
alternatives, and focusing on other application domains. Below we elaborate on each of these

potential future scopes in detail.

Improvement of the Recognition Methodology

We plan to improve our activity recognition methodology in several ways. First of all, we plan
to make the labeling process semi-supervised. As we manually label the data, this task takes
a substantial amount of time and effort. In fact, this serves as a bottleneck to building a larger
dataset. Therefore, it would be valuable if we can make the labeling process semi-supervised
as done in many previous HAR studies [193, 194] to expedite the labeling process. We would
also like to explore various alternatives to the currently-implemented pattern matching technique
using DTW.

Besides, in Table 9.1, we compare the accuracy we achieve by applying our methodology on
our collected dataset with that of the reported accuracy of the earlier studies. However, in the
experiments done by the earlier studies [2, 3, 33], the experimental settings, subjects, etc., are not
the same as ours. Therefore, the comparison would be more comprehensive if that could be done

in the same experimental settings, which is left as our future work.

Extension of Coverage of Our Study

Future work can improve this study by including more subjects to validate the effectiveness
of the presented approach at a large scale. Besides, we could not collect data from people of

different schools of thought or from people, who, due to some disability or so, cannot perform
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Salat in the conventional way (for example, people who perform the complete prayer while
sitting). Besides, different unconventional prayers such as Salatut Tasbih, Taraweeh, etc., are yet
to be covered in our study. Addressing these issues can be another potential direction for future
work. The model needs to be tested with those prayer patterns and we need to make necessary

adjustments in the model where needed.

Need for A Longitudinal Study

In this study, we collect data once from every subject and no longitudinal study is undertaken.
However, the same person might pray differently in different situations and this difference
is not captured in our dataset. Moreover, the demography of the person, the place of prayer,
and the surroundings might also influence his Salat. To find out what factors influence the
performance of prayer and mistake frequency and how they do so and at the same time to have a
deeper observation into the patterns of mistakes in Salat, a longitudinal study can be undertaken

observing the prayers of the same person over a considerable period of time.

Real-world Deployment

As we achieve satisfactory results for activity recognition in Salat, we wish to take this to the
next step, which is real-life deployment generating relevant alerts and reports. To do so, we
plan to develop an app with features outlined in this study that would provide details of the
activities performed in Salat, i.e., their sequence, time taken to perform each activity, etc. This
can be extended to work in real-time so that the activity recognition takes place online and the
count of Rakat or other activities can be displayed on the watch screen as per the preference of
a worshipper as well as the applicable rules in Islam. In this way, whenever a worshiper gets
confused, he can check his confusion with minimal effort. Moreover, when he makes a mistake,

such as missing a prostration or so, the device can generate an alert in a suitable way.

Additionally, our methodology can also be used to analyze the continuous stream of accelerometer
data and detect prayer patterns, i.e., whether a person is praying or not, as done in [39]. Therefore,
apps built on our proposed methodology can also act as a prayer tracker if a person wears the
smartwatch during praying. Therefore, an auto-adjusting alarm feature can be developed, which
can keep reminding a person about offering prayer before a sufficient time interval of that
prayer. Upon detection of the prayer, the app can also send the device to silent mode so that no
disturbance occurs from the device during performing the prayer. Such an app can reveal various
important aspects about a person’s prayer such as which prayer the person misses most, which
prayer he offers late, which prayer he rushes through, which mistakes he makes more often,

which activities in the prayer he spends less time, etc. A person, upon receiving this information,
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can take steps for improving his own prayer.

In fact, based on these future explorations, another feature worth investigating could be giving
people feedback about their prayers either instantly or upon analyzing their prayers for a certain
period. For example, if a person is found to miss the Fajr prayer frequently, he can be given
suggestions regarding how to wake up for Fajr or the app can warn the person when he is staying
up late at night. Similarly, if a person is found to hurry in his prayer or any specific activity,
he can be reminded of the importance of praying in a slow and steady manner in Islam with
appropriate references. Furthermore, when a Muslim travels covering s specific distance, he has
to shorten his prayer, i.e., pray less number of Rakat for some prayers [28, 29]. The app can be
made to keep track of these things too and remind the person about this. Thus, such an app has
great potential to help Muslims to improve the quality and quantity of their prayers. Therefore,
our future goal is to develop such an app and deploy this app to different types of users and

ameliorate the quality of the app based on the feedback from the users after their real usage.

Utilizing Low-Resource Alternatives

In our study, the wearable we use is a high-resource one. Therefore, another possible future work
could be to work next with low-resource and low-cost wearables. These days fitness bands are
also becoming very pervasive [195] and they can be a good low-cost and low-resource alternative
to smartwatches. In addition to that, a desirable extension of this work would be to explore
the applicability of other smart devices such as smart glasses, smart earbuds, etc., [196] for the

purpose of activity recognition in Salat.

Handling Variability in The Sensed Signals of Devicesfrom
Different Brands

In our study, we used a single smartwatch for data collection. In reality, the signals captured by
wearables of different brands or different models might vary across devices. This happens as
each of them is equipped with different sensors, algorithms, etc. [197]. Handling this variability
of signals is necessary to ensure the robustness of the system. Therefore, experimenting HAR in
Salat with smartwatches of different models and different brands would make the study more

comprehensive.
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Enlarging Application Domains

Our work can serve as a guideline to recognize various activities in different application domains
such as different types of Yoga, sports, firearms training, etc. On the other hand, our survey
reveals the eagerness of people to be helped in their worship. Thus, future attempts can be made
to detect activities in other types of worship to assist people. For example, recognizing Tawaf,
Sa’i, stoning, and other worships performed by the Hajj pilgrims [192], and providing their
accurate counts to the pilgrims through activity recognition, can be a potential direction of future
work. Especially, in the context of Hajj, smartwatches would be a convenient and suitable option

due to the heavy crowd there as well as the adoption of bands by the Hajj authority [198].



Chapter 11
Conclusion

In today’s world, HAR solutions are being leveraged widely for assisting people in numerous
fields for solving diversified problems [19-21]. Salat, being the most fundamental worship of
the Muslim community as well as a complex activity by definition [6, 11], has got the attention
of HAR researchers too over the last decade. However, several limitations still exist in these
HAR studies focusing on Salat, and the literature is yet to provide a convenient robust solution

for activity recognition in Salat.

To this extent, in this study, we approach to address the gaps in the literature focusing on activity
recognition in Salat. However, before that, we perform an exploratory study by conducting a
survey to find out the requirement and acceptability of such HAR solutions to help people in
their Salat. By performing qualitative and quantitative analyses over the survey responses, we
find out that mistakes are common in prayers. Besides, people in general, are willing to explore

such HAR solutions provided that they are convenient to assist them in their prayers.

Subsequently, we propose an activity recognition methodology for Salat leveraging a smartwatch
considering its convenience and feasibility in real-life deployment for daily use. We collect
smartwatch-sensed data from 30 subjects while performing Salat and prepare a dataset having a
large number of samples (3,50,762). Utilizing the dataset, we analyze and propose a new HAR
methodology. In our proposed methodology, we blend together usages of machine learning

algorithms, semantic rules, DTW, and custom post-processing in a delicate manner.

Rigorous experimentation reveals that our proposed methodology outperforms all the previous
studies, as we achieve near-perfect accuracy (99.3%) in recognizing the activities in Salat. Here,
we perform user-independent accuracy analysis so that we can analyze the actual performance of
our methodology in the real world. Besides, we recognize Takbeer and differentiate between
the postures of standing and short-standing to recognize them independently along with other
activities in Salat and provide a complete prediction about the steps of Salat performed by a
worshipper. Additionally, we consider the fact that people while praying, makes some extra

activities using their hands. Such extra activities which should be overlooked, as they do not
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nullify Salat [115]. In our methodology, we incorporate strategies to overlook the extra activities,

which increases the robustness of our proposed methodology.

Thus, our experimental results demonstrate the significant potential of our proposed methodology
to accurately and robustly recognize activities in Salat using a single smartwatch. Being motivated
by the potential, we plan to develop an app in the future for providing people with accurate details
about their prayers so that they can observe and assess their Salat for further improvement. We
also plan to scale up our study with more subjects. Our future goals also cover exploring different
types of Salat and Salat performed following different schools of thought. Nonetheless, in the
future, we plan to go beyond Salat and cover other religious tasks such as Tawaf, Sa’i, etc., [192]
for activity recognition using a smartwatch potentially exploiting our proposed methodology or

1ts extensions.
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