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Abstract

Self-pruning broadcasting algorithm exploits neighbor knowledge to reduce redundant

retransmissions in mobile ad hoc wireless networks (MANETs). Although in self-

pruning, only a subset of nodes forward the message based on certain forwarding rule,

it belongs to one of the reliable broadcasting algorithm category where a broadcast

message is guaranteed (at least algorithmically) to reach all the nodes in the network.

In this thesis, we develop an analytical model to determine expected number of for-

warding nodes required to complete a broadcast in self-pruning algorithm. The derived

expression is a function of various network parameters (such as, network density and

distance between nodes) and radio transceiver parameters (such as transmission range).

Moreover, the developed mathematical expression provides us a better understanding

of the highly complex packet forwarding pattern of self-pruning algorithm and valuable

insight to design a new broadcasting heuristic. The proposed new heuristic is a dynamic

probabilistic broadcast where rebroadcast probability of each node is dynamically de-

termined from a developed mathematical expression. Extensive simulation experiments

have been conducted to validate the accuracy of the analytical model, as well as, to

evaluate the efficiency of the proposed heuristic. Performance analysis shows that the

proposed heuristic outperforms the static probabilistic broadcasting algorithm.
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Chapter 1

Introduction

A mobile ad hoc wireless network (MANET) is a collection of low power wireless mobile

hosts forming a temporary network without the aid of any global topological informa-

tion or infrastructure. The nodes are free to move randomly and organize themselves

arbitrarily; thus, the network’s wireless topology may change rapidly and unpredictably.

In general, routes between nodes in an ad hoc network may include multiple hops, and

hence it is appropriate to call such networks as “multi-hop wireless ad hoc networks”.

Each node will be able to communicate directly with any other node that resides within

its transmission range. For communicating with nodes that reside beyond this range, the

node needs to use intermediate nodes to relay the messages hop by hop. Applications

of MANETs occur in situations like battlefields or major disaster areas where networks

need to be deployed immediately, but base stations or fixed network infrastructures are

not available, not trusted, too expensive or unreliable. Because of their self-creating,

self-organizing and self-administering capabilities, ad hoc networks can be rapidly de-

ployed with minimum user intervention. There is no need for detailed planning of base

station installation or wiring. Broadcast and unicast are two unique ways for data dis-

semination in MANETs. Due to the dynamic nature of MANETs, broadcasting is more

frequent compared to the wired network.

1



CHAPTER 1. INTRODUCTION 2

1.1 Broadcasting in MANETs and its Applications

Broadcasting is a fundamental network operation. It refers to the sending of a packet

from a source host to all other hosts in the network. It is a one-to-all operation in the

network. Due to the limitation of radio power, a mobile host may not be within the

transmission range of all other hosts. This creates a multi-hop scenario, where packets

originated from the source host are relayed by several intermediate hosts before reaching

the destination. Broadcasting is spontaneous that means any mobile host can issue a

broadcast operation at any time.

Broadcasting is a common operation in many applications, e.g., graph-related prob-

lems and distributed computing problems. Broadcasting applications include paging a

particular host, sending an error message to erase invalid routes in a mobile environment

or sending an alarm signal. It is also widely used to resolve many network layer prob-

lems. It is frequently performed for route discovery process in several routing protocols

such as Dynamic Source Routing (DSR) [1], Ad-hoc On-Demand Distance Vector Rout-

ing (AODV) [2], Cluster Based Routing Protocol (CBRP) [3], Location-Aided Routing

(LAR) [4], Zone Routing Protocol (ZRP) [5] and so on. Some protocols even use broad-

casting for actual data transmissions. Sometimes, broadcasting may also be used to

provide multicast services in networks with rapid changing topologies.

1.2 Broadcast Storm Problem in Mobile Wireless Ad hoc

Network

In MANETs each mobile host is equipped with a CSMA/CA (carrier sense multiple

access with collision avoidance) [6] transceiver and there is no acknowledgment mecha-

nism. Synchronization in such a network with mobility is unlikely, and global network

topology information is unavailable to facilitate the scheduling of a broadcast. There-

fore, the most naive approach for broadcasting is flooding where a broadcast packet is

forwarded exactly once by every node [7] in the network. Clearly, this costs n trans-

missions in a network of n hosts. The only “optimization” applied to this solution is

that nodes remember messages received from flooding, and do not act when receiving
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repeated copies of the same message. Although theoretically, such blind flooding en-

sures a complete coverage, in reality, such naive flooding may cause serious redundancy,

contention and collision, with many nodes not receiving the message as a consequence.

• Redundant rebroadcast: The radio propagation is omnidirectional and a physical

location of a host may be covered by the transmission ranges of several hosts.

When a mobile host decides to rebroadcast a message to its neighbors and all of

its neighbors already have the message then the rebroadcast is considered to be

redundant.

• Contention: After receiving a broadcast message from a host, if many of its neigh-

bors decide to rebroadcast the message then these rebroadcasts may cause serious

contention in the network.

• Collision: Because of the lack of acknowledgment mechanism and the timing of

rebroadcast is highly correlated, collisions are more likely to occur and cause more

damage.

Fig. 1.1 represents a network scenario where the nodes indicate mobile host and the

links between nodes indicate that they are within the transmission range of each other.

In Fig. 1.1(a), when node B broadcasts a message nodes A, C and D will receive the

packet. After receiving the packet from B, nodes C and D decide to rebroadcast the

packet at the same time and they will contend for rebroadcast. And if they forward

the packet at the same time it will cause collision in the network. Fig. 1.1(b) describes

the situation after every node in the network forwards the packet exactly once. It will

create serious redundancy in the network. For example, D receives the same message

3 times from B, C and E. Collectively, this phenomenon is known as broadcast storm

problem [8] in the literature. Moreover, in wireless environment each node operates in

promiscuous receive mode which often makes such blind flooding undesirable.

1.3 Broadcasting Algorithms

Therefore, a variety of broadcasting techniques have been proposed to reduce redundant

packet forwarding generated by flooding [9–14]. All those techniques can be broadly
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Figure 1.1: Broadcast storm problem. (a) nodes A, C and D receive a broadcast packet
from B. (links between nodes indicate that they are within the transmission range of
each other and the arrows indicate packet forwarding), and (b) after every node in the
network forwards the broadcast packet exactly once.

classified into two categories,

1. Unreliable broadcasting and

2. Reliable broadcasting.

In an unreliable broadcasting, a node may miss a broadcast packet because the protocol

(intelligently) reduces redundancy by inhibiting packet forwarding from the nodes which

find themselves “less-effective” as intermediate forwarder. The effectiveness of a node

is often measured based on some preset probability values or counter values, or based

on distance and location [8]. Usually, this kind of broadcasting algorithm requires no

topology information. On the contrary, the reliable protocols are based on the so-called

concept of “connected dominating sets” (CDS ) and ensure that every node in the net-

work receives a broadcast. A dominating set D(S) of a set S is a set of nodes such

that each node from S either belongs to D(S) or has a neighboring node that belongs
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to D(S). It is easy to observe that all nodes will receive the message if it is retrans-

mitted only by nodes that belong to a connected dominating set. Connectivity provides

propagation through the whole network, whereas domination assures reachability by all

nodes. The broadcasting task can therefore be solved optimally by finding a connected

dominating set of minimal size. Optimality here is measured by the percentage of saved

retransmissions in a reliable broadcasting scheme. Unfortunately, the problem of finding

a connected dominating set of minimal size is NP-complete, even if a node has global

knowledge about the network. Therefore, one must apply heuristics to flood intelligently.

Reliable broadcasting algorithms usually use one or more hop neighbor information for

their forwarding decision. Many reliable broadcasting algorithms have been proposed

over the past decade [14–17]. Of course, the unreliable broadcasting algorithms can

only be used for applications that do not require full reliability. On the other hand, full

reliability often induces a cost that is too high.

1.4 Motivation of the Thesis

One of the widely used reliable broadcasting algorithms known as self-pruning uses

neighborhood knowledge [14] for forwarding packets and significantly reduces redun-

dant data transmissions. In self-pruning each node collects adjacent node information

by periodically exchanging “hello” messages. Upon receiving a broadcast packet, the

receiving node will check the neighbor list of the sender and receiver. If there is any

neighbor other than the common neighbor of the sender and receiver in the neighbor

list of the receiving node then the receiving node will forward the packet. Otherwise, it

drops the packet and becomes a non-forward node. So far, the evaluation of self-pruning

is mainly based on experiments and lacks detailed theoretical analysis. One inherent

reason lies on the fact that even a simple broadcasting algorithm like self-pruning typ-

ically generates highly complex packet forwarding patterns and the existing protocols

were only targeting simple heuristics. Theoretical analysis of self-pruning will help us

to gain insight to the efficiency and reliability of the protocol as a function of various

network parameters. We can also easily estimate the reliability and performance of a

network prior to the deployment of that network.
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Furthermore, based on the analysis results it is possible to design new heuristics.

Therefore, the analytical modeling of self pruning will assist us to propose a new dy-

namic probabilistic heuristic for MANETs. Although reliable broadcasts ensure the

reachability of a broadcast to every node in the network, the reliable protocols have

a very high communication overhead due to their dependency on 1-hop neighborhood

information and sometimes on 2-hop neighbor information. Exchanging neighborhood

information is a costly operation in MANETs and incurs a high overhead. The fre-

quency of exchanging neighborhood information increases with the increase of mobility.

Consequently, unreliable protocols are more preferable in the highly mobile dynamic

environment.

In highly mobile networks, a very simple but effective approach to reduce redundant

rebroadcasts is the probabilistic broadcasting algorithm [8]. In probabilistic broadcasts,

upon receiving a broadcast packet, each node in the network (except the sender and

receiver) decides whether to rebroadcast it or not based on a pre-defined probability

value. Mathematically speaking, instead of blindly forwarding any packet, a node in the

network rebroadcasts a message with probability P and takes no action with probabil-

ity 1 − P . The performance of such protocol highly depends on the selected value of

the forwarding probability P. With higher P values, more redundant transmissions take

place but the chance of reaching all the nodes in the network increases as well. With

lower P values the opposite thing happens. Thus, an inherent problem of this approach

is to set a globally optimal probability value which is appropriate for all networking

conditions and all dynamic environments. For example, in a dense network, a low prob-

ability value would ensure high reachability but the same low probability value would

inhibit a significant number of nodes from receiving the broadcast in sparse networks.

On the other hand, with a high probability value, high reachability can be maintained

in sparse networks but the same value will create many redundant rebroadcasts in dense

networks. Therefore, the probability of each node should be assigned dynamically rather

than statically based on the node density, distance from the sender and other network

parameters.
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1.5 Contribution of the Thesis

In this thesis, we concentrate on building an analytical model for characterizing self

pruning algorithm as a function of various network and transceiver parameters. The

developed mathematical model gives us insight to the efficiency and reliability of this

protocol. To validate the accuracy of the analytical model, we compare the analytical

results with the simulation results. Another contribution of this thesis is, we propose

a dynamic probabilistic broadcasting algorithm for MANETs based on the analytical

results of self-pruning algorithm. We measure the efficiency and effectiveness of the

proposed heuristic through extensive simulation experiments. Therefore, the main ob-

jectives of our thesis are as follows:

1. Mathematically analyze self-pruning algorithm and quantify the forwarding prob-

ability of a node located at a certain distance from the source of a broadcast.

2. Build mathematical model to estimate average fraction of neighbors forward-

ing/rebroadcasting the packet within a node’s neighborhood when self-pruning

algorithm is used.

3. Identify the effect of several network and transceiver parameters on the perfor-

mance of self-pruning based broadcasting.

4. Propose a new dynamic probabilistic heuristic for wireless multi-hop networks.

1.6 Organization of the Thesis

After an introduction which is provided in this chapter, Chapter 2 provides a brief

discussion of prior related research works. A brief discussion of the basic terms and

concepts used throughout the thesis is presented in Chapter 3. Chapter 4 develops the

analytical model to characterize the self-pruning algorithm, while Chapter 5 describes

the proposed dynamic probabilistic algorithm. Chapter 6 presents simulation results to

validate our model and measure effectiveness of the proposed new heuristic. Finally,

Chapter 7 concludes the thesis with some pointers to possible future works.



Chapter 2

Literature Review

In this chapter, we provide an overview of broadcasting algorithms that focus on reduc-

ing broadcast storm problem. A significant amount of works have been done to alleviate

the broadcast storm problem. Section 2.1 discusses some simple broadcasting algorithm.

Works related to self-pruning broadcasting algorithm are presented in Section 2.2. Fi-

nally, Section 2.3 reviews some of the recent works related to probabilistic broadcasting

algorithms.

2.1 Broadcasting Algorithm in Wireless Ad hoc Network

One of the earliest broadcast mechanisms is flooding. Although flooding is extremely

simple and easy to implement, it can be very costly and can lead to serious problem,

named as broadcast storm problem. Ni et al. [8] classified broadcasting schemes into

five classes to reduce redundancy, contention, and collision: probabilistic, counter-based,

distance-based, location-based and cluster-based. In probabilistic scheme on receiving a

broadcast message for the first time, a mobile host will rebroadcast it with a predefined

probability value, P. Clearly, when P equals 1, this scheme is equivalent to flooding. In

counter-based scheme, a node determines whether it rebroadcasts a packet or not by

counting how many identical packets it receives during a random delay. The expected

additional coverage decreases after hearing the same message k times as k increases.

When the expected additional coverage of the host’s rebroadcast becomes too low that

means the number of received messages exceeds a threshold value, the rebroadcast is

8
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inhibited. In distance-based scheme the decision of whether to drop a rebroadcast or

not depends on the relative distance between hosts. Suppose, host A heard a broadcast

message from S for the first time. If the distance, say d, between A and S is very

small, there is little additional coverage A’s rebroadcast can provide. If d is larger,

the additional coverage will be larger. Therefore, this can be used as a metric by A to

determine whether to rebroadcast or not. In location-based scheme, additional coverage

concept is used to decide whether to rebroadcast a packet or not and this additional

coverage is acquired by the locations of broadcasting hosts. In cluster-based scheme,

MANETs is divided into clusters, which is a set of mobile hosts. There are one cluster

head and several members in a cluster. Cluster head is representative of a cluster and its

rebroadcast can cover all members in that cluster. A member that can communicate with

other clusters and have responsibilities to propagate the broadcast message is known as

gateways.

Williams et al. [18] classified the broadcasting techniques into four groups and com-

pared their performances: simple flooding, probability-based, area-based and neighbor

knowledge scheme. The algorithm for simple flooding starts with a source node broad-

casting a packet to all its neighbors. Upon receiving the packet each neighbor in turn

rebroadcasts the packet exactly one time and continues until all reachable network nodes

have received the packet. In probability-based methods they have presented probabilis-

tic scheme and counter-based scheme. Probabilistic scheme is a very simple approach

to reduce redundancy. It is similar to flooding except nodes only rebroadcast with a

predetermined probability, P. In area-based methods nodes decide whether to rebroad-

cast a packet or not based on the additional coverage area. Although area-based scheme

works quite well, it does not know whether there is any node in the calculated coverage

area. Therefore, some nodes may not receive broadcasting packets. Area-based methods

include distance-based scheme and location-based scheme. Neighbor knowledge scheme

maintains neighbor node information to decide whether it or the neighboring nodes

have to rebroadcast. To use neighbor knowledge method, each node has to explicitly

exchange neighborhood information among mobile hosts using periodic “hello” pack-

ets. Various neighbor-knowledge based schemes are discussed here, such as, Flooding

with Self-pruning, Scalable Broadcast Algorithm (SBA), Dominant Pruning, Ad hoc
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Broadcast Protocol, CDS-based Broadcast Algorithm and so on.

2.2 Self-pruning Algorithm

Lim and Kim [14] proposed one of the simplest neighbor-knowledge based flooding ap-

proach dubbed as self-pruning which reduces the number of retransmission by selecting

a small set of forward nodes. In this approach, when a node receives a broadcast packet

and all of its neighbors already have the packet then it refrains itself from rebroadcast.

Otherwise, it is selected as a forwarding node.

Wu and Dai [15] proposed a general framework for broadcasting based on self-pruning

in ad hoc networks. In this approach, each node builds its k -hop information by ex-

changing periodical “hello” messages. The “hello” message also includes the priority of

each node. Each node makes its forwarding decision based on two coverage conditions

and these coverage conditions depend on the k -hop topology, priority, and visited node

information. The forward node set can be constructed by either a dynamic or static

approach. If the protocol use visited node information then it is dynamic otherwise it

is static.

Wu and Dai [19] focused on the performance evaluation of existing self-pruning al-

gorithms and also described an enhanced version of the generic protocol proposed by

Wu and Dai [15]. In their work they have observed the efficiency and reliability of vari-

ous protocols which have used different self-pruning conditions as a function of various

network parameters. They have also evaluated the performance of the generic protocol

under various network environments. But their analysis lacks theoretical details.

Wu and Dai [20] proposed a mobility management method based on two transmission

ranges, r1 and r2, where r1 < r2. r1 is used to collect neighbor set and k -hop information

through “hello” messages, whereas r2 is used to perform actual transmission. Specifi-

cally, the proposed method consists of two stages: (a) forward node selection, followed

by (b) forwarding process. They have also extended Wu and Dai’s coverage condition

to a dynamic environment where network topology is allowed to change, even during

the broadcast process. In addition, connectivity, link availability, and consistency issues

related to neighborhood information of different nodes have also been addressed.
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Woon and Yeung [21] proposed two protocols namely, E-SBA and E-SBA+ which

use a simple idea of delay timer to ensure that nodes with more uncovered neighbors

rebroadcast first. These approaches solve the problems of an existing self-pruning pro-

tocol named SBA. They also introduced a timer suppression mechanism where a node

upon receiving a rebroadcast message set a lower priority and reset the timer.

Huang et al. [22] developed an analytical model for self-pruning. They have evaluated

their model based on expected broadcast cost and scalability. The analysis of the effect

of various network parameters, as well as, transceiver parameters was not considered in

their work. It also lacks proper analysis and evaluation of the mathematical model.

2.3 Probabilistic Broadcasting Algorithm

Reliable broadcasting algorithms use more specific information like neighbor list to re-

duce redundant rebroadcast. However, this kind of information requires the large mes-

sage overhead to keep the exact neighbor node list. Thus the methods those do not

require exact topology information in their forwarding decision can be used in broad-

casting.

Haas et al. [23] proposed a gossip-based approach, where each node forwards a packet

with a probability. They showed that gossip-based approach can save up to 35 percent

overhead compared to the flooding. However, when the network density is high or the

traffic load is heavy, the improvement of the gossip-based approach is limited.

Kim et al. [24] developed a dynamic probabilistic broadcasting approach with cover-

age area and neighbor confirmation. Based on the coverage area of a node, probability

is set. If it has small additional coverage area then a low probability is set and in case of

large additional coverage, a high probability is set. The additional coverage is estimated

by the distance from the sender. They have divided the coverage area of the sender

into three sub area A1, A2 and A3 with radii r1, r2 and r3 respectively. A node can

determine its coverage ratio depending on this three sub area. And by multiplying a

sensitivity parameter, α with the coverage ratio rebroadcast probability is determined.

They have also applied neighbor confirmation to prevent the early die out of a packet.

But authors did not introduce any optimal value for the sensitivity parameter α.
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Yassein et al. [25] presented a new probabilistic approach that dynamically adjusts

the rebroadcast probability as per the node distribution and node movement. It used

one-hop neighbor information to adjust probability of a node. If the message is received

for the first time and the number of neighbors is less than the average number of neighbor

then the node rebroadcast the message with a high probability value. Otherwise, if the

node has a high degree neighbors its probability is set to low value.

Bahadili [26] proposed a new probability adjusting model in which the number of first

hop neighbors of the transmitting node is divided into three ranges (low, medium and

high). And the rebroadcasting probability is adjusted according to three distribution

functions (flow(k), fmed(k) and fhig(k)) where k is the number of first hop neighbors.

Depending on the neighborhood density one of the three distribution function is selected

and it returns one of the three rebroadcasting probability Pmax, Pmed or Pmin. The main

drawback of this approach is that the estimation of the optimum values of the variables

Pmax, Pmed or Pmin and the appropriate value for the three ranges (low, medium and

high) of neighbors. They have also ignored the investigation of the effect of nodes

density, nodes radio transmission range etc. on the performance of the new model.

Zhang et al. [27] proposed a neighbor coverage-based probabilistic rebroadcast (NCPR)

protocol for reducing routing overhead in MANETs. In their approach, they have cal-

culated a novel rebroadcast delay to effectively exploit the neighbor coverage knowledge

and also define a connectivity factor to provide the node density adaptation. By combin-

ing the neighbor coverage knowledge and connectivity factor, a reasonable rebroadcast

probability is set. But using of neighbor coverage knowledge to keep the exact neighbor

node list will cause large message overhead in a highly mobile network.

In this section we have discussed various broadcasting algorithms. The goal of all

the above approaches is to minimize the number of rebroadcast in the network and

to minimize broadcast storm problem. Among these approaches one of the simplest

neighbor-knowledge based approaches is self-pruning broadcasting algorithm. To get

a better perception of the self-pruning algorithm, we develop an mathematical model

for it. We also propose a new dynamic probabilistic algorithm which uses a simple

expression to calculate the rebroadcast probability of a node based on the existence of

any node in the additional coverage area.



Chapter 3

Preliminaries

In this chapter we discuss some basic terms and concepts which are used throughout

the thesis. Section 3.1 presents the network model used to model a wireless ad hoc

network and the assumptions we made in this thesis. Section 3.2 illustrates the con-

cept of connected dominating set and in Section 3.3 we briefly describe self-pruning

algorithm. The idea of additional coverage area is covered in Section 3.4. Section 3.5

presents the probabilistic broadcasting algorithm. Finally, Section 3.6, Section 3.7 and

Section 3.8 describe the Binomial distribution, Poisson distribution and Simpson’s 3/8

rule respectively which are used in the mathematical modeling of self-pruning algorithm.

3.1 Network Model

We can use an unweighted graph G = (V,E) to represent an ad hoc wireless network,

where each node in a wireless network corresponds to a vertex v ∈ V and each edge e ∈ E

corresponds to a bidirectional link between the neighboring nodes in ad hoc networks. In

this thesis node and vertex have been used interchangeably. Two nodes are considered

neighbors if and only if their geographic distance is less than the transmission radius,

r. The circle around a node u corresponds to the transmission range of node u. All the

nodes within the circle are considered as the neighbors of node u. A node can obtain its

neighborhood information by periodically sending an update message. Another efficient

way uses the piggyback technique; that is, when a node needs to send a packet, it

attaches its neighborhood information along with the packet. We use N(u) to represent

13
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Table 3.1: Summary of notations.

Notation Description

A Network area

n Total node in the network

µ Node density

r Transmission radius

N(u) Set of neighbors of node u

N(v) Set of neighbors of node v

Su Circle areas covered by u’s transmission range

Sv Circle areas covered by v’s transmission range

Sv−u Additional cover region of v

x Distance between a node pair (u, v)

C(u) Cover region of node u with radius r

PF (x) Forwarding probability of node v at distance x from node u

EF Expected number of neighbors forwarded

FF Average fraction of neighbors forwarded

Prand Some random number between 0 and 1

the neighbor set of u. Notations used in our model are listed in Table 3.1.

3.1.1 Assumptions

In our network model n nodes are uniformly distributed over a rectangular deployment

area A and the resulting network is connected. The average node density is: µ = n/A.

The maximum transmission radius of each node is r. We assume a homogeneous system

where every node in the network has the same transmission range (TX). Each node has

the same probability to initiate a broadcast. In our model node mobility, packet loss

and node failure are not considered.

3.2 Connected Dominating Set

Neighbor-knowledge-based methods are based on the following idea: To avoid flooding

the whole network, a small set of forward nodes is selected. Basically, the forward node

set forms a connected dominating set (CDS) [14]. CDS is to find connected subset S of

V in which all elements in V − S is adjacent to at least one element of S, given graph

G = (V,E). For example, in the graph of Fig. 3.1, all the nodes except {B,C,D,G} is
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Figure 3.1: Connected Dominating Set (CDS).

linked to at least one element of {B,C,D,G}, and {B,C,D,G} is connected. Therefore,

{B,C,D,G} is a Connected Dominating Set. Again, {A,B,C,D,E} is also a CDS

because every node not in this subset is adjacent to at least one node in the subset. It is

easy to observe that all nodes will receive the message if it is retransmitted only by the

nodes that belong to a connected dominating set. Connectivity provides propagation

through the whole network, whereas domination assures reachability by all nodes.

3.3 Self-pruning Algorithm

Self-pruning is a simple broadcasting algorithm which helps in reducing the redundant

rebroadcast in flooding and minimizes the effect of broadcast storm problem. The

self-pruning algorithm [14] exploits the knowledge of directly connected neighborhood

information only. A node does not need to rebroadcast a packet if all its neighbors have

been covered by the previous transmission. Each node collects adjacent node information

by periodically exchanging “hello” messages. Therefore, it requires extra transmission

overhead of exchanging neighbor information. Suppose, node u forwards a packet and

v receives the packet. Node u piggybacks its neighbor list, N(u) in the packet. Upon

receiving the packet from u, node v checks whether N(v)−N(u)− {u} is empty where

N(v) is the neighbor list of node v. If it is empty, node v is set as a non-forwarding node

and refrains itself from forwarding. Otherwise, it is added to the forward list. These

forward nodes, including the source node form a connected dominating set (CDS).

We can explain self-pruning algorithm with a simple example shown in Fig. 3.2.

Fig. 3.2 shows a sample network of eight nodes with source node A. Neighborhood
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Figure 3.2: Example of self-pruning method. Connectivity between nodes is represented
by links. Here, A is the source node.

Table 3.2: Neighbors within 1-hop.

v N(v)

A B,C,E,G,H

B A,C

C A,B,D

D C,E

E A,D,F

F E,G

G A,F,H

H A,G

information of each node is shown in Table 3.2. Blind flooding needs eight packet

forwarding because all the nodes that receive the packet should forward the packet.

For self-pruning algorithm, node A broadcasts the packet and N(A) will receive the

packet directly. Neighbor set {B,C,E,G,H} receive the packet and decide whether to

rebroadcast the packet or not. Based on self-pruning algorithm, node C will be selected

as a forwarding node because N(C)−N(A)− {A} = {D}, which is not empty. Again,

node E and G also rebroadcast the packet. But the nodes B and H need not to forward

the packet. Because, both N(B) − N(A) − {A} and N(H) − N(A) − {A} is empty.

Therefore, total number of packet forwarding is six when self-pruning algorithm is used.
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Figure 3.3: Additional area that can be benefited from a rebroadcast is the shaded
region. Node u sends a broadcast packet and node v receives the packet.

3.4 Additional Coverage Area

The area that can be actually benefited from node v’s transmission after receiving the

packet from node u is denoted as the additional coverage area of v [8]. Based on self-

pruning approach, a node v is eligible for forwarding if it has one or more nodes in

its additional coverage area. If there is no node in the additional coverage area, then

all neighbors of v have already received the packet from u’s transmission. Therefore,

node v does not need to rebroadcast. Consequently the node v will be marked as a

non-forwarding node.

Consider the simple scenario in Fig. 3.3 where an arbitrary node u sends a broadcast

message and upon receiving the message node v decides whether to rebroadcast it or

not. The distance between node u and node v is x. Let, Su and Sv denote the circular

areas covered by node u’s and node v’s transmission range, respectively. The additional

coverage area that can be benefited from v’s rebroadcast is the shaded region and

denoted as Sv−u. A node located in this shaded region will become the neighbor of node

v only. The common neighbors of node u and node v are located in the intersection

region of the two circles centered at node u and node v. Therefore, if there is at least

one node in this additional coverage area then the list N(v) − N(u) − {u} will not be

empty. Based on this result we can determine whether a node in self-pruning broadcast

will forward the message or not.
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3.5 Probabilistic Broadcasting Algorithm

Probabilistic broadcasting algorithm [8] is a simple approach for broadcasting which also

reduces redundant rebroadcasts. In the probabilistic scheme each node rebroadcasts

with a predefined probability P. That means it assigns all nodes in the network the

same probability P for forwarding the message. Suppose, node v receive a broadcast

packet from node u. Node v will then generate a random probability (a random number

between 0 to 1). If this random probability is less than or equal to the predefined

probability P of the network then node v will forward the packet. Otherwise, it will

drop the packet.

When P = 1, it simply becomes blind flooding. The blind flooding is a straightfor-

ward approach that can guarantee reliable propagation over all regions of the network

but it generates high number of redundant messages. When P is set to a low value,

the number of redundant messages decreases but the scheme cannot guarantee message

dissemination over the network. Probability P must be high enough to propagate the

message all over the network and also low enough to minimize the redundant messages

in the network.

3.6 Binomial Distribution

In probability theory and statistics, the binomial distribution [28] is the discrete prob-

ability distribution of the number of successes in a sequence of n independent trials,

each of which yields success with probability P. Therewith the probability of an event

is defined by its binomial distribution. The random variable X that counts the number

of successes, k, in the n trials is said to have a binomial distribution with parameters n

and P, written bin(k;n, P ).

f(k) = P (X = k) =

(
n

k

)
P k × (1− P )n−k (3.1)

For k = 0, 1, 2, 3, . . . . . . , n;

(
n

k

)
counts the number of outcomes that include exactly k

successes and n− k failures.
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3.7 Poisson Distribution

In probability theory and statistics, the Poisson distribution [29] expresses the proba-

bility of a given number of events occurring in a fixed interval of time and/or space if

these events occur with a known average rate and independently of the time since the

last event. The Poisson distribution can also be used for the number of events in other

specified intervals such as distance, area or volume. If we let X equals the number of

events in a given interval and if the mean number of events per interval is λ then the

probability of observing k events in a given interval is given by:

f(k;λ) = P (X = k) =
λk × e−λ

k!
(3.2)

Where e is Euler’s number (e = 2.71828...)

3.8 Simpson’s 3/8 Rule

In numerical analysis, numerical integration [30] constitutes a broad family of algorithms

for calculating the numerical value of a definite integral, and by extension, the term is

also sometimes used to describe the numerical solution of differential equations. The

basic problem in numerical integration is to compute an approximate solution to a

definite integral to a given degree of accuracy.

∫ b

a
f(x) dx (3.3)

If f(x) is a smooth function integrated over a small number of dimensions, and the

domain of integration is bounded, there are many methods for approximating the integral

to the desired precision.

Simpson’s 3/8 rule [31] is a method for numerical integration proposed by Thomas

Simpson. It is based upon a cubic interpolation rather than a quadratic interpolation.
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Simpson’s 3/8 rule is as follows:

∫ b

a
f(x) dx ≈ 3h

8
[f(a) + 3f(

2a+ b

3
) + 3f(

a+ 2b

3
) + f(b)]

=
b− a

8
[f(a) + 3f(

2a+ b

3
) + 3f(

a+ 2b

3
) + f(b)] (3.4)

where b− a = 3h. The error of this method is:

∣∣∣∣(b− a)5

6480
f (4)(ξ)

∣∣∣∣ (3.5)

where ξ is some number between a and b.

And for Simpson’s 3/8 rule (for n intervals) we can define,

h =
b− a
n

, xi = a+ ih

And we have

∫ b

a
f(x) dx ≈ 3h

8
[f(x0) + 3f(x1) + 3f(x2) + 2f(x3) + 3f(x4)

+ 3f(x5) + 2f(x6) + . . .+ f(xn)] (3.6)

We can only use this if n is a multiple of three.

In this chapter, we discuss several basic terms which are used in mathematical mod-

eling of self-pruning algorithm and proposed dynamic probabilistic algorithm. We have

also introduced the basic mechanism of the self-pruning algorithm and static probabilis-

tic algorithm in Section 3.3 and Section 3.5 respectively.



Chapter 4

Mathematical Modeling of

Self-pruning

Self-pruning is a simple neighbor-knowledge based broadcasting algorithm which helps

in reducing the redundant rebroadcast in flooding and minimizes the effect of broad-

cast storm problem. In this chapter, we mathematically analyze self-pruning algorithm

and develop mathematical model for determining average fraction of neighbors forward-

ing/rebroadcasting the packet within a node’s neighborhood. In Section 4.1 we define

the problem. And Section 4.2 presents the derivation of our mathematical model for

quantifying average fraction of neighbors forwarding/rebroadcasting within a node’s

neighborhood. In this literature, the two terms analytical model and mathematical

model are used interchangeably.

4.1 Problem Definition

In this section we provide the formal definition of the problem. As discussed in Sec-

tion 3.1 we use an unweighted graph G = (V,E) to represent an ad hoc wireless network,

where V represents a set of wireless mobile nodes and E represents a set of bidirectional

links between the neighboring nodes. Two nodes are considered as neighbor if and only

if their geographic distance is less than the transmission range, r. The circle around a

node u corresponds to the transmission range of node u. All the nodes within the circle

21
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N(v) – N(u) – {u}

Figure 4.1: Self-pruning method.

are considered as the neighbors of node u.

In self-pruning broadcasting approach, each node collects adjacent node information

by periodically exchanging “hello” messages. In Fig. 4.1, node u forwards a packet and

v receives the packet. Node u piggybacks its neighbor list, N(u) in the packet. Upon

receiving the packet from u, node v checks whether N(v)−N(u)−{u} is empty. If it is

empty, node v is set as a non-forwarding node and refrains from forwarding. Otherwise,

it is added to the forward list. In this thesis we focus on mathematically analyzing

self-pruning algorithm and quantify the forwarding probability of a node located at a

certain distance from the source of a broadcast. Due to the omnidirectional nature

of radio transmission, when a node in the wireless ad hoc network broadcasts, every

neighbor of it receives the packet. Thus, redundancy is used as a key performance

metric in the performance evaluation of any broadcasting algorithm. Therefore, we

build mathematical model for determining redundancy when self-pruning broadcasting

algorithm is used.

4.2 Derivation of the Mathematical Model

In this section, we mathematically analyze self-pruning algorithm and develop mathe-

matical model for determining redundancy. At first we will discuss redundancy.

We use an example to demonstrate how much redundancy could be generated in a

network. In Fig. 4.2(a), node B is the source node. It initiates a broadcast and nodes C,

D and G are relay nodes which will propagate the message all over the network. In this

scenario, it only takes four transmissions for node B to complete a broadcast, whereas
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Figure 4.2: Optimal broadcasting schedules in MANETs. Connectivity between nodes
is represented by links. And the arrow represents message transmission (a) Node B is
the source node, and nodes C, D and G are relay nodes. (b) Node A is the source node,
and node E is the relay node.

eight transmissions will be carried out if no attempt is made to reduce redundancy.

Fig. 4.2(b) shows an even serious scenario: only two transmissions are sufficient to

broadcast a message as opposed to nine transmissions caused by flooding.

Therefore, we can formally define redundancy as follows:

Redundancy. The average fraction of 1-hop neighbors rebroadcasting/forwarding from

a node’s neighborhood is called redundancy. Mathematically:

Redundancy = Average fraction of neighbors rebroadcasting

=
Average number of neighbors rebroadcasting

Number of nodes in anode′s TX area
(4.1)

While estimating redundancy, we have to calculate the value for average/expected

number of neighbors rebroadcasting from a node’s neighborhood. To find out the average

number of neighbor rebroadcasting first we have to find the probability of a node to

be considered as a rebroadcasting node. This probability value can be quantified by

multiplying two probability values: the probability of the node to be a neighbor and
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Probability of a node to be 
considered as a rebroadcasting node

Probability of the 
node to be a 

neighbor

Probability that 
the node will 
rebroadcast

Redundancy  =  
Average number of neighbors rebroadcasting    

Number of nodes in a node’s TX area 

Node density X Transmission area

Figure 4.3: Redundancy

the probability that the node will rebroadcast. And we can find the number of nodes

in a node’s transmission area simply by multiplying node density in the network with

the transmission area of the node. And finally dividing average number of neighbor’s

rebroadcasting by number of nodes in a node’s TX area we can get redundancy. The

whole process is shown in Fig. 4.3.

Now we will discuss in detail the derivation of the expression for redundancy when

self-pruning algorithm is used. First in Section 4.2.1 we calculate number of nodes in a

node’s TX area. In Section 4.2.2 the average number of neighbors rebroadcasting is esti-

mated and finally in Section 4.2.3 we derive the expression for quantifying redundancy.

4.2.1 Number of Nodes in a Node’s TX Area

To determine redundancy first we will find the number of nodes in a node’s TX area. In

our network model n nodes are uniformly distributed over a rectangular deployment area

A and having homogeneous transmission range r. Therefore, the average node density

is: µ = n/A. As the node distribution is assumed to be uniform, it is easy to determine

the number of nodes present in a node’s transmission (TX) area (in Equation 4.1) if the

node density is known a priori. To see how, let us observe an arbitrary node u within

the deployment area. The average number of nodes located in the communication region
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of node u is:

NR = Node density × TransmissionArea = µ× πr2 = πµr2 (4.2)

Our next step is to calculate average number of neighbors rebroadcasting from a node’s

neighborhood.

4.2.2 Average Number of Neighbors Rebroadcasting

Now, let us find the average number of neighbors rebroadcasting in Equation 4.1. As

stated in Fig. 4.3 to determine this quantity, first we have to find the probability of

any node v to be considered as a rebroadcasting node from u’s neighbor set, denoted

by PE(x). It can be derived simply by multiplying the probability that there exists a

neighbor v at distance x from u denoted by PN (x) with its rebroadcasting/forwarding

probability PF (x). Therefore, PE(x) is:

PE(x) = PN (x)× PF (x) (4.3)

Finally, the expected number of rebroadcasting neighbors of node u denoted by EF is

found by integrating PE(x) from 0 to maximum transmission radius r within which node

u possibly can communicate:

EF =

∫ r

0
PN (x)× PF (x)dx (4.4)

We derive the expression for the expected number of rebroadcasting neighbors of node

u in a bottom up manner. First we derive PN (x), the probability that there exists a

neighbor v at distance x from u. Then we calculate rebroadcasting/forwarding prob-

ability PF (x) of that node. By multiplying these two probabilities we get PE(x), the

probability of any node v to be considered as a rebroadcasting node from u’s neighbor

set. Finally, integrating PE(x) from 0 to maximum transmission radius r we get EF ,

the expected number of rebroadcasting neighbors of node u.
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Figure 4.4: A circle strip at distance x.

4.2.2.1 PN (x): Probability of a Node’s Existence at Distance x

Now let us derive PN (x), the probability that there exists a neighbor v at distance x

from u. Clearly PN (x) = 0 if x > r. For x ≤ r, consider a small area strip defined

by dx at the perimeter of the circle with radius x and centered at u. Also, consider

a small angle dθ measured from an arbitrary but fixed axis as shown in Fig. 4.4. The

length of the arc l = xdθ and the area of the small region dA within this small strip can

be approximated as, dA = ldx = xdxdθ. Therefore, the area of the entire small strip

denoted by Astrip becomes,

Astrip =

∫ 2π

0
dA =

∫ 2π

0
ldx =

∫ 2π

0
xdxdθ = 2πxdx (4.5)

We can determine PN (x) by multiplying the area of the strip from Equation 4.5 with

the node density of the network. That is:

PN (x) = Area of the strip ×Node density

= Astrip × µ = 2πxdx× µ = 2πµxdx (4.6)

4.2.2.2 PF (x): Forwarding/Rebroadcasting Probability of a node

Once we find the probability of a node’s existence at distance x, the next thing is to

find the probability that the node will rebroadcast upon receiving a message from node

u. Based on self-pruning approach, a node v is eligible for forwarding after receiving

a broadcast packet from node u, if it has one or more nodes in its additional coverage

area. The area that can be actually benefited from node v’s transmission after receiv-
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Figure 4.5: Intersection area of the two circles centered at two nodes u and v separated
by distance x.

ing the packet from u is denoted as the additional coverage area of v. If there is no

node in the additional coverage area, then all neighbors of v have already received the

packet from u’s transmission. Therefore, node v does not need to rebroadcast. Thus,

forwarding/rebroadcasting probability of node v, PF (x) becomes the probability that

there exist at least one node in the additional coverage area A.C.(x) of node pair u and

v where x is the distance between two nodes.

Now, to find the forwarding probability PF (x), first we have to determine the addi-

tional coverage area A.C.(x). We can define A.C.(x) by this simple equation:

|Sv−u| = |Sv| − |Su∩ v| = πr2 − INTC(x) (4.7)

Here, Sv denotes the circular area covered by node v’s transmission range and Su∩ v

is the intersection area of the two circles Su and Sv centered at two nodes u and v

separated by distance x. Sv−u is the additional coverage area that can be benefited

from the transmission of node v. This scenario is illustrated in Fig. 4.5. In this figure

the shaded region is the additional coverage area, A.C.(x) of node v. Let us derive the

equation for the intersection area, INTC(x) of node pair u and v :

INTC(x) = 4

∫ r

x/2

√
r2 − x2dx (4.8)

Converting Cartesian co-ordinate of Equation 4.8 in polar co-ordinate by using trigono-
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metric functions we get,

INTC(x) = 4

∫ π/2

sin−1(x/2r)

√
r2 − r2 sin2 θ r cos θdθ

= 4

∫ π/2

sin−1(x/2r)
r2 cos2 θdθ

= 4r2

∫ π/2

sin−1(x/2r)

1

2
(1 + cos 2θ)dθ

= 2r2 ×
[
θ +

sin 2θ

2

]π/2
sin−1(x/2r)

= 2r2 ×

[
π

2
− sin−1

( x
2r

)
+

sinπ

2
−

sin 2 sin−1
(
x
2r

)
2

]
= r2 ×

[
π − 2 sin−1

( x
2r

)
− sin 2 sin−1

( x
2r

)]
(4.9)

Therefore, by plugging Equation 4.9 into Equation 4.7, we can find the additional

coverage area which is:

A.C.(x) = πr2 − INTC(x)

= πr2 − r2 ×
[
π − 2 sin−1

( x
2r

)
− sin 2 sin−1

( x
2r

)]
= πr2 − πr2 + r2

[
2 sin−1

( x
2r

)
+ sin 2 sin−1

( x
2r

)]
= r2

[
2 sin−1

( x
2r

)
+ sin 2 sin−1

( x
2r

)]
= r2

[
2 sin−1

( x
2r

)
+ 2 sin sin−1

( x
2r

)
cos sin−1

( x
2r

)]
= r2

[
2 sin−1

( x
2r

)
+
x

r

√
cos2 sin−1

( x
2r

)]
= r2

[
2 sin−1

( x
2r

)
+
x

r

√
1− sin2 sin−1

( x
2r

)]
= r2

[
2 sin−1

( x
2r

)
+
x

r

√
1−

(
sin sin−1

( x
2r

))2
]

= r2

[
2 sin−1

( x
2r

)
+
x

r

√
1− x2

4r2

]
= r2

[
2 sin−1

( x
2r

)
+

x

2r2

√
4r2 − x2

]
(4.10)

Finally from Equation 4.10 we get the expression for the additional coverage area

A.C.(x) of node v. Our next target is to find the probability that a node exists in this



CHAPTER 4. MATHEMATICAL MODELING OF SELF-PRUNING 29

additional coverage area A.C.(x) within the deployment area A where A = n/µ. The

probability is denoted by P∆ and it becomes:

P∆ =
A.C.(x)

A
=
A.C.(x)× µ

n
(4.11)

The probability Pk (A.C.(x)) that exactly k nodes are located in the additional coverage

area can be estimated using binomial distribution and it is:

Pk (A.C.(x)) =

(
n− 2

k

)
P k∆ × (1− P∆)n−2−k (4.12)

Note that in Equation 4.12, n− 2 is used rather than n, because we exclude node u and

node v from consideration. For large n and small P∆, the binomial distribution can be

approximated using poisson distribution. Therefore,

Pk (A.C.(x)) =
(nP∆)k × e−nP∆

k!
(4.13)

Now, the forwarding probability PF (x) becomes the probability that there exist one

or more nodes in the additional coverage area, A.C.(x). Thus, we have to take the

summation of probability of Equation 4.13 from 1 to n where n is the total number of

nodes in the network.

PF (x) =

n∑
k=1

Pk (A.C.(x))

=
∞∑
k=1

(nP∆)k × e−nP∆

k!

= e−nP∆

( ∞∑
k=0

(nP∆)k

k!
− (nP∆)0

0!

)
= e−nP∆

(
enP∆ − 1

)
= 1− e−nP∆ (4.14)

Now, by plugging the expression of forwarding probability PF (x) from Equation 4.14

and expression of probability of a node’s existence at distance x from Equation 4.6 into

Equation 4.3 we will get PE(x), the probability of any node v to be considered as a
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rebroadcasting node from u’s neighbor set.

PE(x) = PN (x)× PF (x)

= 2πµxdx×
(
1− e−nP∆

)
(4.15)

And from Equation 4.4 and 4.15 we get,

EF =

∫ r

0
2πµx×

(
1− e−nP∆

)
dx (4.16)

4.2.3 Redundancy

Finally, the average fraction of nodes rebroadcasting, denoted by FF , can be found if

we divide expected number of neighbors rebroadcasting from a node’s neighborhood,

EF by the number of nodes located in the communication region of that node, NR.

Mathematically:

Redundancy = FF =
EF
NR

(4.17)

By plugging the value of EF and NR into Equation 4.17 we get,

Redundancy = FF =

∫ r
0 2πµx×

(
1− e−nP∆

)
dx

πµr2
(4.18)

Finally using Equation 4.10, 4.11 and 4.18 we get the expression for redundancy,

Redundancy = FF =

∫ r
0 2πµx×

(
1− e−n

A.C.(x)×µ
n

)
dx

πµr2

=

∫ r
0 2πµx×

(
1− e−A.C.(x)×µ)dx
πµr2

=

∫ r
0 2πµx×

(
1− e−r

2
[
2 sin−1( x

2r )+ x
2r2

√
4r2−x2

]
×µ
)
dx

πµr2

=

2
∫ r

0

(
x− xe−r

2
[
2 sin−1( x

2r )+ x
2r2

√
4r2−x2

]
×µ
)
dx

r2
(4.19)
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According to Equation 4.19, the redundancy, FF is a function of network parameters

namely, distance between two nodes x, transmission range r, and node density µ. But

this expression has no anti-derivative. By using numerical integration we can approx-

imate a definite integral to any degree of accuracy. Numerical integration is used to

evaluate definite integrals when the integrand has no simple anti-derivative. Therefore,

we use Simpson’s 3/8 rule for the numerical integration of Equation 4.19. To achieve

high accuracy of the mathematical result the step size h is set to a very small value

(i.e., 0.001). From this equation, we can estimate average fraction of neighbors within

a node’s neighborhood rebroadcasting the packet. Also, the effect of various network

parameters on the efficiency and reliability of the self-pruning algorithm can be easily

determined by some simple analysis.



Chapter 5

Proposed Dynamic Probabilistic

Algorithm

In highly mobile networks, a very simple but effective approach to reduce redundant

rebroadcasts is the probabilistic broadcasting algorithm. In this chapter we propose our

dynamic probabilistic broadcasting algorithm. In Section 5.1 we define the problem of

static probabilistic algorithm. And Section 5.2 presents our proposed dynamic proba-

bilistic algorithm which uses a simple expression to calculate the rebroadcast probability

of a node based on the existence of any node in the additional coverage area.

5.1 Probabilistic Broadcasting

In probabilistic broadcasts, upon receiving a broadcast packet, each node in the network

(except the sender and receiver) decides whether to rebroadcast it or not based on a

pre-defined probability value P. Mathematically speaking, instead of blindly forwarding

any packet, a node in the network rebroadcasts a message with probability P and takes

no action with probability 1− P . The performance of such protocol highly depends on

the selected value of the forwarding probability P. With higher P values, more redun-

dant transmissions take place but the chance of reaching all the nodes in the network

increases. With lower P values the opposite thing happens. Thus, an inherent problem

of this approach is to set a globally optimal probability value which is appropriate for all

32
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networking conditions and all dynamic environments. For example, in a dense network,

a low probability value would ensure high reachability but the same low probability

value would inhibit a significant number of nodes from receiving the broadcast in sparse

networks. On the other hand, with a high probability value, high reachability can be

maintained in sparse networks but the same value will create many redundant rebroad-

casts in dense networks. Therefore, the probability of each node should be assigned

dynamically rather than statically based on the node density, distance from the sender

and other network parameters. Therefore, in this thesis we propose a dynamic proba-

bilistic algorithm where every node dynamically calculates its rebroadcast probability

by using a simple expression.

5.2 Dynamic Probabilistic Broadcasting

In this section we present our proposed algorithm. Let us first determine the rebroadcast

probability of a node. From Equation 4.14, we get the forwarding probability of a node

v at distance x from node u, if there exist one or more nodes in the additional coverage

area of v, A.C.(x). Using Equation 4.10, 4.11 into Equation 4.14, we get

PF (x) = 1− e−nP∆

= 1− e−n
A.C.(x)×µ

n

= 1− e−A.C.(x)×µ

= 1− e−r
2
[
2 sin−1( x

2r )+ x
2r2

√
4r2−x2

]
×µ

(5.1)

We use Equation 5.1 in dynamic probabilistic algorithm to find out the forwarding/

rebroadcasting probability of a node. That means instead of a predefined probability for

all the nodes in the network, every node will dynamically calculate its own rebroadcast

probability based on the probability of existing at least one node in the additional

coverage area. That is, with higher A.C.(x) the rebroadcast probability becomes larger

and with lower A.C.(x) the probability value becomes smaller. Note that, the equation

is a function of distance between the sending node and the receiving node (x), node

density (µ) and transmission range (r).
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Algorithm 5.1 Dynamic Probabilistic Broadcasting

1: if Retrans(v,message) = 0 then . The node has not seen the message before.
2: prand = rand()
3: Calculate PF (x) . By using Equation 5.1.
4: if prand ≤ PF (x) then
5: Retransmit message
6: end if
7: end if

The proposed algorithm is described in Algorithm 5.1. Here, rand() is a function

which generates a random number between 0 and 1 and the value is stored in prand.

And PF (x), rebroadcast probability of a certain node v located at distance x from node

u is calculated using Equation 5.1. If a node receives the message for the first time and

the rebroadcast probability is greater than the generated random number then the node

v rebroadcasts the message. Otherwise node v refrains itself from forwarding.

We can use a simple example to illustrate the proposed algorithm. Fig. 5.1 shows a

sample network scenario. Suppose, 100 nodes are scattered in a deployment area of

10000m2 and the homogeneous transmission range, r is 15m. Here, node u is the source

node. Node u broadcast a message and neighbors of node u receive the broadcast

vu

x  

r

A

Figure 5.1: Illustration of proposed dynamic probabilistic algorithm. Some nodes are
scattered in the deployment area A. Node u is the source node and v is another node
at x distance from u.
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message. Node v is a node in the neighborhood of node u and the distance between

these two nodes, x = 8m. Now, using the expression for rebroadcast probability in

Equation 5.1 we can determine the rebroadcast probability of node v. The node density

of the network can be calculated by µ = n/A. That means, µ = 100/10000 = 0.01.

Therefore, the rebroadcast probability becomes:

PF (x) = 1− e−r
2
[
2 sin−1( x

2r )+ x
2r2

√
4r2−x2

]
×µ

= 1− e−(15)2
[
2 sin−1( 8

2×15)+ 8
2×(15)2

√
4×(15)2−(8)2

]
×0.01

= 1− e−2.3712

= 0.90

Again, if the distance between node u and node v becomes 5m then the rebroadcast

probability becomes: PF (x) = 0.77. In this way, every node will dynamically calculates

its own rebroadcast probability using the distance between sender and receiver x, node

density µ and transmission range r.

After calculating the rebroadcast probability node v will generate a random number

between 0 to 1. If this random number is less than or equal to the rebroadcast probability

of node v then it will rebroadcast the message. Otherwise it will drop the message.



Chapter 6

Simulations and Experiments

To validate the correctness of our analytical model, extensive simulation experiments

have been conducted. We simulate the self-pruning algorithm and perform a comparative

analysis based on the simulation results and the results derived from the analytical

models. We also implement our proposed dynamic probabilistic algorithm and compare

the performance of the algorithm with the static probabilistic algorithm. We build the

simulation program using C/C++. The simulation is basically implemented in Network

Layer. From Chapter 4 and Chapter 5 we can see that, all mathematical expressions

are function of three network parameters, (1) transmission range (2) node density, and

(3) node distribution. We can observe their impacts on the protocols, assuming ideal

Medium Access Control (MAC) or Physical Layers. If the expressions would depend

on the Physical Layer or Data Link Layer parameters such as, collision probability, bit

error rate etc. then a simulation with more realistic environments (like ns-2) could

be justified. However considering those event’s effects on the mathematical model are

beyond the scope of this work.

In this chapter, we describe the experimental setup and results in brief. Section 6.1

discusses about the simulation scenario that has been used to run the experiments. In

Section 6.2 we provide an overview of our implementation of self-pruning algorithm and

proposed dynamic probabilistic broadcasting. Performance metrics that are important

to evaluate our mathematical model and quantify the performance of our proposed al-

gorithm are discussed in Section 6.3. The simulation results and comment on various

36
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Table 6.1: Summary of simulation parameters.

Parameter Name Value

Area of deployment 100m× 100m

Maximum Transmission range 30m

Node Distribution Uniform

Node Number 70-200

aspects of performance measures of our analytical model of self-pruning is presented in

Section 6.4. Finally, Section 6.5 presents the simulation results to evaluate the perfor-

mance of our proposed dynamic probabilistic broadcasting algorithm.

6.1 Simulation Scenario

We simulate a network where all nodes are randomly scattered in a 100m×100m square

area. The density of node is varied by varying the number of nodes from 70 to 200 nodes

in the fixed deployment area. To analyze the effect of transmission range we vary the

transmission range from 12m to 30m. We only consider the connected networks for the

simulation results. For the simulation experiments of self-pruning algorithm the results

are averaged over 1000 random scenarios considering the source node can be anywhere

in the network. And for the dynamic probabilistic algorithm we generate 100 random

scenarios. For each scenario, experiment is conducted considering each node as a source

node and for each node in the network rebroadcast decision is calculated. Performance

measures are reported as an average of these random samples. Table 6.1 summarizes

the simulation parameters.

6.2 Implementation

This section describes the implementation of self-pruning broadcasting and our proposed

dynamic probabilistic broadcasting algorithm. Here, we describe the different module

of the implementation process and their functionality.



CHAPTER 6. SIMULATIONS AND EXPERIMENTS 38

6.2.1 Implementation of Self-pruning Broadcasting

Inputs: The main parameters for the self-pruning algorithm are transmission range

(r), distance between two nodes (x ) and node density (µ).

Outputs: The output is average fraction of neighbors rebroadcasting.

Scenarios: The topology considered describes a rectangular deployment area (A) where

n nodes are randomly scattered. We variated the nodes generation to create different

network scenario.

We have created an object named node. Every node has an x and y-coordinate.

And it has a field to store the broadcast identifier. Our implementation has different

modules and they are:

1. rand node generation(n): This module takes as input the number of nodes (n)

and create n random nodes in the deployment area (A).

2. connected network(): In the mathematical modeling of self-pruning algorithm we

consider only the connected network. So this module checks the connectivity of

the network generated from the rand node generation(n) module.

3. neighbor find(u): The input is a single node. This module finds the neighbors of

this node. Two nodes are neighbor if the euclidean distance is less than or equal

to the transmission radius (r) of the nodes.

4. self prune(u, v): After any node v receives a broadcast from node u, it will check

the neighbor list of node u and v. If there is any neighbor other than the common

neighbors of node u and v, then node v will set as a forwarding node. Otherwise

it will set as a non-forwarding node.

5. self pruning algo(): In this module by calling rand node generation(n) and

connected network() we first create a connected network with randomly scat-

tered n nodes in the deployment area (A). After that, a source node initiates the

broadcast and all the neighbors of the source node get the broadcast. And every

neighbors of the source node will check whether it is a forwarding node or not

by calling self prune(u, v). If it is a forwarding node then it will rebroadcast.

After receiving any broadcast node v also stores the broadcast identifier and does
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not act on receiving repeated copies of the same broadcast. This process will be

continued until all the nodes in the network get the broadcast as we consider only

connected networks. We use queue data structure to propagate the broadcast all

over the network.

6.2.2 Implementation of Dynamic Probabilistic Broadcasting

Inputs: The parameters for dynamic probabilistic broadcasting are transmission range

(r), distance between two nodes (x ) and node density (µ).

Outputs: The outputs are average fraction of neighbors rebroadcasting, average frac-

tion of neighbors receiving the broadcast and the saved rebroadcast.

Scenarios: The topology considered describes a rectangular deployment area (A) where

n nodes are randomly scattered. We variated the nodes generation to create different

network scenario.

The node object is also used in this implementation. The three modules used

in self-pruning implementation: rand node generation (n), connected network () and

neighbor find (u) are also used here having the same functionality. The other two

modules are:

1. rebroadcast prob(u, v): This module calculates the distance (x ) between two nodes,

source node (u) and the receiving node (v). It determines the rebroadcast prob-

ability of node v using Equation 5.1 in Chapter 5. This equation is a function of

network parameters transmission range (r), distance between two nodes (x ) and

node density (µ).

2. dynamic prob algo(): In this module by calling rand node generation(n) and

connected network() we first create a connected network with randomly scat-

tered n nodes in the deployment area (A). After that, a source node initiates the

broadcast and all the neighbors of the source node get the broadcast. And ev-

ery neighbors of the source node will determine its own rebroadcast probability

by calling rebroadcast prob(u, v) and also generate a random number between 0

and 1. If this generated random number is less than or equal to the calculated

rebroadcast probability then the node will rebroadcast otherwise it will drop the
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broadcast. Every node upon receiving any broadcast stores the broadcast identifier

and does not act on receiving repeated copies of the same broadcast. In this way

the broadcast will propagate all over the network. We use queue data structure

to propagate the broadcast.

6.3 Performance Metric

In this section we define the performance metrics used to quantify our mathematical

model and proposed algorithm. We analyze the performance of self-pruning using re-

dundancy as a metric. On the other hand, in order to evaluate the performance of the

proposed dynamic probabilistic broadcasting algorithm, we use three kinds of measures:

redundancy, reachability and saved rebroadcast.

6.3.1 Redundancy

As mentioned earlier in Chapter 4, redundancy is defined as the average fraction of

one-hop neighbors rebroadcasting/forwarding from a node’s neighborhood. Formally:

Redundancy = Average fraction of neighbors rebroadcasting

=
Average number of neighbors rebroadcasting

Number of nodes in anode′s TX area
(6.1)

The main goal of every broadcasting algorithm is to reduce the redundancy. The less

redundancy in the network the better it is.

6.3.2 Reachability

The average fraction of the number of nodes receiving the broadcast packets to the total

number of nodes in the network is defined as reachability. Mathematically:

Reachability = Average fraction of nodes receiving

=
Number of nodes receiving

Number of nodes in the network area
(6.2)
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Higher reachability ensures high coverage in the network that means more nodes in the

network will receive the packet. The goal of every broadcasting algorithm is to ensure

high reachability.

6.3.3 Saved Rebroadcast

Saved rebroadcast can be defined as (r − t)/r = r, where r is the number of nodes

receiving the broadcast message, and t is the number of nodes actually transmitted the

message.

6.4 Analytical Model of Self-pruning

To validate the correctness of our analytical model we compare the analytical result with

our simulation result. Measurements from both simulation experiments and analytical

expressions are plotted in the same graph. In this section we present the effect of distance

between two nodes (x ), node density (µ) and transmission range (r) on the forwarding

probability of a node located at x distance from the sender. And also the performance of

the mathematical model is compared with the simulation results based on redundancy.

6.4.1 Effect of Distance between Nodes on Forwarding Probability

Effect of distance between two nodes (x ) on the forwarding probability is shown in

Fig. 6.1. Distance between two nodes (x ) has clear effects on the additional coverage

region Sv−u and thereby changes the forwarding probability. For a homogeneous trans-

mission range r, additional coverage area increases with the increase of distance x and it

reaches the highest value when x = r. Experiments are conducted for 150 nodes in the

network and transmission range is set to r equals 12m and r equals 18m. We vary the

distance between nodes from 0 to maximum transmission range, r with an increment of

1m at each step. As can be seen from Fig. 6.1, the forwarding probability PF (x) expo-

nentially increases with the increase of distance between two nodes and the forwarding

probability gets the maximum value of 1 when x is equal to the transmission range r.

Also for all scenarios, the results of analytical expressions are close to the simulation

results. The discrepancy between the analytical results and the simulation results are
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Figure 6.1: Effect of distance between nodes, x on PF (x).

very small, maximal being around 8% when r is 12m and 12% when r is 18m.

6.4.2 Effect of Node Density on Forwarding Probability

We have presented the effect of node density (µ) on the forwarding probability in Fig. 6.2.

With the increase of number of nodes in the network, the probability of existing nodes

in the additional coverage region Sv−u also increases. Experiments are conducted for

different values of x such as 5m, 8m and 12m where x is the distance between two nodes

and the value for transmission range (r) is set to 15m. We vary the number of nodes

(n) in the network from 70 to 200 with an increment of 10 nodes at each step. As can

be seen from Fig. 6.2, the forwarding probability PF (x) increases with the increase in

node density. Also for all scenarios, the results of analytical expressions are close to

the simulation results. The discrepancy between the analytical results and simulation

results are very small, maximal being around 11% when distance between two nodes, x

is 5m, 8% when x is 8m and 6% when x is 12m.

6.4.3 Effect of Node Density on Redundancy

We present the effect of node density on the average fraction of neighbors forwarding

the packet with various transmission ranges while keeping the deployment area constant.
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Figure 6.2: Effect of node density, µ on PF (x).

The node density is varied by increasing 10 nodes in the network per step, starting from

70 to 200 and we examine the result for transmission ranges 15m, 18m and 21m. The

node density, µ affects the number of nodes located in the additional coverage region

S(v−u). With larger node densities, it is highly probable that at least one node exists

in the additional coverage area of v which makes it an eligible forwarding node. We

present both the analytical results and results from simulation in Fig. 6.3. From the

figure, we can see that average fraction of neighbors rebroadcasting, FF is increased with

the increase in node density, µ in the network. That is, a higher fraction of neighbors

is set as a forwarding node in more dense networks for all transmission ranges. The

maximum difference between analytical results and simulation result is around 8%.

6.4.4 Effect of Transmission Range on Redundancy

To determine the effect of various transmission ranges on the average fraction of neigh-

bors rebroadcasting, we measure FF with different node densities. Transmission range

is varied between 12m to 30m with an increment of 3m at each step. We verify the

result for n = 90, n = 120 and n = 180 where, n is the number of nodes in the net-

work and the deployment area is constant. When the transmission range r changes the

circular regions Su and Sv also change. Thus, the additional coverage region changes
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Figure 6.3: Effect of node density, µ on FF .

which results in changing of forwarding probability of a node. The result is presented in

Fig. 6.4. From the figure, it is clear that average fraction of nodes rebroadcasting (i.e.

FF ) increases with the increase of transmission range r. The analytical results and sim-

ulation results are very close. The small inaccuracy arises from the nodes located close

to the perimeter of the deployment area. The nodes in the perimeter are more likely to

have overlapping neighbors than the nodes in the center because their communication

area is restricted.

6.5 Proposed Dynamic Probabilistic Algorithm

The simulation result of our proposed dynamic probabilistic algorithm is compared with

the static probabilistic algorithm and plotted on the same graph for a clear comparison.

6.5.1 Reachability

We present the effect of node density on the reachability in Fig. 6.5. To analyze the

performance of our proposed dynamic probabilistic algorithm we plot the result of both

static and dynamic probabilistic algorithm in the same graph. The number of nodes in

the network is varied from 70 to 200 and transmission range is set to 15m. Probabilities
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Figure 6.4: Effect of transmission range, r on FF .

of values 0.5, 0.6, 0.7, 0.8 and 0.9 are considered for static probabilistic algorithm. As

can be seen from the figure, in the dynamic probabilistic algorithm average fraction of

nodes in the network receiving the packet is high, compared to the static probabilistic

algorithm of values 0.5, 0.6, 0.7 and 0.8. The static values of 0.5, 0.6, 0.7 and 0.8 have a

very low reachability in case of sparse networks. But our proposed scheme ensures high

reachability for sparse, as well as, dense networks compared to the existing heuristic.

6.5.2 Redundancy

The effect of node density on the redundancy, i.e., on the average fraction of rebroadcast

for both static and dynamic probabilistic algorithms is presented in Fig. 6.6. Node

density is varied by varying the number of nodes between 70 to 200 while keeping the

deployment area constant at 100m × 100m square regions. The transmission range is set

to 15m. For the static probabilistic algorithm we vary the probability values from 0.5 to

0.9 with an increment of 0.1 at each step. As can be seen from the figure, the redundancy

of the proposed dynamic probabilistic broadcasting is lower than the static probabilistic

broadcasting with probability value of 0.9. Although the redundancy of the dynamic

probabilistic broadcasting is higher compared to the static probabilistic broadcasting

with other probability values (i.e., P = 0.5, 0.6, 0.7, 0.8), ultimately, the dynamic
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Figure 6.5: Measurement of reachability in dynamic probabilistic algorithm and static
probabilistic algorithm.

probabilistic broadcasting turns up the clear winner when we look at Fig. 6.5 and Fig. 6.6

together. Our proposed dynamic probabilistic algorithm provides high reachability in

case of sparse network as well as dense network. As the goal of every broadcasting

algorithm is to maximize the reachability while minimizing the redundancy, the dynamic

probabilistic algorithm incurs more redundancy simply to improve reachability.

6.5.3 Ratio of Redundancy and Reachability

The ratio of redundancy and reachability is shown in Fig. 6.7. Node density is varied by

varying the number of nodes from 70 to 200 while keeping the deployment area constant.

The transmission range is set to 15m. For the static probabilistic algorithm we vary the

probability values from 0.5 to 0.9 with an increment of 0.1 at each step. We can see

that the ratio of redundancy and reachability of proposed dynamic algorithm is less

than the fixed probability value 0.9. To properly interpret the graphs in Fig. 6.7, we

should realize that the spectacularly low ratio of redundancy and reachability of static

probabilistic algorithm with probability values in the range of 0.5-0.8 results from the

fact that the reachability of static probabilistic broadcasting in that probability range

is also very poor (cf. Fig. 6.5).
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6.5.4 Saved Rebroadcast

The effect of node density on the saved rebroadcast for both static and dynamic proba-

bilistic algorithms is presented in Fig. 6.8. Node density is varied by varying the number

of nodes between 70 to 200 while keeping the deployment area constant at 100m × 100m
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square regions. The transmission range is set to 15m. For the static probabilistic algo-

rithm we vary the probability values from 0.5 to 0.9 with an increment of 0.1 at each

step. As can be seen from the figure, the saved rebroadcast of the proposed dynamic

probabilistic broadcasting is higher than the static probabilistic broadcasting with prob-

ability value of 0.9. The saved rebroadcast of the dynamic probabilistic broadcasting

is lower compared to the static broadcasting with probability values 0.5, 0.6, 0.7 and

0.8. It is because, the dynamic probabilistic broadcasting ensures high reachability for

sparse, as well as dense network. On the other hand, static broadcasting with probability

values 0.5, 0.6, 0.7 and 0.8 shows low reachability compared to the dynamic probabilistic

broadcasting.

From the analytical results and simulation results of self-pruning it is clear that our

analytical model efficiently characterize self-pruning algorithm. The small discrepancy

between the analytical results and simulation results arise from the nodes located close

to the perimeter of the deployment area. The comparison of simulation results of dy-

namic probabilistic algorithm and static probabilistic algorithm shows that our proposed

scheme performs better.



Chapter 7

Conclusion

In this thesis, we have presented an analytical model for characterizing self-pruning al-

gorithm as a function of various network and transceiver parameters and get a better

perception of the complex mechanism of the algorithm. With the help of this model, we

can easily estimate the reliability and performance of the network prior to the network

deployment. Moreover, the analysis helps us to design new heuristics for broadcasting in

wireless ad hoc networks. In this thesis, we have also introduced a dynamic probabilistic

broadcasting algorithm based on the rebroadcasting probability of a node. The rebroad-

cast probability is calculated using the expression of forwarding probability of a node

derived during the modeling of self-pruning algorithm. Simulation results show that, the

proposed dynamic probabilistic algorithm performs better than the static probabilistic

algorithm.

The work of this thesis can be extended in various ways. Here, we discuss some

future works:

1. Self-pruning approach is based on selecting a small subset of hosts (also called

nodes) to form a forward node set to carry out a broadcast process. Each node,

upon receiving a broadcast packet, determines whether to forward the packet based

on neighborhood knowledge. It can use 1-, 2- or more-hop neighbor information for

the forwarding decision, though self-pruning based on 2- or 3-hop neighborhood

information is relatively costly. Based on our analytical model it is possible to

develop mathematical model for broadcasting algorithm where 2- or more-hop
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neighbor information is used for forwarding decision.

2. We can also extend our mathematical model to analyze other broadcasting algo-

rithms.

3. Again, our proposed dynamic probabilistic broadcasting algorithm performs well

compare to blind flooding and static probabilistic broadcasting algorithm. We can

design a more adjustable dynamic probabilistic algorithm which will be able to

achieve more saved rebroadcast and higher reachability in the network.



Bibliography

[1] D. B. Johnson and D. A. Maltz, “Dynamic source routing in ad hoc wireless net-

works,” in Mobile computing. Springer, 1996, pp. 153–181.

[2] C. E. Perkins and E. M. Royer, “Ad-hoc on-demand distance vector routing,”

in Mobile Computing Systems and Applications, 1999. Proceedings. WMCSA’99.

Second IEEE Workshop on. IEEE, 1999, pp. 90–100.

[3] M. Jiang, J. Li, and Y. C. Tay, “Cluster based routing protocol (cbrp),” draft-ietf-

manet-cbrp-spec-01. txt, 1999.

[4] Y.-B. Ko and N. H. Vaidya, “Location-aided routing (lar) in mobile ad hoc net-

works,” Wireless Networks, vol. 6, no. 4, pp. 307–321, 2000.

[5] Z. J. Haas, M. R. Pearlman, and P. Samar, “The zone routing protocol (zrp) for

ad hoc networks,” draft-ietf-manet-zone-zrp-04. txt, 2002.

[6] I. C. S. L. M. S. Committee, “Wireless lan medium access control (mac) and physical

layer (phy) specifications,” IEEE Std 802.11-1997, 1997.

[7] H. Lim and C. Kim, “Flooding in wireless ad hoc networks,” Computer Communi-

cations, vol. 24, no. 3, pp. 353–363, 2001.

[8] S.-Y. Ni, Y.-C. Tseng, Y.-S. Chen, and J.-P. Sheu, “The broadcast storm problem

in a mobile ad hoc network,” in Proceedings of the 5th Annual ACM/IEEE In-

ternational Conference on Mobile Computing and Networking, ser. MobiCom ’99.

ACM, 1999, pp. 151–162.

51



BIBLIOGRAPHY 52

[9] D. Lima and H. Miranda, “Flow-aware broadcasting algorithm,” in Trust, Secu-

rity and Privacy in Computing and Communications (TrustCom), 2012 IEEE 11th

International Conference on. IEEE, 2012, pp. 1601–1608.

[10] P. Nand and S. Sharma, “Probability based improved broadcasting for aodv routing

protocol,” in Computational Intelligence and Communication Networks (CICN),

2011 International Conference on. IEEE, 2011, pp. 621–625.

[11] A. Touzene, K. Day, B. Arafeh, and N. Al-Zidi, “Position-based broadcast algo-

rithm in mobile ad-hoc networks,” in Programming and Systems (ISPS), 2011 10th

International Symposium on. IEEE, 2011, pp. 17–23.

[12] X. Ning, S. Zhang, and J. Qi, “An improved algorithm of fast clustering broadcast

in ad hoc networks,” in Electronics, Communications and Control (ICECC), 2011

International Conference on. IEEE, 2011, pp. 2535–2538.

[13] M. Khabbazian, I. F. Blake, and V. K. Bhargava, “Local broadcast algorithms in

wireless ad hoc networks: Reducing the number of transmissions,” Mobile Comput-

ing, IEEE Transactions on, vol. 11, no. 3, pp. 402–413, 2012.

[14] H. Lim and C. Kim, “Multicast tree construction and flooding in wireless ad hoc

networks,” in Proceedings of the 3rd ACM international workshop on Modeling,

analysis and simulation of wireless and mobile systems. ACM, 2000, pp. 61–68.

[15] J. Wu and F. Dai, “Broadcasting in ad hoc networks based on self-pruning,” Inter-

national Journal of Foundations of Computer Science, vol. 14, no. 02, pp. 201–221,

2003.

[16] W. Lou and J. Wu, “On reducing broadcast redundancy in ad hoc wireless net-

works,” in System Sciences, 2003. Proceedings of the 36th Annual Hawaii Interna-

tional Conference on. IEEE, 2003, pp. 10–pp.

[17] A. Rahman, P. Gburzynski, and B. Kaminska, “Enhanced dominant pruning-based

broadcasting in untrusted ad-hoc wireless networks,” in Communications, 2007.

ICC’07. IEEE International Conference on. IEEE, 2007, pp. 3389–3394.



BIBLIOGRAPHY 53

[18] B. Williams and T. Camp, “Comparison of broadcasting techniques for mobile ad

hoc networks,” in Proceedings of the 3rd ACM international symposium on Mobile

ad hoc networking & computing. ACM, 2002, pp. 194–205.

[19] F. Dai and J. Wu, “Performance analysis of broadcast protocols in ad hoc networks

based on self-pruning,” Parallel and Distributed Systems, IEEE Transactions on,

vol. 15, no. 11, pp. 1027–1040, 2004.

[20] J. Wu and F. Dai, “Mobility management and its applications in efficient broad-

casting in mobile ad hoc networks,” in INFOCOM 2004. Twenty-third AnnualJoint

Conference of the IEEE Computer and Communications Societies, vol. 1. IEEE,

2004.

[21] W. Woon and K. L. Yeung, “Self-pruning broadcasting for mobile ad hoc networks,”

in Global Telecommunications Conference, 2009. GLOBECOM 2009. IEEE. IEEE,

2009, pp. 1–6.

[22] Y. Huang, B. Liu, X. Tao, J. Cao, and B. Jin, “An analytical model for broad-

casting by self pruning in wireless ad hoc networks,” in Embedded and Ubiquitous

Computing, 2008. EUC’08. IEEE/IFIP International Conference on, vol. 2. IEEE,

2008, pp. 571–576.

[23] Z. J. Haas, J. Y. Halpern, and L. Li, “Gossip-based ad hoc routing,” IEEE/ACM

Transactions on Networking (ToN), vol. 14, no. 3, pp. 479–491, 2006.

[24] J.-s. Kim, Q. Zhang, and D. P. Agrawal, “Probabilistic broadcasting based on

coverage area and neighbor confirmation in mobile ad hoc networks,” in Global

Telecommunications Conference Workshops, 2004. GlobeCom Workshops 2004.

IEEE. IEEE, 2004, pp. 96–101.

[25] M. B. Yassein, M. Ould-Khaoua, L. Mackenzie, and S. Papanastasiou, “Improv-

ing the performance of probabilistic flooding in manets,” in Proc. Intl Workshop

Wireless Ad-Hoc Networks (IWWAN05), 2005.



BIBLIOGRAPHY 54

[26] H. Al-Bahadili, “Enhancing the performance of adjusted probabilistic broadcast

in manets,” The Mediterranean Journal of Computers and Networks (MEDJCN),

vol. 6, no. 4, pp. 1992–1995, 2010.

[27] X. M. Zhang, E. B. Wang, J. J. Xia, and D. K. Sung, “A neighbor coverage-based

probabilistic rebroadcast for reducing routing overhead in mobile ad hoc networks,”

Mobile Computing, IEEE Transactions on, vol. 12, no. 3, pp. 424–433, 2013.

[28] “The binomial distribution,” http://www.math.uah.edu/stat/bernoulli/Binomial,

[Online; accessed 28-Sep-2014].

[29] “Poisson distribution,” http://mathworld.wolfram.com/PoissonDistribution, [On-

line; accessed 28-Sep-2014].

[30] D. V. Griffiths and I. M. Smith, Numerical methods for engineers. CRC press,

2006.

[31] S. C. Chapra and R. P. Canale, Numerical methods for engineers. McGraw-Hill

Higher Education New York, 2010.


