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Abstract

Electrostatic properties of deep submicron strained-Si (SS)/ Sil_xGex (SiGe) n

and p type MOS devices on (100) substrate have been studied under inversion

gate voltage bias. Influence of strain on threshold voltage, gate capacitance and

direct tunneling current has been modeled using a quantum mechanical (QM) ap-

proach. In addition, the threshold voltage is calculated with the help of a derived

semiclassical model. In the QM model, potential profile has been calculated by

solving the Schriidinger's and Poisson's equation self-consistently. During the self-

consistent calculation wave function penetration int the gate dielectric has been

considered. Schriidinger's equation has been solved by the method of Green's

function formalism. The effect of dielectric constant change across SS/SiGe in-

terface has been taken into account while solving the Poisson's equation numer-

ically. Threshold voltage has been calculated based on the definition of equal

current drive. It has been found that, in strained devices, threshold voltage re-

duces from that of unstrained devices. The reduction increases with increasing

Ge-mole fraction (x), decreasing SS thickness (tsi) and decreasing doping density.

Moreover, consideration of SiGe dielectric constant further reduces the threshold

voltage under strain. Inclusion of this effect has explained the mismatch between

experiment and existing QM model. It has been also found that below a certain

x and beyond a certain tsi, the rather complex quantum mechanical model can

be replaced by the derived simple semiclassical model in threshold voltage cal-

culation. Results of C-V calculation has shown that for pMOS devices strained

C-V characteristics differs from .that of the unstrained one not only in threshold

voltages but also in their shapes. The presence of a buried channel in SiGe near

the SS/SiGe interface in pMOS is responsible for this difference. The degree of

difference increases for higher strain, thinner SS layer and lower doping density.

This difference is more prominent at moderate inversion than at high or low in-

version level. Finally, tunneling current in SS-nMOS devices has been found to

.decrease with increasing x to increase in electron affinity. In SS-pMOS devices,

due to nonmonotonic change in SS bandgap, tunneling current shows both an

increasing and a decreasing trend depending on x.

VI
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Chapter 1

Introduction

Silicon CMOS technology has emerged over the last few decades as the predom-

inant technology of the microelectronics industry. For almost four decades the

rate of technological advances in Si MOS devices has followed Moore's Law antici-

pated by Gordon Moore in 1965 [1]. Since then, the geometric scaling of the MOS

transistor has been the prime factor in integrated circuit design and fabrication.

According to the recent forecast of International Technology Roadmap for Semi-

conductors (ITRS) 2004, relative chip static power dissipation with scaling for

high performance logic will be 50 times higher in 2017 than the current value [2].

Consequently, to reduce chip static power as well as to increase transistor speed

and simultaneously reduce the cost per function, state-of-the-art MOSFETs are

now being fabricated with effective gate lengths of only a few tens of nanometers,

pushing conventional Si-based technologies into the nanoelectronics regime [3].

For successful scaling of bulk-MOSFET to sub-IOO nm feature sizes, several short

channel effects, such as drain induced barrier lowering and inverse sub-threshold

slope degradation, have to be minimized by a combination of increased chan-

nel doping, thinner gate oxide, reduced junction depths and lower power supply

voltage [4]. Gate insulator thickness must decrease with the channel length to

increase the drive current. But thinner gate oxides produce a higher degree of

Si/Si02 interface roughness scattering. This, together with higher vertical field

experienced by inversion layer channel carriers, due to higher substrate doping,

leads to increased carrier scattering and ultimately lower channel mobility [5J.

Moreover, below 2.5 nm oxide thicknesses, direct tunneling current (DT) in-

creases rapidly, which is responsible for chip's standby power consumption and

1
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thus limits the enhancement in oxide capacitance. The power supply voltage can-

not be scaled down continuously without decreasing the threshold voltage, as this

would reduce the drive current at saturation and again threshold voltage cannot

be scaled down without resulting in an increased off-state leakage current.

Due to higher DT current and lower reliability, alternatives to Si02 as the gate

insulator are under development, which achieve low effective oxide thickness by

virtue of high permittivity. Unlike Si02, which is grown, these high-k dielectrics

are usually deposited. This results in poor interface properties at the Si surface,

leading to additional reductions in chamiel mobility.

By and large, the determining components of drive current- mobility of Si

.channel, oxide capacitance, channel length, power supply and threshold voltage

are now in such status owing to aggressive scaling that further improvement in

the performance of the bulk-Si devices entails serious complexities. Therefore new

channel materials with advanced electronic properties are required in order for

MOS devices to progress deeper into the Si nanoelectronics regime and maintain

the rate of performance increases demanded by the ITRS [2]. Strained-Si channel

on a relaxed SiGe buffer is one of the promising solutions to this problem.

1.1 Literature Review

Biaxially tensile strained-Si-SiGe(SS/SiGe) devices exhibit an improved electron

and hole mobility and reduced threshold voltage characteristics, which ultimately

enhances the drive current significantly. The SS/SiGe material system uses the

4.2% difference in the lattice constants of Si and Ge atoms to create nanoscale

strain-engineered devices. Electron mobility is enhanced in strained Si compared

with bulk Si due to tensile strain induced splitting of the six-fold degenerate

conduction band valleys. This results in the two-fold bands with lower energy

and reduced in-plane effective mass to be preferentially filled. Reduction of the

in-plane effective mass of electrons enhance the electron mobility. Hole transport

is improved in both tensile strained Si and compressively strained SiGe compared

with bulk Si. The energy band offsets between strained and unstrained Si, Ge and

SiGe alloys allow the confinement of carriers in high mobility epitaxial layers. Us-
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ing the high mobility layers as the channel for MOSFET devices therefore leads to

improved device performance without the need for expensive conventional scaling

strategies. In the following paragraphs, the advent of SS/SiGe technology along

with chronological research works are discussed in brief.

The built-in strain in the Si and SiGe two dimensional (2-D) layers has been

first observed through Raman scattering experiments by Abstreiter et ai. [6]. In

spite of the large lattice mismatch of about 4% between Si and Ge, high-quality

pseudomorphic growth of Si/SiGe multilayered structures were achieved by molec-

ular beam epitaxy (MBE) in their work. Enhanced transport properties of (100)

Si were studied by low temperature Hall measurements and Shubnikov-deHaas

and cyclotron-resonance experiment. The results showed that splitting of 2-fold

degenerate subbands into lower energy states increased the electron confinement,

reduced in-plane carrier effective mass and carrier scattering due to tensile strain

experienced in the Si layer. But the modeled band structure could not predict

the mobility of Si channel and the valance band (VB) and conduction band (CB)

offsets well.

A better approximation of valance band (!:J.Ev) and conduction band (!:J.Ec)

discontinuities has been proposed for the first time by Van de Walle et al. [7] by

self-consistent theory of atomic and electronic structure of pseudomorphic Si/Ge

interfaces. They showed that these values were strongly dependent on strain;::-.

The shift and splitting of the bulk bands were expressed in terms of deformation

potentials. Also the system types (I or II) were determined by properly lining

up the strained layers as estimated from the value of !:J.Ev' Both Abstreiter and

Walle pointed that !:J.Ec < < !:J.Ev' Tensile in-plane strain shifts down the 2-fold

degenerate valleys which then become the energetically lowest CB states of the

heterostructure. The smaller bandgap of the SiGe layers thus leads to a type-II

band structure.

Since then, a lot of work has been done to identify the band structure and

transport characteristics of SS/SiGe layers [8J-[11]. People studied the underly-

ing physics of strain in Si/SiGe structures [8, 9]. On the other hand, Rieger and
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Vogl proposed the band structure of biaxial tensile strained-SiGe on relaxed SiGe

layer [10]. Both of them used multi-band k.p model. But the work of Fischetti

and Laux [11] has been the most significant among these. They incorporated

spin-orbit interaction into the multi-band k.p model making it more complete.

In addition they theoretically predicted the mobility enhancement in SS channel.

From the fabrication point of view, Gibbons and his group for the first time

in their Solid State Electronics Laboratory at Stanford University, fabricated

both nMOS and pMOS transistors in various epitaxial layer structures contain-

) ing SS active regions over relaxed SiGe substrate through CZ process [12, 13].

Later on, the same group for the first time fabricated and analyzed deep submi-

cron SS n-MOSFETs to show the impact of strain on high field mobility due to

shorter channel length [14, 15]. Recent studies on band structure and transport

properties incorporates more complex features such as spin-orbit splitting [16]'

carrier scatteri~g [16] and different substrate orientation [17] as well as quan-

tum confinement modified by strain effects [18]. In all cases a full band Monte

Carlo simulation have been performed to determine the device on-state current

by improved modeling of mobility. Moreover, Takagi et al. [19] showed that

(110)-surface strained-SOl nand pMOSFETs have much higher mobility over

bulk-Si MOSFETs compared to other orientation.

Electrostatic behavior of SS MOS device has been partially studied by Ober-

huber et at. [20].where inversion carrier distribution of SS PMOS is depicted.

Through the 1-D self-consistent six-band k.p model they have analyzed the sub-

band structure of SS layer and explained the effect of parasitic charge storage in

SS-SiGe interface on the inversion layer densities in the potential profile. They

also showed that the influence of the parasitic channel became negligible for high

gate voltages (i.e. high inversion charge densities). Similar observations were

reported by Yang and others [21J recently through similar procedure but for the

scaled sub-lOa nm regime SS/SiGe p channel MOSFETs. In this case the para-

sitic effect has been shown to be negligible for higher doping conditions also.

An important parameter for MOS devices is the threshold voltage (VTH). VTH

i,
I •
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along with short channel effects were thoroughly studied under 1-D analytical and

2-D drift diffusion and hydrodynamic simulation by Sadek et al. [22]. Here SS

layer appeared as a parasitic cap layer. Their electrostatic charge model revealed

that VTH in SS devices reduced with increasing SiGe spacer layer thicknesses and

decreasing effective SiGe channel length. The reduction became insignificant for

lower doping densities. They also studied electron and hole densities as a func-

tion of distance with the help of a 1-D self-consistent quantum mechanical model

through which they predicted that these devices would show higher gate capaci-

tance. But they have not actually calculated the gate capacitance and also their

quantum mechanical model did not include wave function penetration effect and

the effect of SiGe permittivity.

Reduction of VTH and improvement of sub-threshold characteristics in SS

MOS devices has been reported in Refs. [15, 23]. Goo et al. [23] suggested that

reduction in threshold voltage is due to 6.Ev and subthreshold slope varies due to

higher dielect'ric constants of SiGe layer along with shallower channel depletion

depth (Zd)' They also proposed that as 6.Ec « 6.Ev, pMOSFETs show smaller

threshold voltage difference between SS and control-Si (6.VTSS) with negligible

variation of subthreshold slope. Lower VTH entails lower power supply voltage.

Models of VTH in biaxially strained Si-SiGe devices have been proposed re-

cently in the literatures [24, 25]. VTH reduction has been attributed to both

electron affinity and bandgap of the SS cap material and relaxed-SiGe substrate.

Nayfeh et al. [24] proposed a semiclassically based model for SS nMOSFETs

where extensive numerical simulation using MEDICI were performed for a wide

range of channel doping density (Na), oxide thickness (Tax), Ge-fraction (x) and

SS cap thickness tSi. Their model suggests that 6.VTSS increases with x and Na.

The increments are mainly due to the reduction of fiat-band voltage (VFB) in

these devices. They also showed that, band offset between SS and SiGe layer

created a charge dipole that resulted additional potential the gate must provide

to achieve flat-band condition. As a consequence, VFB reduces with increasing x

and further exaggerated by increasing Na.
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On the other hand, Zhang and Fossum [25] proposed a quantum mechanical

model to estimate 6.VTss. Analytical expressions for 6.VTss in both n type and p

type MOSFETs have been derived based on the definition of equal current drive

[44]. The expressions are indifferent for both is; < Zd and is; > Zd conditions

where iSi is the SS layer thickness. They proposed that, apart from the effect

of increasing band offsets and narrowing bandgaps with increasing x in SS/SiGe

devices, reduction in density-of-states (DOS) in SS layer with increasing x was

also responsible for the increase in 6.VTss. Earlier, Lim et al. [26] in their work

showed that uniaxial stress produced less threshold shift than biaxial stress in

SS/SiGe devices due to greater reduction of DOS under biaxial stress than under

uniaxial stress in the SS layer.

An essential topic of study for MOS devices is the gate capacitance-voltage

(C-V) characteristics. Parameters like oxide thickness, substrate and poly-Si dop-

ing, band offset, mobility etc. are better estimated if the simulated C-V curve is

in good agreement with the measured C-V curve. Though a significant amount of

work has been done to model the transport characteristics, relatively less amount

of work has been done on C-V modeling of SS MOSFETs. Sometimes in SS

MOS devices C-V curves are used to facilitate the modeling of transport prop-,
erties [27, 28]. The experimentally obtained C-V curves are also in general used

to extract 6.Ev, Si-cap layer thickness, doping profile, threshold voltage, flat-

band voltage and cross-over voltage in SS/SiGe MOS heterostructure for various

Ge-concentrations [29J-[31]. In these cases, modeling is typically done with semi-

classical commercial device simulators.

An interesting feature of the SS MOS C-V curve is the 'plateau' phenomenon

[29]-[32]. This is found under the accumulation bias of an SS nMOS device

through a I-D Poisson solver in [30]. Chottopadhyay ei al. [31] found the plateau

in both accumulation and inversion region of aSS/relaxed SiGe/SS/relaxed SiGe

nMOS double quantum well structure. Armstrong et al. observed the kink in

their experimentally obtained C-V curve of SS pMOS inversion layer and also

obtained the same in semiclassically simulated C-V [29]. In all cases it has been

believed that the hole confinement near SS/SiGe interface is responsible for these
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plateaus. Also, no report has been found on the comparison of the kinks between

accumulation and inversion region C-V curves.

Chandrashekhar et al. [32] recently proposed a semiclassical single-piece

charge model over the entire accumulation/ depletion/ strong-inversion regions

where flat-band voltages, surface potentials, bulk and inversion charges and ca-

pacitances are both physically derived and numerically validated through an uni-

fied regional charge based approach.

A quantum mechanical C-V model has been proposed by Cavassilas and Au-

tran [33]. This is until now the only work that has discussed strained C-V charac-

teristics through self-consistent quantum mechanical calculation. They calculated

the band parameters through a multi-band k.p method and then introduced them

into a I-D Schrodinger-Poisson self-consistent solver to obtain the full C-V curve.

They showed that strain linearly decreases the threshold voltage. The changes

in the strained C-V curve from that of control-Si in the inversion region have

been attributed to the reduction of bandgap with strain. A strong modification

of hole effective mass in growth direction changes accumulation region charac-

teristic. They also claimed that, this effective mass in the [IOO]-direction is not

changed with strain. But they too did not consider wave function penetration

effect and different dielectric constants in SS and SiGe regions.

Another important topic of study in deep submicron MOSFETs is. the direct

tunneling (DT) gate leakage current. Very few works have been done to study

DT current of SS-pMOS and -nMOS devices. Takagi et al. [34J have found

experimentally that gate tunneling current in nMOS device slightly decreases

with an increase in strain and predicted that the increase in barrier height due

to band splitting is responsible for it. Similar reasoning was used to explain the

decrease in Fowler-Nordheim tunneling current in SS-nMOS devices [35J.

1.2 Objective of the work

It is now established that SS MOS devices have emerged as abuilding-block for

next generation CMOS devices. As a result, besides understanding the transport
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behavior, study of electrostatic characteristics of SS MOS devices are necessary.

Recent studies on VTH [22]-[25]' capacitance-voltage [27]-[33] and tunneling cur-

rent [34, 35] are some evidences of such urgency. In most of the cases, analysis

of SS MOS devices are based on semiclassical technique. These are performed

by using numerical procedures with the help of commercial softwares. Conse-

quently, many calculated parameters like surface potential (rPs), voltage across

oxide (Vox), inversion carrier density (NINv), total semiconductor charge (Qsem),
flat-band voltage (VFB) etc. do not include the essential physics of SS devices.

While modeling VTH either semiclassically [23, 24J or quantum mechanically [25]'
there are ambiguities in the attributes of reduction in VTH which should be re-

solved. As MOS devices enter in to the deep submicron regime, quantum effects

of inversion carriers become important.' Also, ultrathin gate oxides have an ad-

verse effect of high gate current due to the DT of inversion carriers. Therefore,

modeling of nanoscale SS MOS devices should incorporate quantum mechanical

corrections including wavefunction penetration effect into the gate oxide.

The objective of this study is to calculate the electrostatic properties of

SS;SiGe n- and p-MOS devices for (100) orientation using an accurate, phys-

ically based, quantum-mechanical (QM) model as well as a simple semiclassically

based, analytical model. The effect of the variation of the dielectric constant

across SS;SiGe interface is explicitly taken into account in both models for the

first time. The analytical model will be used for quick and reasonably correct es-

timation of SS MOS electrostatics, such as, for explaining the components in the

reduction of VTH. On the other hand, the self-consistent QM model will be used

for quantitatively and accurately modeling SS MOS electrostatics. The model

will be applied to explain a number of issues including mismatch between exper-

imental and existing theoretical 2.VTss, C-V characteristics and direct tunneling

current in SS MOS devices.

1.3 Organization of the Thesis

Chapter 2 reviews the strain induced changes in band structure and electrical

properties of SS;SiGe. Chapter 3 reviews the theory of quantum mechanical

analysis for MOS devices with modifications for SS;SiGe structures and also de-
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scribes our derived semiclassical model for SS-nMOS devices. Chapter 4 presents

the calculation of threshold voltage and the results and discussions of thresh-

old voltage reduction in SS MOS devices based on both QM and semiclassical

model. Chapter 5 narrates the gate capacitance calculation and the results and

discussions for SS-pMOS device based on our QM model. Chapter 6 describes

the QM calculation of DT current and the results and discussions for DT current

in SS MOS devices. Summary of our work along with future directions have been

presented in Chapter 7.



Chapter 2

Properties of Strained-Si on
relaxed SiGe

2.1 Origin of strain in SS/SiGe structure

When a thin semiconductor epitaxial layer is grown pseudomorphically over a

thick base layer (usually called the substrate) having different lattice constant

from that of the epitaxial layer, the thin film experiences strain. Depending upon

the lattice constant of the strained layer, two types of strain are introduced,

namely, tensile and compressive strain. Fig. 2.1 shows an illustration of two

different types of strain.

If the strained layer has a smaller native lattice constant than the bulk, we get

biaxial tensile strain, whereas for the strained layer having a larger native lattice.

constant than the substrate gives compressive strain. When a film is grown on

a substrate, the film is stressed and deformed to take the lattice constant of the

bulk at the plane parallel to the interface. In the perpendicular direction the

lattice constant of the strained film is different than that of the bulk.

Biaxial tension in the epitaxial layer is a case, where the unit cell of the

strained layer is under tension in the in-plane direction (XY plane, perpendicular

to the growth direction Z). To keep the volume the same as that of unstrained

case, the cell undergoes compression in the out-of-plane direction (parallel to the

growth direction Z). Similar situation is observed when Si is grown epitaxially

in (100) plane on a relaxed SiGe buffer fabricated gradually on a (100) Si sub-

strate (Fig. 2.2). The film stays strained upto a critical strain energy and critical

10
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Figure 2.1: Origin of strain in thin epitaxial layer.

.( '","'. r



12

Metal
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Strained-Si

Relaxed SiGe buffer
-------------------------

Si-Substrate

z

Figure 2.2: Schematic diagram of strained-Si MOSFET.

thickness. Above the energy and thickness limits it tends to relax forming crystal

defects.

From Fig. 2.3(a) and (b) it is seen that the lattice constant of Si film conforms
to that of the SiGe layer and the lattice mismatch between Si and SiGe leads to

a biaxial tensile strain in the Si layer. If the SiGe is fully relaxed and the Si layer

fully strained, the amount of strain in Si in the in-plane direction (Ell) can be

found from the following relation,
aSiGe - aSi

EII=----
aSi

(2.1)

then multiplying it with the Poisson's ratio (p) we obtain the amount of strain

in the out-of-plane direction (E-L) from the following relation,

The lattice parameter of SiGe layer can be found from Vegard's law [10]'

aSiGe = aSi + (aGe - aSi)x

(2.2)

(2.3)

where x is the Ge-mole fraction in the SiGe layer. So, the amount of strain in Si

is approximately 4.2xx%.
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Figure 2.3: Strain is induced due to lattice mismatch (a),(b); splitting of conduc-
tion band valleys (c),(d)j splitting of valance band edges (e),(f).
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2.2 Band structure and transport properties

From now on the changes in band structure and electronic properties of Si/SiGe

heterostructure under tensile strain will be concentrated. The noticeable dif-

ferences between these two structures are .the offsets of conduction and valence

bands, D.Ec and D.Ev. For the tensile strained structure, large band offsets occur

in both the valence and conduction bands. The band alignment is referred to as

Type II. For large offsets in both the valence and conduction bands, this tech-

nology is attractive for both electron and hole confinement. So, both n-channel

and p-channel high mobility MOSFETs can be achieved by tensile strained Si

structures.

How the band offsets effect mobility and transport properties of electrons and

holes needs clear understanding of the physics related to the valence and conduc-

tion bands of strained and unstrained materials. From device physics we know

that lowering carrier effective mass and minimization of intervalley scattering are

required for enhancement of carrier mobility.

Fig. 2.3(c) and (d) show the minimum energy conduction band valleys for

strained Si. For unstrained bulk-Si, the minimum energy is six-fold degenerate.

Electrons occupy the six-fold degenerate valleys with equal probability. Tensile

strain splits the sixfold degeneracy of bulk-Si, and lowers the two fold degenerate

perpendicular D.-valleys (D.2) with respect to the four fold degenerate in~plane

D.-valleys (D.4). Such energy splitting causes preferential occupation of the D.2

valleys where the in-plane conduction mass is lower and suppresses inter-valley

scattering between the D.2 and D.4 valleys. These two effects lead to increased

electron mobility [11]' [12]' [14]' [19].

Effective mass of an electron in a conduction band valley is directionally de-

pendent. So, redistribution of electrons to different energy valleys because of

strain causes the effective transport mass of those electrons to change. This can

be understood through the concept of conductivity effective mass. The longitu-

dinal mass m[ and transverse mass mt of an electron in a conduction band energy
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valley of Si are as follows,

ml = O.91mo

m, = O.19mo

(2.4)

(2.5)

_1 = ~ (2- + 2.) (2.6)
ma 3 ml m,

According to this equation, we get the conductivity effective mass to be O.26mo

for unstrained Si. This formula cannot be directly applied to strained Si cases.

For, biaxial tensile strain, the effective in-plane mass will be the transverse effec-

tive mass in Si which is mt = O.19mo. So, biaxial tensile strain helps to reduce

the effective mass of electron and thus contribute to higher electron mobility.

Splitting of six-fold degenerate conduction band valleys by strain also leads to

reduction in allowable states to which carriers may scatter. This helps to reduce

intervalley optical phonon scattering. Minimized scattering also helps to boost

electron mobility.

Here, mo is the electron rest mass. The conductivity mass ma for unstrained Si

is given by the equation,

Fig. 2.3(e) and (f) illustrates the E vs. k diagrams for Si valence band at un-

strained and biaxially strained conditions. For the unstrained case, the valence

band maxima has three bands, the degenerate heavy-hole (HH) and light-hole

(LH) bands and the split-off (SO) band which is slightly lower in energy than the

other two bands. Heavy-hole and light-hole refer to the effective masses of the

holes in each band.

(
fPE)-l

m' = Ii? 8k2 (2.7)

From Fig. 2.3(e) and Eq. (2.7) it can be seen that the HH band should have

a higher effective mass than the LH band for unstrained case. Strain splits the

valance band degeneracy at the zone center and shifts the spin-orbit (SO) band.

The degenerated HH and LH bands split into higher LH and lower HH bands

respectively. So inter band phonon scattering between HH, LH and SO bands

reduces. The higher LH band has a higher occupancy of holes in comparison

The relationship between effective mass (m') and E vs. k dispersion curve is

given by,
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Table 2.1: Band parameters of SS and SiGe regions [8, 24].

Parameters Values
XSS (eV) 4.05+0.58x
Egss (eV) 1.084-x(O.31 +O.53x)

ESS 11.9
XS;Ge (eV) 4.05-0.05x

ESiGe l1.9+4.1x
EgSiGe (eV) 1.084-0.420x
!:::.Ec (eV) O.63x
!:::.Ev (eV) x(O.74 - O.53x)

Table 2.2: Band splitting in SS region [38, 24].

Parameters Values (eV)
!:::.2-L''4 split O.67x
LH-HH split O.4x
LH-SO split O.11x+O.044

to HH band. Moreover, it has higher curvature in the in-plane direction than

the bulk-Si case. Higher curvature entails lower effective mass in the in-plane

direction. All these lead to an increase in hole mobility [11]' [36].

2.3 Band diagram of SS/SiGe heterostructure

In Fig. 2.4 the band diagram of strained-Si-SiGe MOSFET has been shown under

flat-band condition. Here rPm, XSS and XSiGe are the metal work function and

electron affinities of SS and SiGe layers respectively. Eox, Egss and EgSiGe are

the bandgaps of oxide, SS and SiGe layers respectively, tox and tss are the oxide

and strained-Si thicknesses correspondingly. The various band parameters and

electron effective masses have been obtained from [8]' [11]' [24J and [33]. To find

the hole effective masses of both 88 and 8iGe region, the well known Luttinger

parameters /'1, /'2 and /'3 have been used [37]' [38].

Tables 2.1 and 2.2 list the band parameters of S8 and SiGe layers. Bowing

effect is considered in Egss. Different effective masses of electrons and holes of

88 and SiGe regions are provided in Tables 2.3 and 2.4.
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Figure 2.4: Band Diagram for Si-SiGe MOSFET under flat-band condition.



Table 2.3: Effective masses of electrons in different valleys [11, 33].
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Valleys Longi tudinal Transverse

Degeneracy 2 4

Normal mass (mzlmo) 0.916 0.190

In-plane mass(/mo)
m2X m2Y m4X m4Y
0.190 0.190 (-0.012x+0.916) (-0.005x+0.190)

DOS-mass (mdlmo) Jm2Xm2Y Jm4Xm4Y

Table 2.4: Luttinger parameters for Si, Ge and SiGe [37, 38J.

Symbols Si value Ge value Si1_xGex value

/1 4.22 13.35 4.22(1-x)+ 13.35x

/2 0.39 4.25 0.39(1-x)+ 4.25x

/3 1.44 5.69 1.44(1-x)+ 5.69x

Table 2.5: Hole effective masses in SS and SiGe regions [38].

Normal mass(mzlmo) DOS-mass (mdlmo)
HH (mhlmo) 1/b1 - 2/2) 1/b1 + /2)

LH (ml/mo) 1/b1 + 2/2) 1/b1 - /2)

SO (mslmo) 1/13 1/b1 + /2)



Chapter 3

Theory

In this chapter the theory used to analyze SS/SiGe MaS devices has been pre-

sented. The methodologies include a quantum mechanical analysis and our de-

rived semiclassical analysis.

3.1 Quantum Mechanical Analysis

The quantum effect in the MaS devices becomes important when the feature

size is reduced below 100 nm. Higher doping density is required to avoid short

channel effects in these devices which results in a higher surf~ce electric field. The

quantization of inversion. layer carriers occurs due to the presence of high electric

field at the surface of the semiconductor. In this section the quantum mechanical

treatment for SS/SiGe MaS devices has been reviewed as developed in [39].

3.1.1 Schrodinger-Poisson self consistent solution

Stern [40] proposed the solution of coupled Schrodinger's and Poisson's equations

for analysis of MaS inversion layer. The important assumptions made by him

are,

a) The effective mass approximation is valid, so that periodic potential can be

neglected.
b) The envelope function vanishes at the Si-Si02 interface.

The band bending of a SS/SiGe semiconductor heterostructure can be character-

ized by a potential rjJ(z). Fig. 3.1 shows a typical energy band diagram for an

nMas inversion layer.

19
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Figure 3.1: Typical band diagram for an nMOS inversion layer.

In the effective mass approximation, the electronic wavefunction for the it"

(3.1)d2'if;(z) 2m'dz2 + 1t2Z [Ei + eq,ss(z))'if;(z) = 0

subband is the product of the Bloch function at the bottom of the conduction

band and the corresponding envelope function. Envelope function 'if;(z) is the

solution of,

Here m; is the effective mass in the direction perpendicular to the interface and

Ei is the energy of the it" bound state in the state in the same direction. Closed

boundary conditions commonly used for the solution of Eq. (3.1) are,

i) deep inside the bulk SiGe, 'if; ( 00) = 0 and

ii) at the semiconductor-oxide interface, 'if;(0) = O.

Each solution of Eq. (3.1) gives the bottom of a continuum of levels called a

subband. In the effective mass approximation of SS layer, the conduction band

valleys are degenerate in pairs. Solution of Eq. (3.1) gives the eigenenergy Ei

and the envelope function 'if;(z). The potential rj>(z) is found from the solution of
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Poisson's equation, which is as follows,

=

ESSEO

[pd(Z) - e I:iNi'lj;2(Z)]
0< Z < tSi

Z > tSi (3.2)

here, ESS and ESiGe are the dielectric constants of SS and SiGe regions respectively

and EO is the absolute permittivity constant. Ni is the carrier concentration in

the it" subband. Ni is given by the following equation,

(3.3)

where nvi is the valley degeneracy of the it" valley, mdi is the density of states

effective mass per valley and EF is .the Fermi energy. Pd is the charge density in

the depletion layer, which is taken to be,

- 0, Z> Zd (3.4)

here, Zd is the depletion layer thickness. Neglecting the inversion charge density

in Eq. (3.2) it can be shown that,

2ESSEOrPdSS

e(NA - ND)'

2ESiGeEOrPdSiGe

e(NA - ND) ,
(3.5)

rPdSS and the rPdSiGe are the band bending due to depletion charge only in the SS

and SiGe regions, respectively. rPdSiGe and rPdSS can be calculated from as,

rPdSiGe
eNd 2

= (Zd - tSi) ,
2ESiGeEO

rPdSS [eNd 2 ]
kT eNINVZavg (3.6)- rPss - 2 Zd - rPdSiGe ---

ESSEO e ESSEO

where rPss is the total semiconductor band bending at the SS-Si02 interface,

NINv = I:iNi is the total number of charge per unit area in the inversion layer

and Zavg is the average penetration of inversion charge density into SS layer. The

two boundary conditions conventionally used for solution of Eq. (3.2) are,

i) for large Z (at Z 2': Zd) dq,jdz = 0 and
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ii) at the surface, drjJ/dz = Fs.
Here, Fs is the electric field at the oxide-semiconductor interface and is given by,

Fs = e(NINv + Ndep)
ESSEO

N
dep

= zd(NA - ND) is the number of charge per unit area in the depletion layer.

In a self-consistent formulation, Eqs. (3.1) - (3.6) are solved iteratively for a given

Fs until results converge.

3.1.2 'fransmission Line Analogy

The general procedure to solve Schrodinger's equation involves rigorous matrix

manipulation. Among various simple techniques, one approach considers trans-

mission line concept of microwave engineering which is discussed here. In addition

to this technique, later Green's function is introduced to calculate eigenenergjes..

and wave functions.

Transmission line analogy to solve Schrodinger's equation is described briefly

as follows [41]. The well known equations for voltage (V) and current (1) used in

transmission line theory are,

I(z) = [+(e"Z - f,e-,tZ),

V(z) = 1+Zo(e"Z + f,e-"Z) (3.8)

where " is the propagation constant and f, is the wave amplitude reflection co-

efficient. Zo is the characteristics impedance of the transmission line.

If an electron with an energy E is incident on the potential barrier shown in

Fig. 3.2, the corresponding wave function can be expressed as,

(3.9)

where I is the propagation constant and p is the wave amplitude reflection coef-

ficient. If a function, ((z) is defined as

then,

(( z) = l:!!.- d1/J
zm'dz

(3.10)

(3.11)
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Figure 3.2: A potential barrier with an incident electron (solid line) and the
reflected wave (dashed line).

where,
Zo = 2"11i

zrn*
(3.12)

(3.13)

(3.14)

Now, an analogy is found between voltage and current expressed by Eqs.

(3.8) with ( and 7jJ expressed by Eqs. (3.11) and (3.9), respectively. Since, the

transmission line impedance is the ratio of V and I, so the ratio of ( and 7jJ is

called as wave impedance by using this analogy. Moreover, ( and 7jJ are contin-

uous across the boundary between the two regions, which directly corresponds

to transmission line boundary conditions. All these lead to a conclusion that a

quantum mechanical wave impedance concept can be introduced analogous to

transmission line impedance as given by at any plane z,

Z(z) = «(z)
7jJ(z) .

Thus transmission line concept can be applied for quantum mechanical cal-

culations. For example, the input impedance, Zi at z = -l may be expressed in

terms of load impedance, Zl at z = 0 as in transmission line,

Z = Z Zl cosh ("Il) - Zo sinh ("Il)
, 0 Zo cosh ("Il) - Zl sinh ("Il) .

If at any energy the wave impedances looking to the right (positive direction)

and to the left (negative direction), at any plane z are equal, i.e

(3.15)
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the corresponding energy is the eigenenergy of the arbitrary quantum well.

3.1.3 Green's Function Formalism

(3.16)( "E) = ~ [BCR(Z,Z';E)/CR( "E)]Z Z,Z,. B' z,z,2m; z

Green's function formalism is used along with the transmission line analogy to

calculate easily the normalized wave functions in arbitrary 1-D quantum well

structures [42J. In this formalism the quantum mechanical wave impedance is

redefined in terms of the logarithmic derivative of the retarded Green's function,

CR as ,

where CR satisfies the equation,

[E+.!3!.- - V(z) +iE] CR(z,z';E) = 5(z - z')
2m;

(3.17)

where E is an infinitesimally small positive energy and m; is the z- direction effec-

tive mass. V(z) is the potential along z-direction. The Green's function in this

context is discussed in detail in Ref. [43].

Wave impedance Z(z, z'; E) has a discontinuity at z = z', and one needs

two boundary conditions to determine Z(z, z'; E). To obtain these boundary

conditions, the potential profile is assumed flat sufficiently far from z = z' in both
directions. If VR is the constant potential at z = 00 and if VL is the constant

potential at z = -00, the Green's function in these regions can be expressed as

[42]'

CR(z -> 00, z'; E) . "" e~R(Z-Z')

CR(z -> -00, z'; E) "" e-~dz-z') (3.18)

where
2m'

rR(L) = 2 Jj2(E - VR(L)) (3.19)

rR(L) is imaginary if E > VR(L) , else this is real. From the above relationships,

the boundary conditions are found as

Z(z -> 00, z'; E)

Z(z -> -00, z'; E)

Zo(oo)

-Zo(-oo) (3.20)
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Zo(:l:oo) = -. -'YR(L)2m;
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(3.21)

From the properties of the Green's functions it can be shown that [43]'

Z(z, z'; E) = ZiR(Z; E) for all z' < z

Z(z, z'; E) = ZiL(Z; E) for all z' > z. (3.22)

It is noteworthy that ZiR (ZiL) does not depend on z' as long as z > z' (z < z')
as 8(z - z') = 0 for z =J Zl Using transmission line analogy, ZiR(ZiL) can be

calculated. The eigenenergies of an arbitrary quantum well can be determined

using following condition,

ZiR(z; E) = ZiL(Z; E) (3.23)

From transmission line analogy, at any eigenenergy and for all values of z in-

side the quantum well the above equation must be satisfied. Once an eigenenergy

.is found, the corresponding normalized wavefunctioll call be calculated using the

following relationship,

11fIn(zW = 4ES'm [ i ]
It ZiR(Z; En) - Zidz; En)

The position dependent one dimensional (l-D) DOS (N(z; E)) is given by,

N(z., E) = _4E S'm [ i ]
nit ZiR(Z; E) - Zidz; E)

(3.24)

(3.25)

Eqs. (3.23) and (3.24) are used to find the eigenenergies and wavefunctions

in MOS inversion layers, respectively. Here the wavefunction is subject to open

boundary conditions, assuming the potential barrier at SS-Si02 interface has a

finite height and width. As a result the technique incorporates wavefunction

penetration effects into the dielectric material. Through realistic boundary cone

ditions instead of invoking some mathematical artifact. The effect of considering

wave function penetration effect is shown in Fig. 3.3 for a typical MOS inversion

layer. Here it can be seen that inversion charge distribution has a tail into the

dielectric region indicating the effect of considering an open boundary condition

while solving the Schrodinger's equation.
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Figure 3.3: Inversion charge exists in the oxide region when the wave function
penetration effect is considered in Schrodinger-Poisson self-consistent calculation.

3.2 Semiclassical Analysis

The analysis of MOS device is often done through semiclassical approach. In

semiclassical analysis, the inversion layer charge is considered to be a sheet charge

of negligible thickness located near the oxide-semiconductor interface. For rel-

atively lower surface electric field or thicker dielectric material the quantization

effects of electrons or holes are suppressed. Therefore, carrier concentration in

the inversion layer can be estimated through semiclassical approach along with

Fermi-Dirac statistics.

Although semiclassical analysis is less accurate than quantum mechanical

analysis for modern submicron devices, this method has the advantages of sim-

plicity and negligible computational time. Therefore, semiclassical approach is

useful for making a quick, qualitative analysis. In this section a total semicon-

ductor charge equation for SS/SiGe nMOS structure is derived.

,,
.•...•..
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3.2.1 Expression for total semiconductor charge

SS and SiGe layers differ in band gaps, electron affinities and also in dielectric

constants. The intrinsic carrier concentrations niSS and niSiGe for the SS and

SiGe regions respectively are,

(3.26)

where Nessi, NeSiGe and Nvssi, NvSiGe are the effective density of states of elec-

trons and holes, respectively and r/>t is the thermal potential. An average intrinsic

carrier concentration niS would be,

(3.27)

The Poisson's equation for an nMOS device along the confinement direction z

can be represented as,

_ eNa [1 + n
N
iSexp (r/> ~ r/>b)] , 0 < z < tSi

ESSEO a t

eNa (3.28)

(3.29)

where Na is the doping density of semiconductor and the Fermi potential r/>b is

given by,

r/>b = r/>t In (Na)
niB

Eq. (3.28) is based on the following assumptions,

i) inversion layer band bending is due to only electrons and negatively charged

ions; contribution of holes or positive ionic charge is insignificant,

ii) inversion carriers are confined mostly to SS regions.

Integrating Eq. (3.28) from z = tSi to Z = Zd we obtain,

[~~L [~~t, = [E:~:;J:,
but at Z = Zd, [dr/>/ dz] = O. SO Eq. (3.30) is simply,

(3.30)

(3.31)



or

Putting appropriate boundary conditions, integration of Eq.

static potential at SS-SiGe interface, c/JSiGe, such that,

'" _ eNaz~s
If'SiGe -

2ESiGeEO

2ESiGeEOc/JSiGe
eNa

Here Zds is the depletion width in the SiGe region.
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(3.31) gives electro-

(3.32)

(3.33)

Now, multiplying Eq. (3.31) by ESiGeEO and putting the value of Zds, it is

found,
(3.34)

As we know that

(
dc/J) d2c/J
dz dz2

~!£(dc/J) 2

2 dz dz

_ ~!£(ddc/J) 2, then Eq. (3.28) can be simplified
2 dz z

- E::O [1+ ~: exp ( c/J ;, c/Jb )] (~~)

eNa [ (niS) 2 ( c/J )] (dc/J)-- 1+ - exp - -
ESSEO Na c/J, dz

substituting c/Jb

eNa d [ (nis)2 (c/J)]--- c/J + c/J, - exp - .
ESSEO dz Na c/J,

(3.35)

Again integrating Eq. (3.35) from z = 0 to z = tSi we get,

(
dc/J)

2
_ (dc/J)

2
= 2eNa [c/JSS+ c/J, (nis)2 exp (c/JSS)]'Si (3.36)

dz ,. dz 0 ESSEO Na c/J,s, 0

Multiplying Eq. (3.36) by (ESSEO)2 and putting the boundary values we have,

(
dc/J) 2 ( dc/J) 2

ESSEO dz ,. - ESSEO dz 0.•.

= -(2eEssEONa)c/JSiGe [c/JSS - c/JSiGe + c/J, (~:) 2 (e<PSS/<P' - e<PSiG'/<P')] .

(3.37)

As the flux density is continuous across the SS-SiGe interface we have,

(€SiMO ~~) = (ESSEO ~~ )
(3.38)
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From the Eqs. (3.34), (3.37) and (3.38) it is obtained,

(
drP) 2

ESSEOdz 0

= (2eEssEoNa) [rPSS - rPSiGe (1 _ E::~e ) + rP, (~:) 2 (eq,ssN' - eq,s;ceN') ]

(3.39)

According to Gauss's law, [EssEod7/J/dz]o is nothing but the total semiconduc-

tor charge QSem. Hence,

QSem = (2eESSEoNa)[rPSS - rPSiGe (1- E::~e) + rP, (~:r(eq,ssN, - eq,s;ceN')]

(3.40)

where rPSiGe is given by Eq. (3.32) and rPss is given by,

eNa [2 2 ( ESS )]rPSS = --- Zd - zd, 1- -- ,2ESSEO . ESiG,

3.2.2 Determination of cPss, cPSiGe

(3.41)

In this section the method of determining rPSiG" rPss from Eq, 3.40 for a particular

NINv, Na, x and tSi is provided. Depletion charge per unit area (Qn) is given

by,
(3.42)

Inversion charge per unit area (QI)can be given by,

(3.43)

For a given NINv, a transcendental equation can be obtained,

To find the solution for b. = 0, Eqs. (3.32), (3.41), (3.42) and

simultaneously solved for Zd. Finally, using the value of Zd in Eqs.

(3.41), rPSiGe and rPss can be obtained.

(3.44)

(3.44) are

(3.32) and



'Chapter 4

Modeling of Threshold Voltage

It is well known that, when MOS transistor gate length is scaled below submicron

level, QM effects alter energy band structure such that sub bands form, and the

lowest subband is displaced upward (downward) in the electron (hole) inversion

and accumulation layers. This has the effect of increasing the Si bandgap, and it

results in a larger threshold voltage (VTH) than that predicted by classical calcu-

lations which neglect these QM effects. Thus increase in doping though improves

device turn-off characteristics, it adversely affects the VTH.

In SS/SiGe devices, it has been observed that VTH reduces with increasing

Ge-mole fraction [22J-[25J. This has opened up an opportunity to circumvent the

above stated problem. As a result, modeling of VTH for SS/SiGe devices has

become an important topic of interest. VTH has three origins, namely, the Si02-

semiconductor surface potential (<Ps), the oxide voltage (Vox) and the flat-band

voltage (VFB). Reduction of VTH means an overall reduction after'these three

components are combined. All three components are modulated by the changes

in bandgaps, electron affinities and dielectric constants of SS and SiGe regions,

density of states in SS region and band offsets between SS/SiGe interface, with

the variation of Ge-mole fraction, x, in SiGe layer and the thickness of SS layer,

iSi'

Recent models of VTH in SS/SiGe device (VTSS) [23]-[25]have demonstrated

the reduction of VTSS in terms of all the components stated above except the

contribution from a change in dielectric constant from ESS to ESiGe across the

SS/SiGe interface. Though in [24J the change in permittivity has been included

30
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through some kind of averaging while expressing Vox for SS-nMOS devices, the

effect is not clearly identified.

As a result, a more complete model for VTss has been developed in this work,

through which different issues of VTss reduction phenomena have been explained

in the following sections.

4.1 Theory of threshold voltage calculation

Once the self-consistent potential profile for any fixed inversion condition is ob-

tained, gate voltage required to obtain the inversion condition can be calculated

from the following equation,

Vas = 1Js+ Tax Fox + VFB (4.1)

where 1Js is the total band bending or the Si surface pot.ent.ial and VFB is the flat.

band voltage. Also Tax and Fox are oxide width and electric field in the oxide

respectively.

Conventionally, VTH is t.he gate voltage where the volume inversion carrier

density at the channel surface is equal to the bulk doping density. However, this

semiclassical definition is not suitable in deeply scaled devices due to quantum

mechanical effect and non-linearity of scaling. Due to quantization effect, the

inversion carrier density at the oxide-Si interface is always vanishingly small and

the peak carrier concentration in the inversion layer is displaced from the gate

dielectric-semiconductor surface. This creates an inversion capacitance (GINv)

in series with the oxide capacitance (Gox). Since, Vas is now shared by both of

these capacitances, the amount of band bending under the influence of GINv is

larger than without any consideration of GINV and, thus, a higher value of Vas

is required to induce the same amount of inversion charge density. This in turn,

increases VTH over the semiclassically predicted value.

Our model has considered a new definition of VTH for SS/SiGe MaS devices

which is based on the definition of equal current drive. This definition proposed by

Takagi et al. [44] applied in both quantum mechanical and semiclassical analysis.

r.
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According to this definition, VTH is the gate voltage necessary to induce an NINV
equal to 1011 cm-2 in the channel.

4.2 Results and discussions

4.2.1 Quantum mechanical analysis

In this section the simulation results based on our quantum mechanical analysis

for both SS-nMOS and SS-pMOS devices have been discussed. As said earlier

reduction in VTH has three origins, these are explained below.

An energy band diagram at threshold for SS-nMOS and -pMOS device each

for x = 0.25 has been shown in Fig. 4.1 that explains the effect of neglecting

ESiGe in rPss while calculating VTSS. Fig. 4.1(a) and (b) is for nMOS and pMOS,

respectively. Curve (i) represents SS/SiGe system with different dielectric con-

stants for SS and SiGe regions, curve (ii) is also for the SS/SiGe system, but with

the dielectric constants of both SS and SiGe regions assumed to be equal to ESS

and curve (iii) is for the control-Si device. From the difference between curve (i)

and (ii) it can be seen that, rPss is overestimated by neglecting the effect of ESiGe.

Reduction in rPSSn(p) can be explained in terms of the shift in conduction and

valence band edges of SS layer, band offsets in SS/SiGe interface and higher value

of ESiG,' Apart from an increase in intrinsic carrier concentration (niss) due to

the reduction in band gap with increase in x of SS region, reduction in rPss has

another reason particularly for SS-nMOS device. For an SS-nMOS device, strain

splits the 64 and 62 conduction band valleys and makes 62 lower in energy level.

As a result, the Si02-SS-SiGe quantum well becomes steeper than the unstrained

bulk-Si quantum well for the same doping density. Therefore, less rPss is now

required for the same inversion carriers to be confined within the well. For an

SS-pMOS device, though SS/SiGe band offset cause parasitic charges to be stored

at SS/SiGe interface which are supposed to increase rPssp required for inversion,

rPssp reduces due to a reduction in density of states caused by an increase in niSS

that subsides the effect of parasitic charges.
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Figure 4.1: Energy band diagrams at threshold for SS-nMOS (a), and -pMOS (b)
structures showing the effect of neglecting ESiGe. Curve (i) represents SS/SiGe
system with different dielectric constants for Si and Ge regions, curve (ii) is for a
SS/SiGe system with the dielectric constants of both S8 and SiGe regions equal
to ESS, and curve (iii) is for the control-Si device.
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To understand the contribution of ESiGe in <Pss reduction, Fig. 4.1(a) and

(b) have to be looked back and probed again. Here, the relative positions of

the conduction and valence band profiles for SS and control-Si devices are the.

results of increased electron affinity and reduced bandgap of SS and conduction

and valence band offsets at the SS/SiGe interface. The difference in surface po-

tentials between curves (i) and (iii) represents total 6.<pss and this includes all

different contributions. To identify the contribution in 6.<pss arising from the

difference in ESS and ESiGe> curves (i) and (ii) are compared. The difference in

surface potential between these two curves (6.<PSS(E)) is due to only the change in

the dielectric constant at SS/SiGe interface. Fig. 4.1 shows that the magnitude

of <pss is smaller for curve (i) for both SS n- and p-MOSFETs. It is due to the

fact that for the same depletion charge distribution, Electric field is lower in SiGe

region (as ESiGe > ESi) in SS device compared to the electric field at the same

depth in Si in the control-Si device. Consequently, there is a smaller potential

drop across the SiGe region in the SS structure.

6.</>ss(E) is shown in Fig. 4.2 as a function of x. Fig. 4.2 (a) is for nMOS and

4.2(b) is for pMOS device. 16.<PSS(E)I is reduced by strain for both type of devices.

The reduction is aggravated for smaller iSi and lower substrate doping density

Na(Nd). In [25] it is claimed that the silicon surface electric field should remain

the same at threshold for both the control-Si and SS devices using a threshold

voltage definition similar to that of [44]. For iss < Zd, this implies that Zd should

be same for both the devices. Our calculations show that actually Zd is smaller in

the SS device by around 5% in spite of the expected increase caused by a higher

value of ESiGe' Similar observation has also been reported in [23]. This reduction

in Zd is caused by a combination of bandgap narrowing in SS as well as SiGe

regions and band offset. This additional factor will further reduce VTss in the SS

device by reducing Vox by a similar ratio.

Another important factor in VTSS reduction is the reduction in VFB. VFB

is the difference between the work function of gate material and semiconductor

region. Though there are several expressions recently proposed in [24, 32]' they
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are actually modification of the VPB expression found in [46]'

( EgsS )
VPB = tPM - XSS + 2;- :!: tPP . (4.2)

Here, tPM is the metal work function. XSS, Eqss are the electron affinity, bandgap

of SS layer and tPP is the Fermi potential. '+' sign is for nand '-' is for pMOS

devices. This simple expression is used in [25J and also in our model. In our sim-

ulation, Al gate of work function 4.1 eV has been considered and the reduction

in VPB is due to the decrease in bandgap and electron affinity of SS layer with

increase in x.

In Fig. 4.3, changes in the components of VTH are presented. It has been

found that for both type of SS devices, VTH shift is significant. The threshold

voltage shift in SS nand p MOSFETs is defined as,

!:>.VTSSn(p) = VTSSn(p) - VTUSn(p)

!:>.Vox, !:>.tPss and!:>. VPB are given by,

!:>.VOXn(p) - VOXSSn(p) - VOXUSn(p)

(4.3)

(4.4)

tPSSn(p) - tPuSn(p)

VPBSSn(p) - VPBUSn(p)

where Vox ss and Voxu S are the oxide voltages for strained and unstrained de-

vices, respectively. Similar definitions are applicable to tPss and VPB as well.

Also, ~ all cases x = 0 corresponds to unstrained bulk-Si device. From Fig.

4.3(a) it is seen that, for nMOS device !:>.tPSSnis the dominant term. But in Fig.

4.3(b) it can be seen that, !:>.tPssp has an opposite polarity to !:>.VPB' !:>.Vox is

small for both cases.

!:>.VTSSn(p), calculated with and without considering variation of E across SS/SiGe

interface is demonstrated in Fig. 4.4. In both the Fig. 4.4 (a) and (b), ESS -

ESS(SiGe) indicates the value of dielectric constant in SS and SiGe regions, respec-

tively. For SS-nMOS device as VTssn > 0, !:>.VTssn < 0 indicates a reduction in

VTSSn- VTSS continues to reduce with increase in x. The reduction is mainly due

to the reduction in tPSSn as found from Fig. 4.3(a). In Fig. 4.4(b), I !:>.VTssp I is
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underestimated when ESiGe is neglected. The main reason is the overestimation

of </JSSnas mentioned above.

In case of pMOS, the situation is more interesting. Here, it should be men-

tioned that VTSSI' < 0 and so, t. VTSSp > 0 means a decrease in VTSSI" Also it

is clear from Fig. 4.3(b), that, t. VTSSp is determined by the competing effect of

t. VFBp and t.</JSSI" t. VTSSp can become negative upto a certain x. This indicates

an increase in IVTSSpl in SS-pMOS device. When, ESiGe not considered, a higher

value of </Jssp is assumed in ESS - ESS case. So, It.</Jssp I becomes smaller and,

thus, let the decreasing t. VFBp to dominate over increasing t.</JSSI' (Fig. 4.3) and

cause t,.VTSSI' to become negative. For higher x when 1t.</Jssl'l exceeds It. VFBpl,
It.VTsspl again shows an increasing trend. On the other hand, when ESiGe is con-

sidered, t.</Jssp cannot exceed t. VFBp and hence It.VTsspl always increases.

Zhang et al. [25]could not explicitly clarify the mismatch between their calcu-

lated value and experimentally obtained t. VTSSn(p) data from [14, 47]. Both their

calculation and experimental values are also shown in Fig. 4.4. Model-predicted

It,.VTssl underestimates the measured data for both 5S-nMOS and pMOS devices

as can be seen from Fig. 4.4. Also, in SS-pMOS devices, IVTSSpl rather increases

with x whereas the experimentally measured data suggests a decreasing trend.

They also predicted that, the reasons for these apparent discrepancies are the

uncertainties in the bandstructure parameters they have used and the overesti-

mation of density-of-states in the strained devices.

We observe that the agreement between our calculated It.VTssl and experi-

mental It.VTssl is excellent. Based on this, we suggest another possible reason

to explain the observed mismatches, which is the overestimation of </Jss owing to

the negligence of ESiGe. Such a correction for SS-nMOS device can narrow the dif-

ference between their theoretically predicted and experimentally obtained data.

This can be understood from Fig. 4.4(a). Moreover, in SS-pMOS device, the
~ .

opposite trend between the measured and simulated data can also be explained

upto x = 0.25 by making such correction. This is verified from Fig. 4.4(b) where

we showed that, negligence of ESiGe can make IVTSSpl to increase.
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4.2.2 Semiclassical analysis

This section discusses the results obtained through the semiclassical analysis de-

scribed in Chapter 2. Fig. 4.5 shows Zd, cPss and Qs for a SS-nMOS device. In

Fig. 4.5(a) variation of Zd with increasing x is shown. For a particular Na, in-

crease in x results in decrease in Zd' This reduction is primarily due to an increase

of niSS for reduction in bandgap of SS layer with increasing x. The decrease of

cPss is due to the decrease in cPSiGe owing to a larger value of "SiGe relative to

"SS' Reduction of Zd also contributes to the reduction of cPss as seen in Fig. 4.5(b).

The effect of doping density on cPss can be seen from Fig. 4.5(b). At higher

Na the effect of strain is somewhat enhanced as seen from Fig. 4.5(a) and (b).

For the same x, at higher Na, cPss decreases slightly more from the unstrained

case than at lower Na• In this case, Zd is reduced and hence Qs is more confined

within the SS-region. As a result, cPSiGe becomes smaller and the effect of SiGe

layer is less prominent on cPss reduction, as estimated from Eq. (3.32).

Fig. 4.5(c) shows the reduction in Qs with increasing x. This reduction is also

the effect of shallower Zd as expected from Eq. (3.40). The reduction of Qs causes

a reduction of Vox as dictated by Gauss's law. Also reduced Qs entail smaller

gate voltage required to induce the same inversion charge density. According to

Takagi's definition of VTH, this in turn reduces VTSS further.

The effect of considering different dielectric constants for SS and SiGe layers

on cPSSn and VOXSSn is shown in Fig. 4.6(a). It is seen from the figure that the

effect of f::,E on f::,cPSSn is more pronounced than on f::,VOXn' If "SS is considered

for both SS and SiGe layers, both cPSSn and VOXSSn are overestimated.

Fig. 4.6(b) shows f::,cPSSn and f::,VOXn for different tSi for a particular Na with.

increasing x. In Fig. 4.6(b) we see that a thinner tSi causes greater reduction

of cPSSn from that of the unstrained bulk-Si device. Both f::,cPSSn and f::,VOXn
show larger deviation from the unstrained case for thinner tSi' Probing into

both Eqs. (3.41) and (3.32), the reasons for this trend can easily be inferred.

For thinner tSi, cPSiGe increases further, causing its contribution towards the total
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both Eqs. (3.41) and (3.32), the reasons for this trend can easily be inferred.

For thinner tSi, <PSiGe increases further, causing its contribution towards the total

surface potential to increase. This implies that SiGe layer contains more regions of

depletion area for a particular Na and x conditions. But due to higher dielectric

constant of SiGe, it results in smaller band bending in comparison to similar

conditions under a thicker SS layer. So both 6.<PSSn and 6.VOXn are further

exaggerated in thinner SS layer with increasing x. Results in Fig. 4.6 show that

the reduction in <Pss and Vox with increasing x predicted by semiclassical analysis

can also explain the additional reduction of VTH in SS device beyond the value

predicted by conventional analysis [25J.

4.2.3 Comparison between semiclassical and quantum me-
chanical analysis

As VTss has been modeled with two different techniques, a comparison between

the two results will further clarify the physical behaviors of VTSS under different

condi tions.

Fig. 4.7(a), (b) and (c) show, 6.<PSSn for three different SS thicknesses for an

SS-nMOS device calculated with both semiclassical (Se) and quantum mechani-

cal (QM) procedures. It is clear from Fig. 4.7(a), (b) and (c) that, the agreement

between the two models improve with increasing tSi at smaller x. For tSi = 15

nm, the two models agree over the entire range of x considered. On the other

hand, for tSi = 5 nm, the difference is not negligible for x> 0.25.

In all cases of Fig. 4.7, 16.<psslsc > 16.<pssIQM. This could be attributed

to the negligence of conduction band offsets between SS and SiGe layer (6.Ec)

the semiclassical model. In QM analysis, the conduction band of the SS region

becomes lower in energy from the conduction band edge of SiGe. This reduces

the width of the well and also comparatively reduces the effect of ESiGe on l<Pssl

reduction. So 16.<pssIQM is always smaller for a fixed tSi, Na and x.

Semiclassically, from Eq. (3.41), it can be understood that, thicker tSi causes

lesser reduction in <PSSn compared to thinner tSi under same x. The situation is



o
>.s -150
~

~ -300

o
>.s -150

rnrn

~ -300

o
>.s -250

rn
rn

~ -500

- -

tSi= 15 nm

tSi= 10 nm

----

tSi= 5 nm

- - -

---

(a)

(b)

(c)

--a

44

0.0 0.1 0.2 0.3 0.4 0.5
Ge-mole fraction (x) '.

sc: N .•. 5x1017 cm-3, -.- 1018 cm-3
a

QM N 1017 -3 1 18 -3
: - _.0.- - 5x em, - -.- - 0 em

a

Figure 4.7: Comparison between semiclassically and quantum mechanically cal-
culated D.cPss for SSjSiGe nMOS device.

r" ,

I
I
I
I
\ ....-' ..

~

,. . .)(': (('.
."



45

similar in QM analysis.

An anomalous situation is observed in I:::,.cPssshown in Fig. 4.7(b) and (c) as
far as doping density is concerned. It is seen that, higher Na shows smaller I:::,.cPss
compared to similar conditions at lower Na, in QM analysis whereas the trend is

found opposite in SC analysis. A plausible explanation has been provided below.

It:,.cPssl increases with increasing niSS, ESiGe, t:,.Ec and decreases with increas-

ing tSi . When I:::,.Ec increases, to induce same inversion charge, cPss decreases.

It is already mentioned that QM analysis incorporate the effect of band offset in

determining cPss. But at higher Na, effect of I:::,.Ec does not suppress the differ-

ence in inversion charge induced band bending between strained and unstrained

condition. Also, Zd is reduced. So I:::,.cPss is less affected by both I:::,.Ec and ESiGe

for a fixed tSi' So at higher Na, It:,.cPss I is reduced in QM analysis.

In our SC analysis, I:::,.cPss depends on niSS, ESiGc and tS-i' At higher Na, Zd

reduces. So, zJs in Eq. (3.41) is suppressed for a thicker tSi' So, II:::,.cPssI follows
QM result for thicker tsi. But in case of sufficiently thinner tsi, zJs severely re-

duces cPss and hence increases II:::,.cPssI for higher Na.

A plot of I:::,.VTSsn is provided finally to demonstrate the comparison of semi-

classical and QM analysis on YTSSn modeling in Fig. 4.8. Here, I:::,.VTSSn follows

similar trends as I:::,.cPSSnin Fig. 4.7 because from Fig. 4.3(a) it has been clarified

that I:::,.cPSSn"Clictates I:::,.VTSSn' Our semiclassical results are consistent with the

results reported by Nayfeh et al. [24] such that II:::,.VTssn I increases for higher

Na for a fixed tsi. If it is assumed that, the two models agree when the differ-

ence in (1l:::,.cPsslQM -ll:::,.cPssisc) falls below 10mV, then from the figure it can be

inferred that, semiclassical analysis will give fairly accurate results for x :':::0.2
when tSi ;::: 10 nm. This limit is important from the device analysis point of view

as modeling experimental data is much easier through semiclassical techniques.

Outside the range, the two methods differ significantly and QM analysis would

.be necessary.

•



o

-=e -150-c:enen
>-300
<I

o->
E-150-c:enen

~-300

o
~_-250

c:enen><1-500

tSi = 15 nm

tSi = 10 nm

tSi = 5 nm

-

(a)

:::::: :::::: ::::::

(b)

(c)

--- - -.

46

0.0 0.1 0.2 0.3 0.4 0.5
Ge-mole fraction (x)

SC: N
a

•• 5x1017 cmo3
, _._1018 cm-3

QM: N
a
- -~ - 5x1017 cmo3

, - -.- - 1018 cm-3

Figure 4.8: Comparison between semiclassical and quantum mechanical threshold
voltage modeling for SS/SiGe nMOS device under different tSi and Na.



(5.1)

Chapter 5

Modeling of Gate Capacitance

Gate capcitances of strained-Si MOS devices is calculated in this chapter and

compared with that of bulk-Si devices. Effects on capacitance in the context of

thickness of strained layer, amount of Ge-mole fraction, dielectric constants of

both SS and SiGe regions and substrate doping concentration considering wave

function penetration effect are investigated.

5.1 Theory of gate capacitance calculation

MOS capacitor under inversion condition is represented by a series combination

of oxide capacitance per unit area, Cox, and the inversion layer capacitance per

unit area, CINv. Inversion layer capacitance has a significant influence on the

performance of scaled MOSFET's with thin gate oxides. This is because the

total gate capacitance, which determines the transconductance of MOSFET's is

reduced by inversion layer capacitance [46]. CINv is defined by,

C _ e8NINv
INV - 8rPs

where NINV is the surface carrier concentration and rPs is the surface potentia!.

The total gate capacitance per unit area, Cq, is defined by,

1
Cq = Cox c. 1+~

CINV

(5.2)

From Eq. (5.1), larger value of CINv is favorable to obtain higher Cg• CINV has

two origins. One origin is the finite band bending associated with an increase

in NINV due to the finite density of states in the bands and the other is finite

inversion layer thickness. CINV due to inversion layer thickness is determined

47
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is dominant in weak inversion and second one in strong inversion. Zavq is sig-

nificantly modified in SS/SiGe devices. After the self-consistent loop terminates,

GINV can be easily determined from Eqs. (5.1). For gate capacitance calculation,

we used the following fundamental relation instead of Eq. (5.2),
,

G = ea(NINv + Ndep)

q aVes
(5.3)

5.2 Results and discussions for pMOS devices

Self-consistent calculations for SS-pMOS devices are presented in this section. All

the results are calculated at room temperature. In all cases, we have considered

Aluminium for gate electrode having work function of 4.1 eV and Si02 having

a thickness (Tax) of 1 nm for gate dielectric. Effective mass for Si02 has been

chosen as 0.5mQ. Band structure parameters has been taken from Tables 2.1-2.4.

Fig. 5.1 shows inversion carrier density (PINv(z)) as a function of z calculated

using open boundary conditions. NINV is 1011 cm-2. The dashed line in the

figure represents the potential profile of the device. There are two humps visible

in PINv(z) curve. Similar shape of PINV has been reported in [20, 21]. The first

hump is common where the usual quantum mechanical effects are present. Un-

like the classical case, PINV peak shifts away from the gate oxide into the bulk

[39]. But the second hump is characteristic to SS-pMOS devices. It can be seen

from the potential profile that, there is another quantum well produced at the

SS/SiGe interface due to type-II nature of the SS/SiGe heterojunctions [23]. As a

result a significant amount of holes are confined in the second well and are known

as parasitic holes. The effect of such parasitic holes has been demonstrated in

Fig. 5.2(a). The parasitic charge becomes negligible for higher inversion as also

reported in [20].

In Fig. 5.2(a), Zavg is shown with increasing NINV for two different x keeping

Nd and iSi constant. It is seen that Zavg is greater in S8 device compared to

control-8i device and it increases with increasing x. As the total NINV charge is

now shared by two wells, inversion charge centroid is shifted more into the semi-
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Figure 5.1: Inversion carrier density (solid line) as a function of z, in SS-pMOS
device. The potential profile (dashed line) is for Nd = [)X 1017cm-3, NINV = 1011
cm-2, x = 0.2 and tSi = 10 nm.

conductor region. At strong inversion the difference is reduced due to a strong

Si02-SS electric field that makes the Si02-SS well much deeper than the parasitic

one and hence Zavg is less affected by band offset. In Fig. 5.2(b), effect of strain

on Zd has been shown. It is seen that, in SS-pMOS device Zd is lower than Zd in

control-Si device and it decreases with increasing x. The reasons are already de-

scribed in chapter 4 during the explanation of VTH reduction in SS devices. The

main reasons are increased niSS and higher dielectric constant of SiGe (ESiGe)'

Expression for gate capacitances Cg can be rewritten as follows,

C = eLN, (5.4)
.9 LVGs

where eN,(= e(Ndzd + NINv)) is the total semiconductor charge. For a fixed

NINv,

eLN, (5.5)

also we know, L VGS - L'l,Vox + LcPdS + LcPIN

and as LVox is negligible, L'l,VGS "" LcPdS + LcPIN = LcPs (5.6)
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(5.7)

Here, Vox and c/JIN are oxide and inversion potential drop, respectively.

the potential drop due to depletion charge and depends on Zd'

Si02-SS surface potential c/Jss and oxide electric field Fox, are depicted in

Fig. 5.3 and Fig. 5.4 under different inversion conditions. The effect of strain on

both Zavg and Zd is reflected in Fig. 5.3(a) and (b). In Fig. 5.3(a), Ic/Jss I decreases

with increasing x. The difference is larger in lower inversion region than in the

higher. At lower inversion, the effect of Zavg is less pronounced. Here, though Zavg

is large, c/JIN is small due to lower value of NINV (as can be seen from Eq. (5.7)
,

if the differential operator is omitted). Hence, for the same inversion charge to

induce, it requires lesser Ic/Jss I compared to control-Si due to a larger decrease in

Zd under strain. The decrease in Zd more than counters the effect of increase in

I c/Jss 1 due to increase in Za".o' In moderate inversion level, 6.c/JIN increases resulting

in larger 6.c/Js. Finally, at strong inversion the rate of increase in I'Pssl is sharper

than that of control-SI. In high inversion, the effect of Zav.o is strong. But since

the difference in Zavg between SS and control-Si is rather small, decrease in Zd

significantly reduces Ic/Jssi. In Fig. 5.3(b), though Fox is reduced with strain, the

reduction is very small and is therefore negligible under high inversion condition.

Under low inversion condition, the change in Fox is similar to the change in Zd'

Fig. 5.4(a) and (b) are arranged to show the effect of different tSi on both c/Jss

and Fox. Here it can be found in Fig. 5.4(a) that, Ic/Jssl decreases with decreas-

ing tSi under same x. In thinner tSi, SiGe layer is closer to the surface than in

the case of thicker one and the parasitic effect is pronounced. It causes an even

larger Zavg for thinner tSi' So at low inversion, in case of thinner tSi, the effect'

of reduced Zd is compensated by the excessive increase in Zav.o on Ic/Jssl reduction.

At strong inversion condition, the situation is reversed as again the effect of Zavg

becomes less prominent due to small difference between Zav.o of control-Si and SS

devices. However from Fig. 5.4(b), it can be stated again that Fox does not vary

much with tSi'

Using the concepts described above and with the help of Eq. (5.1), the inver-
(

\
I \
I '

, :'i
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sion capacitance of SS-pMOS (C/ss) shown in Fig. 5.5 can now be explained. In

Fig. 5.5(a), at low inversion, C/ss increases with increasing x. At weak inversion,

the change in cPss (b.c/Js) is lower for higher x as discussed earlier. So, CJNV

increases with increasing x at low inversion. At moderate inversion, C/ss slightly

decreases from that of control-Si. This is due the competing effect of Zavg and Zd

in determining b.cPs. Here, larger b.c/JJN due to larger Zavg somewhat overcomes

the smaller b.c/Jds and results in slightly larger b.c/Js. At strong inversion, C/ss

becomes lower as a result of higher Ib.c/Js lowing to higher rate of change in Zd

and negligible effect of Zavg as explained before.

On the other hand, in Fig. 5.5(b), at lower and moderate inversion, thinner

iSi shows lower C/ss even from the control-Si one. This is due to large 1b.c/Jsl

originating from a large change in b.zavg. At higher inversion when the effect of

Zavg is minimized, the curves again overlap each other.

The effects of strain on the gate capacitance (Cg) are going to be discussed

in detail in the following paragraphs. We have found that in SS devices IVrss I
decreases with the increase in strain, this effect can also be viewed in gate ca-

pacitance (Cg)-voltage (Vas) curve shown in Fig. 5.6. Here it can be seen that,

as the amount of strain is increased by increasing x, IVrssl is reduced and C-V

curves shift to the right accordingly. Moreover, in addition to Vrss shift, a closer

inspection reveals that the curves also differ in their shapes.

To explain the qualitative differences among the shapes of C-V curves in Fig.

5.6, Vrss under different conditions is matched with that of the bulk-Si one. Then

the curves take the form as shown in Fig. 5.7. From the figure it can be observed

that, strained C-V curves have lower value in moderate inversion but higher value

in strong inversion compared to those of control-Si device.

Fig. 5.7, can be explained with the help of Eqs. (5.4), (5.5), (5.6) and (5.7).

At moderate level of inversion, both Zavg and Zd have nearly equal and opposite

effects towardslb.c/Jsl such that Ib.Vas I remains nearly same as that of unstrained

condition. But as the total charge is now decreased due to a lower Zd (Eq. (5.5)),
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strained Cg now decreases. At strong inversion, as t:.zavg becomes smaller and

hence It:.Vcsl is also become smaller owing to smaller t:.lJIN (Eq. (5.6), (5.7)).

This condition again causes the strained C-V curve to supersede at high inver-

sion.

To compare the effect of tSi on C-V characteristics, Fig. 5.8 is provided. At

low inversion, thinner tSi has lower Cg due to the increased effect of Zavg on It:.VCS I
than in thicker tSi' At moderate level, as Zd decreases more for thinner tSi, Cg

decreases further as well. At higher inversion the cross-over in C-V curves is for

similar reasons explained above.

Effect of doping density on C-V characteristics is another important issue. To

explain it, two different doping densities have been taken under consideration.

For a higher and a lower range Nd = 1018 cm-3 and 8 x 1016 cm-3 are taken,

respectively. When a higher doping density is considered, the effect of strain is

suppressed as shown in Fig. 5.10. In that case, the oxide-surface electric field is

so high that the parasitic effect becomes negligible. So Zavg remains closer to the ':t<.
',:
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oxide surface and 6Zavg in strained device remains same as in control-Si device.

As a result, both the strained and unstrained C-V curves nearly overlap each

other.

At lower Nd, C-V curve shows a notable characteristic. When the inversion

concentration approaches from moderate to strong, a kink is observed in the

strained C-V curve. Such a type of kink is also reported in [31, 30J in experimen-

tal SS-nMOS accumulation region capacitances. This is termed as a 'plateau'

in the gate capacitance. For SS-nMOS devices, the kink in accumulation has

been attributed to the charge confinement of holes in the SS/SiGe buried layer.

Semiclassical models also show this 'plateau' in [31, 30J. Recently a semiclassical

single-piece charge model has been proposed by Chandrasekaran et al. [32]. It is
already mentioned that confinement in SS/SiGe interface buried layer is higher

for higher x and lower tSi' For higher x the second well is deeper and can con-

tain sufficient charge even at fiat band of SS/SiGe interface. So, at lower VGs,

accumulation starts at the SS/SiGe interface. When Vas crosses the fiat-band

voltage of SiGe layer, hole accumulation ceases in SS/SiGe interface and starts .1.
).
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at Si02-SS interface. The kink is found in the C-V curve when there is a shift

of accumulation charge from SS/SiGe interface to Si02-SS interface. During this

transition, I~Vcsi is increased as the distance of the accumulation charge cen-

troid (ZavACC) from the oxide surface detreases sharply. As a result, a dip in the

C-V curve is observed.

Such kink has been identified by Armstrong et al. [29J also in SS-pMOS

device inversion region, but the analysis was semiclassical and the reasons were

not well identified. Such a kink in inversion region of SS-pMOS device has also

been identified in our work and going to be analyzed with the QM model. Low

doping density exaggerates the parasitic effect as the secondary well has nea~ly ..

the same depth as the primary well at high x and thin tSi, in fact SS/SiGe well

can be on top for lower inversion charges. So inversion carrier holes gather at

SS/SiGe interface. After a certain Vas value, holes move to Si02-SS interface. In

this case the 'kink' is weaker due to the presence of depletion charges.
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Fig. 5.11 shows the effect of neglecting ESiGe on C-V curves for two different

fSi. ESS-ESS(SiGe) in the figure corresponds to the value of the dielectric constants

that have been considered for SS-SiGe regions. Comparatively a smaller shift in

the strained C-V curves has been observed when the dielectric constant of the

SiGe region is chosen to be the same as that of SS region (ESS)' The amount

of shift increases further for thinner fSi' The reasons for VTH shift under these

conditions have already been discussed in details in chapter 4.

Fig. 5.12 presents the same curve as in Fig. 5.11 but under matched VTH

condition. From Fig. 5.12, it can be understood that, in addition to underesti-

mation in VTss reduction, negligence of ESiGe also affects the shape of strained

C-V characteristics. The difference in two strained C-V curves is prominent in the

moderate inversion condition. When ESS is considered for SiGe layer, lower dielec-

tric constant increases cPSiGe' This makes Si02-SS surface quantum well deeper

than parasitic well. As a result, z,,'g is increased less compared to ESS - ESiGc case.

So Zavg under strain does not differ much from that of the unstrained case and

hence cPIN is underestimated. Moreover, overestimation of Zd also increases cPdS'

These two together, ultimately increase l6.cPssl in similar conditions when ESiGe is

considered. In other words" when ESiGe is not considered, for the same change in

inversion carrier concentration at the Si02-SS surface, 16.VGsl increases relative

to the case when ESiGe is considered. Hence, Cg decreases even more. The re-

duction is more significant when thinner fSi is considered, shown in Fig. 5.12(b).

For thinner fSi at strong inversion 6.zav.Q becomes smaller again which causes the

6. VGs to decrease due to lower Zd'

5.3 Results and discussions for nMOS devices

Self-consistent calculation has also been performed in SS-nMOS devices. Here

Si0
2
has been used as the gate dielectric with Tax = 1 nm and Al has been used

as the gate electrode. Other material parameters are taken from Tables 2.1-2.4.

To demonstrate the effect of strain on SS-nMOS C-V characteristics Fig. 5.13 is

presented. Fig. 5.13 shows strained C-V curves for various x. The lateral shift in

C-V curves is due to the reduction in VTH with increasing x.
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To compare the shapes, Fig. 5.14 has been presented under matched VTH

condition. From Fig. 5.14 it can be seen that Cg increases with increase in strain

in moderate inversion region. At low and high inversion region the curves do not

differ much.

In SS-nMOS device the conduction band edge in the SS layer is lower than

that of the SiGe layer. This increases electron confinement within the SS layer. In

other words, Zavg is smaller compared to control-Si case. So t::.zavg (Eq. (5.7)) is

even smaller. Effect of this reduction is not prominent in low inversion, as lower

NINV lowers the contribution of /::"r/JIN in /::,.r/Js. Similarly in strong inversion,

when Zavg does not vary much with strain, lower /::,.zavg diminishes /::,.r/Js. But at

moderate level, when both NINv and /::"zav9 has considerably higher value, /::"r/JIN
is significant. So decrease in /::"zavg under strained condition decreases /::,.Vcs and

makes the strained Cg greater. It can be also realized that thinner tSi would have

even greater Cg owing to higher confinement near the SiOz'SS interface.
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Chapter 6

Modeling of Direct Tunneling
Gate Current

It is well-known that due to finite height and width of gate dielectric potential

barrier, the inversion layer quantum well becomes leaky. In such case, inversion

electrons can tunnel into the gate electrode from the inversion layer, resulting in

a direct tunneling gate current. In this chapter, DT current in strained nand p

type MOS devices are modeled.'

6.1 DT current calculation procedure

The Hamiltonian for a finite system becomes non-Hermitian and the eigenener-

gies become complex when Schrodinger's equation is solved under open boundary

conditions [45J. The real parts of the eigenvalues give the energies of the quasi-

bound states and the Imaginary parts are related to lifetimes. Most often, to

avoid complexity, self-consistent solutions neglect tunneling effect. But through

the technique described in Chapter 2, DT current can be calculated in a straight
forward fashion incorporating wave function penetration effect with in the self-

consistent loop.

The gate current due to quantum mechanical tunneling is calculated from

carrier concentration and lifetimes of the carriers at all eigenstates using the

following relationship,
(6.1)
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Here Ni is the concentration of the electrons in the ith eigenstate (Eq. (3.3)), Ti is

t)1elifetime of the electrons in the iih eigenstate and J is the total DT gate current

density. The peaks of the energy broadened 1D DOS occur at the eigenenergies

of the quasi-bound states and the lifetimes of the inversion layer electrons are

relaied to the energy broadening of DOS according to,

(6.2)

',,-..

Here fi is the Full-Width at Half-Maximum (FWHM) of the energy broadening

around the ith eigenenergy [45]. The position dependant DOS as a function of

(

energy around each eigenenergy is calculated using Eq. 3.25. Once self-consistent

potentia:l profile is obtained considering DT effect on potential profile, gate leak-

age current can easily be determined from Eq. (6.1) and Eq. (6.2) by searching

FWHM broadening of DOS.

6.2 Results and discussions. .
We have calculated DT current for both nand p type SS/SiGe devices. Gate

electrode and gate dielectric material are considered the same as in C-V analysis.

DT current in SS/SiGe devices has been calculated to investigate the influence

of strain on quantum tunneling under various iSi and x conditions and compared

with those of unstrained brtlk-Si devices. To compare with the bulk-Si device,

VTH under strain is matched to the corresponding bulk-Si VTH as was done in

C-V analysis.

At first, the DT current in an SS-nMOS device is discussed. Fig. 6.1 shows

the DT current in a SS-nMOS device for different x with a particular Na and

is;. From the figure it is seen that gate current reduces with strain. The reduc-

tion enhances with the increase in x. It is known that, DT current depends on

both the gate dielectric thickness and the barrier height. When Si layer is under

strain, electron affinity (XSS) becomes greater than in the unstrained condition

as seen from Table 2.1. Increased Xss suppresses the tunneling of electrons into

the dielectric materia!. Consequently, DT current is reduced in SS-nMOS device.

An experimental verification of the trend predicted by our model can be found

in [34]. Here the authors too have suggested that increase in barrier height due
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and Tax = 1 nm.

to band splitting is responsible for this trend.

Fig. 6.2 shows the effect of iSi on DT current. Though not much influence

of iSi variation over DT can be seen in the figure at low inversion, at moder-

ate to high level of inversion, thinner iSi shows slightly higher DT current. The

reason is also understandable from the viewpoint of the effective barrier height.

Effective barrier is the height of the barrier relative to the first eigenstate of the

semiconductor quantum well. In case of thinner iSi, first eigenstate has higher

energy compared to the thicker iSi case owing to higher depth and increase in

narrowness of the well for the same inversion condition. As a result, probability

of tunneling increases for thinner iSi'

In SS-pMOS device, the DT current shows a rather interesting pattern. From

Fig. 6.3 it can be seen that the gate current increases upto certain x and decreases

afterwards although the change in J for pMOS is smaller than that in nMOS.

This phenomenon can be explained with the help of the changes in barrier height

,..
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(tjJB) in the pMOS device. tjJB can be defined as,

(6.3)

where, EgSi02 and Egss are the bandgaps of Si02 and SS layers, respectively.

From the plot of Eq. (6.3) shown in Fig. 6.4, it can be verified that tjJB decreases

upto x = 0.25 and then it increases again. As long as, tjJB shows a decreasing

pattern DT current increases with x and afterwards it reverses this trend. More-

over, the small change in tjJB is responsible for the small change in J.

To show the effect of tSi on DT current behavior of SS-pMOS device, Fig.

6.5 has been presented. Form the figure, it is seen that, thinner tSi shows lower

DT current. This can be explained by the effect of buried layer in SS-pMOS

device. Due to buried layer effect, Zavg increases and thus, it reduces tunneling

probability.

The effect of increasing doping density on DT current in SS-pMOS device is

non-trivial. It has been investigated that for higher doping density, other than
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increase in magnitude the relative difference in DT current between strained and

unstrained devices ((Jus - Jss)/ Jus) shows similar patterns as in lower doping

density (Fig. 6.3). However, in SS-nMOS device, higher doping density has an

advantageous effect. Fig. 6.6 shows, the relative difference (Jus - Jss)/ Jus at
two doping densities. From the figure it is clear that in case of higher Na, strained

device shows more reduction in DT current compared to lower Na.
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Chapter 7

Conclusion

7.1 Summary

Strained Si MOS devices on relaxed SiGe buffer layer has been analyzed in this

study. The work focussed on the electrostatic behavior of SS/SiGe MOS de-

vices. The analysis consists of a quantum mechanical and a semiclassical model.
In' the quantum mechanical model, the effect of wave function penetration into

the gate oxide has been considered. Penetration effect are included within the

self-consistent loop by solving Schroodinger's and Poisson's equations taking into

account wave function penetration. Green's function formalism has been used

for the solution of Schrodinger's equation. Poisson's equation has been solved

nu\mericaJly for the entire oxide and semiconductor regions taking into account

both SS and SiGe layer dielectric constants. In our model, a new definition of
threshold voltage, based on the principle of equal current density, has been used.

Gate capacitance has been calculated from the fundamental relationship. To

obtain DT current, the lifetimes of quasicbound states are calculated from the

broadening of the I-D DOS around each eigenenergy. In the semiclassical model,

a straight, forward expression for total semiconductor charge has been derived
based on charge sheet approximation. The total charge is dependent on SS and

SiGe bandgaps, SS layer thickness and SiGe dielectric constant.
,

Results of VTH calculation in both SS-n and -pMOS devices show that strain

reduces VTH in SS devices compared to bulk-Si devices. The cause of reduction

is rooted in the splitting of both conduction and valance bands that modifies the

bandgap, electron affinity, band offset and different effective mass parameters.
(1
I!
~i

f

f~ 1 r
,

IV
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Also SS-thickness controls the degree of charge quantization in the well which in

turn effects V
TH
. The reduction of VTH increases with increasing x, decreasing tSi

and decreasing doping densities. Moreover, ifSiGe dielectric constant is consid-

ered, SS devices show furtherreduction in VTH. This additional reduction in VTH

can explain the mismatch between experiment and existing QM theory. It has

been found that, for SS-nMOS device, reduction in ,pss is the key factor for VTH

reduction. On the other hand, in SS-pMOS device, competing effect of ,pss and

V
FB

reduction determines overall reduction in VTH. In all cases changes in Vox
is non-trivial. A comparison between semiclassically and quantum mechanically

calculated VTH reduction shows that upto a certain x and beyond a <;ertain tSi

the two models are in reasonable agreement. 'The reduced threshold voltage in

turn, can reduce the power supply requirement in MOS devices.

In the C-V calculation, it has been observed that in addition to VTH reduc-

tion, SS devices, especially pMOS, show a notable qualitative differences to that

of control-Si devices. In SS-pMOS devices, at moderate inversion levels gate

capacitance decreases, but at strong inversion level it increases compared to un-

strained gate capacitances. The difference is enhanced for lower doping densities

and thinner tSi conditions. On the contrary, qualitative changes in the SS-nMOS

devices are not significant compared to that of SS-pMOS devices.

In the [!'i' current analysis, SS-nMOS device shows a reduction in gate current
,

with increase in strain. This is attributed to the increase in electron affinity in SS-

nMOS device that increases the barrier height. But the SS-pMOS device shows

rather an intersting behavior. DT current increases upto a certain x and then

again decreases. This is due to the non-monotonic variation in barrier height

with x.

7.2 Suggestion for the ,future work

In our work, calculation of threshold voltage through semiclassical analysis has

been performed only for SS-nMOS devices. Similar expression can be obtained

for the SS-pMOS devices following a procedure described in Chapter 2. Also, the

model neglects the band offset between SS/SiGe interface. Including this term in

\

r': .
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the surface potential calculation can improve the model.

We have studied the tensile strain effect on the Si layer in MOS devices. A

compresive strain can be found when SiGe layer is grown on Si layer. Such com-

pressive strain improves the hole mobility in pMOS devices and is expected to be

more efficient when coupled with SS-nMOS devices in CMOS applications. Our
model can be used to analyze strained SiGe-pMOS after necessary modifications

of the band structure parameters.

For SS/SiGe devices, accumulation region capacitance has been much dis-

cussed in recent works as important properties like 'plateau' in the gate capac-

itance is found in the accumulation region of SS-nMOS devices. We have used

the self-consistent QM model to study the inversion and depletion region prop-

erties of the SS/SiGe devices. Certain modifications of the model can be used to

simulate the accumulation region characteristics.

In this work we concentra~ed fully on SS-MOSFET grown over (100) Si sub-

strate. The model can also be modified to analyze the MOS properties when the

channel surface is grown on (111) or (110) Si. It has been found that (110) surface

channel pMOSFETs grown over (100) Si, doubles the hole mobility compared to

the (100) surface channel pMOSFETs.

Few works on SS/SiGe tunneling characteristics has been done up to date. DT

current behavior in high-K gate materials is yet to be investigated. For high-K

gates, the effective oxide thickness and the effective mass of the dielectric mate-

rial should be changed to determine tunneling current. Also, there are reports of

fabrication difficulties in SS/SiGe device due to Ge outdiffusion in the channel

from the SiGe layer in addition to Si02 from the dielectric. In that case, the

model should include the effect of traps or other interfacial states.

We have essentially analyzed a MOS capacitor rather than a MOSFET it-

self because we did not account any drain-to-source voltage that can cause 2-D

quantization of carrier. Then the Schrodinger's and Poisson's equations have to
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be solved self-consistently in two dimensions. Such a model should be able to

predict the transport behavior in ballistic SS/SiGe MOSFETs. When channel

length is down to deep submicron range, the transport approaches to ballistic. In

that case, carrier scattering can be neglected.

In the QM model, we have used effective mass approximation for both electron

and holes. But we neglected anisotropy and valence band mixing and assumed the

dispersion relation to be parabolic. So, whether the effective mass approximation

is valid or not is another matter of importance. In SS/SiGe band structure,

degeneracy splits and it reduces the band mixing effect. But on the other hand,

it increases the anisotropy in the band structure. So a multiband self-consistent

calculation is also worthy of interest.
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